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Dynamics of biological molecules irradiated by short x-ray pulses
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Very short and intense x-ray pulses can be used for diffraction imaging of single biological molecules.
Inevitably, x-ray absorption initiates damage that degrades the molecule’s image. This paper presents a con-
tinuum model of the physics that leads to damage when a small particle absorbs a large x-ray dose. The main
processes are found to be ionization and Coulomb-force driven atomic motion. Trapping of electrons, Debye
shielding, and nonuniform collisional ionization all have a significant effect on the overall damage kinetics.
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[. INTRODUCTION been presented by Neutat al. [1] and Jureket al. [13].

The principal tool for structure determination of biologi- 1"ey used detailed molecular dynamics codes to calculate
cal molecules is x-ray crystallography. Since many biologi-the at0_m|c motions an(_JI the_ resulting degradation in image
cally important molecules have been very difficult or as-yet’esolution for a few biological molecules. In the present
impossible to crystallize, it is highly desirable to developWork, we consider a simpler dynamics model, but add the
methods to determine structures pbncrystalline single  effect of trapped electrons, which Neuteal. left out. Jurek
molecules[1]. Whereas radiation damage is mitigated inet al. did consider this effect, but they were limited to a size
crystals by utilizing coherent scattering from a large numberange of 50—-1500 atoms per molecule, corresponding to a
of identical molecules, damage severely limits image resoluradius of 15 A or less. Our approach allows the calculation of
tion of noncrystalline sampleR,3]. It has been suggested much larger molecules, at the expense of neglecting some
that extremely short x-ray pulses can be used to image singlgetails of atomic motion. Specifically, we neglect the
molecules before the damage takes place. This idea of ﬂa&‘dhanges in atomic forces caused by the changed electron
imaging was first suggested by Soleenhal. [4,5], and ex-  distribution when atoms get ionized.
tended to atomic resolution imaging of single biological mol- |y this paper, we introduce a simple, one-dimensional
ecules by Neutzet al. [1]. spherical model for the dynamics of short pulse x-ray irradi-

Future x-ray free-electron lase(XFELs) [6,7] hold the 4164 molecules that includes approximate descriptions of the
promise to provide the necessary short pulses 0 OVercomg, minant physical processes and which can be easily used to
the damage limitations and enable the determination of moéurvey a wide range of molecular sizes, compositions, and

lecular structure from single molecul¢$]. XFELs are ex- . : : :
pected to provide pulses of soft and hard x-ray photons with nage resolutions. We present an overview of the physical

pulse durations in the range of 10-300 fs and brightnesgrocesses for the dynamics of an x-ray irradiated biological

more than ten orders of magnitude larger than current x-ra olecule in Sec I, describe our models for these processes
sourceg3,8,9. In the simplest scenario, individual identical n Sec. lll, and then present and analyze a characteristic com-

molecules will be exposed to XFEL pulses one-by-one inPuter simulation based on this model in Sec. IV. We finally
random, unknown orientation. Since the measured diffractiof€POrt and discuss the results of calculations for a wide range
patterns will be very noisy, due to photon counting statisticsOf molecular sizes and x-ray intensities in Secs. V and V1.
the limiting step will be the ability to classify the diffraction The Appendix contains an analytic solution for a simplified
patterns according to their orientation. After classification,dynamics model that is useful for checking numerical simu-
the diffraction patterns can be averaged to improve thdations and for obtaining insight into the more detailed cal-
signal-to-noise ratig10], and the class averages of diffrac- culations.

tion patterns can be assembled into a single three-

dimensi_onal diffraction pattern. Fine_llly, _the real space mo- Il. OVERVIEW OF PHYSICAL PROCESSES
lecular image can be calculated using image reconstruction
techniqueqd11,12. We consider the sequence of events when an intense x-ray

Although the extreme brightness of XFEL pulses helps topulse of wavelength of-1 A irradiates a biological mol-
ameliorate the noise problem in classification, the x-ray incule. Only a small fraction of the x-rays interact with the
tensity is still limited by the damage to the sample in a singlemolecule. The “useful” photons are those that scatter elasti-
XFEL radiation pulse. Only with sufficiently short and in- cally and produce the diffraction pattern. However, the domi-
tense pulses can diffraction images be recorded before tHeant interaction i«-shell photoionization of the atoms in the
structure has undergone significant radiation-inducednolecule, which leads to damage. It produces electrons with
changes. In this paper we will address the key question ognergy close to the incident photon energyl2 keV).
how short and how intense the XFEL pulses must be to acWithin several femtoseconds, tlieshell holes of the non-
complish this goal. hydrogenic atomgC, N, O, etc) decay, mainly by emitting

Calculations on the dynamics of biological molecules ir-Auger electrons with relatively low energi¢250—-500 eV
radiated by high-intensity short-pulse x-rays have recently14].
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Early in the x-ray pulse, most of the electrons escape the [ll. DESCRIPTION OF THE MODEL
molecule. The escaping electrons leave behind a net positive
charge. This charge quickly becomes large enough so that the ) ) )
Auger electrons become electrostatically trapped in the mol- The basic assumption of the model is that the molecule

ecule. Even the photoelectrons become trapped for larg&@n be described by a continuum of matter rather than con-
molecules. It is instructive to consider a few numerical ex-Sidering the individual atoms, as in the molecular dynamics

amples of the trapping energy. Electrons emitted perpendic@-pproaCh' This is expected to provide an adequate descrip

lar to the surface of a homogeneous, spherically symmetrig?gmci’(f: t&%t?gﬁraﬂine?ﬁgtzaora Xl_erziyc?r?[taeizaggrzeri(t:g?nns a\r;\?e
charged molecule of radiuR are trapped if their kinetic P y '

energy is smaller thag?Ren/3e,, wheres, is the permittiv- further assume that the particle is spherically symmetric, re-

) ) \ ducing the mathematical model to one dimension plus time.
ity of vacuum,e is the elementary charge, ands the charge 9 P

i . We assume that the motion of the atoms within the molecule
number density. Somewhat higher-energy electrons arg solely in the radial direction

trapped from the interior of the molecule. For typical x-ray  The glectrons and the atoms are treated as separate, struc-
fluences necessary for imagiiigee Sec. Y, approximately  yreless, fluids that interact through the Coulomb force and
half of all of the atoms become photoionized. Assuming allignjzation processes. The short-range electron-electron inter-
photoelectrons escape, this resultsnis0.06/A%. For this  action is treated as a hydrodynamic pressure, and the long-
charge number density and a typical protein composis@@  range electron-electron and electron-ion Coulomb interaction
Sec. V), electrons of energy 250 eV or less are trapped bys determined from the continuous net charge of the electrons
molecules of radius 8 A or larger. Since most molecules ofind ions. In this model, all forces act radially. We further
interest are larger than 8 A, we conclude that most Augeassume that the trapped electrons are thermalized among
electrons will be trapped. Assuming the same charge densityhemselves, and that they are inertia free, so that they quickly
12 keV photoelectrons will be trapped whe=58 A. relax to a force-free spatial equilibrium. Finally, the x-ray
Both escaping and trapped photoelectrons produce seddatter interaction, atomic ionization processes, and energy
ondary electrons through collisional ionization of atoms. Theof the trapped electrons are described by time-dependent rate
escaping photoelectrons produce at most a few secondariegjuations. _
while trapped Auger and photoelectrons produce the majority In the following Secs. 11l B and IIl E , we expand on these
of the secondaries. For the abundant elements, C, N, and ¢ssues further, give a more detailed description of the model,
the cross section is largest for ionization of the olteshell ~ @nd provide justifications for our assumptions.
electrons. Since the ionization energyleghell electrons is
rather low[15], each trapped secondary electron can induce
multiple ionization events. This has been described in detail
for large, cold carbon samples by Ziaga al. [16]. The en- The electrons are divided into escaped, trapped, and
ergy of the secondaries is typically less than 100 eV, so thapound electrons. According to the estimates of the trapping

according to the estimate above, most of the secondary ele€Nergy presented in Sec. Il, we assume that all secondary and
trons will be trapped in the molecule. Most atomic recombi-AUger electrons are trapped, whereas for each photoelectron

nation processes such as radiative recombination whic e determine whether it is trapped or not depending on its

dominate at low electron densities occur on time scales th ing'([)i(r: (?er:tez;?nybr:zlaa::\/eagr;[qheetel?:?A:Zfsgreoﬁn;r:g)ilbn densities
are longer than the x-ray pulse Iength. Hovye_ver, for Certair})ecome large enough so that three-body recombination ef-
beam parameters the electron and ion densities become larﬂeects are important. We included this effect in a subset of the

enough so that three-body recombination effects in which an; |

) . o . mulations. We only include recombination into theshell,
lon captures an electron with the binding energy being abgjnce higher shells are likely to be merged into the con-
sorbed by a second electron are important.

: ' tinuum due to the higher electron density.

The trapped electrons collide with each other very fre- o, 3 time scale of a few femtoseconds, the trapped elec-
quently (~1/fs) and, after a few collisions, their energy dis- {rons collide with each other and produce a Maxwellian en-
tribution becomes Maxwellian. After a somewhat longerergy distribution. In our model we assume that this thermal-
time, they relax in position to form a neutralizing cloud jzation occurs instantaneously. As long as there are no
around the positively charged ions. Such a collection of electransient processes shorter than 3—-4 fs this is a good ap-
trons and ions resemble an electron-ion plasma, and the neproximation. The trapped electrons are treated as an ideal
tralization of the charge is similar to Debye shielding. Thefluid, with a temperature proportional to their average kinetic
particle then assumes a roughly two-zone structure, consisenergy: To=2(E;)/3k, wherek is the Boltzmann constant.
ing of a neutral core and a positively charged outer shellThe atoms stay cold since the electron-atom collisional en-
which extends to the boundary of the particle. On a longeergy transfer time is much longer than the pulse length.
time scale of order 10 fs, the repulsive electrostatic forces We further assume that the electrons quickly relax to a
between the ions cause a macroscopic motion of the wholfrce-free spatial equilibrium that includes both pressure and
molecule, called a Coulomb explosion. This motion has beeelectrostatic forces. In reality, the relaxation rate is charac-
previously illustrated using molecular dynamic simulationterized by the minimum of the plasma frequency and the
methods in Ref[1]. electron-electron collisional rate. Both are of the order of

A. Continuum approximation

B. Treatment of trapped electrons
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1 fs™1, and thus the relaxation may be considered fast. In thigi,j). The total rate of ionization events from stdkgl) to

approximation, the forces on an electron are the electrostatistate (i,j) is Ry_;. The values fori, j are limited to 0

force due to the iong$, the electrostatic force due to the <i<2 and 0<j<(0,4,5,0r6 for (H, C, N, and O.

electronsF,, and the force due to the pressure gradi€pt,  Since we consider only single ionization processes of the
K shell (i.e., i=k-1 and j=1), the rate matrixRy_; is

r
Fi(r)=- izf ni(r")r'2dr’, (1) actually very sparse. The photoionization rates are
gl Jo
Rk|~>lj tho'ﬁlh’ (7)
e2 r . . . h -
Fu(r) = _Zf ne(r')r'2dr’, and ) with |_—k-_1 ar_1dj—l. ph IS the photon flux andf is the
0 photoionization cross sectidd7]. The Auger decay rates
are
1 dndr) 1
Fo(r) = —KTe ne(r) dr ° @ i =, (8)
e i

Herer is the distance of the electron from the center of the
molecule,n; is the ion charge number density, is the elec-
tron number density, and, is the electron temperature. The
condition for force-free equilibrium is

Fi+Fe+Fy=0. (4) R = Nl e, (9)

with i=k+1 andj=1-2, andr is the Auger lifetime of
state(k,l) [14]. The rates for secondary ionization of the
trapped electrons are

This condition leads to neutralizing the core of the moleculeWwith i=k-1 andj=0 if I=0, andi=k andj=1-1 if |>0 Nie
equivalent to Debye shielding on the molecular scale. Ads the number density of trapped electrons, doff" ve)
described in more detail in Sec. 1V, it is numerically moreis the average of the collisional ionization cross sections
stable to solve Eq4) in terms of the space-integrated elec- multiplied by the electron velocityf18,19. In our ap-
tron and ion density. proximation, the average is taken over the Maxwellian
electron distribution function. We assume that all Auger
and other secondary electrons are trapped. Finally, the
rates for the secondary ionization by escaping photoelec-
The molecule explodes due to a net positive charge left byrons is given by
escaping electrons and the electron pressure. The ions move
in response to the electrostatic force from both the electrons RRF_;(r) = <r>g§|°£ij2 NmanPnhrl—mppesc(r)i (10)
and the other ions. We ignore the initial molecular binding
forces since they are very small compared to the forces gen-
erated by even moderate x-ray ionization. The radial accel”
eration is given by

C. Atomic motion

with i=k—1 andj=0 if =0, andi=k andj=I-1if | >0; and
with o=m-1 andp=n. The sum is the rate of the generation
of photoelectrons per unit volume that escape the molecule.
(2 crﬁ,o”l is the ionization cross section at the photoelectron
a(r) = e (r)rz[” i(r) = ng(r) ] [ni(r') = ne(r")]dr’, energyEP™ and(r) is the average distance a photoelec-
tron travels through the molecule before escaping, taken
©) to be the molecule radius at the beginning of the explo-
sion. The escape probability.s, is used to isolate the
ionization by escaping photoelectrons from that due to
trapped photoelectrons. The contribution from the latter is
D. Description of ionization processes through rate equations  {regted with the trapped electrons described by &.
Consistent with our continuum model approach, we caldbove. If the photoelectrons escape from the shell at ra-
culate the number and total energy of trapped electrons, arfius I, Pesdr)=1, otherwisepes(r)=0.
the ionization states of the atoms in the molecule using time- The total rate of ionization events is then
dependent rate equations. The equations account for three uger , ool
processesii) photoionization(ii) Auger relaxation, andiii ) R = Rklﬂu * Rﬁau + R Rklﬂu (1D
collisional ionization. The ionization states of each type ofT
atom in the molecule, such as H, C, N, O, etc., are describe
as space and time-dependent population densmes. The ion-

wherep is the mass density.

he rate equation for the number density of trapped electrons

ization rate equations for each element are dN, p——
E = Ekl {[ |—g>lj +R Kl—ij + RE u(l pest) + |—>IJ]NIJ}
ij#
_iN N 6
dt kgu (Rkl ij "Nkl Ru ki |]) ( ) (12)

whereN; is the density of atoms withelectrons in theK  wherer is the molecule radius. Finally, the rate equation for
shell andj electrons in the. shell. We denote this state as the energy density of the trapped electrdfsis
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dE, A | " derstand the overall dynamics of the damage processes and
“dat = 2 RﬁlfﬁrNijEij Hoet— 2 Rﬁf?ijNij Ei(fo to give meaningful predictions for the x-ray pulse durations
ik ij £kl necessary to beat the damage processes.
h
+ R (1 = Pesd NG EP™OOM+ REP iNGERS,  (13)
where E{"9*"is the energy of thi,j)— (k,!) Auger tran- IV. DESCRIPTION OF COMPUTER SIMULATIONS
sition [14], Eﬁou ;S t;]e ?in?ing energy that needs to be We have developed a computer program to solve the
expended for thei,j)— (k,l) transition during secondary i X :
- iy At pe ; _ equations presented in Sec. lll, and thereby to handle arbi-
collisional ionization, andsy 'is the energy of the second yary x-ray pulses, nonhomogeneous radial structures, and to
is ‘assumed to be approximately three times the averaq’/gclude the effects of trapped electrons. The molecule is di-
ionization energy, or about 25 e\20] Ided into equidistant radial zones, i.e., spherical shells. We
' ' track the zone boundaries as the molecule expands. We cal-
culate the time-dependent ion motion with a Lagrangean fi-
nite differencing schem@3], using the acceleration given
) _ by Eqg.(5). We use a solver that is explicit in time and first-
omissions in our model. Consistent with the continuum ap- e use artificial viscosity to prevent zone collapse and to

proximation, we do not describe the details of interatomicresolve shock wavef23—25. The artificial viscosityg was
forces, such as the van der Waals force and other bindingyken to be

forces that determine the initial molecular structure. There- )
fore, we do not accurately model any atomic motion that 0= C1Cep|Av| + Cop(Av)?, (14)
results from the disruption of these forces when the molecul

begins to get ionized. We also do not consider that differen_(kT /M)Y2 is the sound speed, wheké is average atomic
=(kT, ,

atomic speciege.g., H and g from the same vicinity of the mass, anat; andc, are constants of order unity. They have

molecule may move at different speeds. In reality, hydrogen .
atoms may move much faster, particularly from the surfaceto be large enough to prevent numerical problems but small
of the molecule, as described for diatomic molecules byen_ough to notd|st9rt the s.olutlon..We have chosgnl and.
Chelkowski and Bandraukl995 [21]. However, those at- C,=10([25]. Equation(14) is applied only when a zone is

oms in the interior of the molecule will be prevented from being compressed. Otherwise the artificial viscosity is set

moving faster than the bulk by collisions. In any case, theequal to zero. The_r_ad|al gradient of the artificial viscosity
. . is taken as an additive term to the nodal acceleration given
movement of hydrogen atoms is not very important for the

lication of x-ray diffraction since th k x-ray 2 EQ- ).
appication ot x-ray cIiraction Since ey are weax Xray “\ye solve the rate equations for each zone with explicit
scatterers and the molecular structure can be determlm?fjrst order finite differencing. We are orimaril concerned’
from the positions of the heavier ator(is, N, O, etc). ' 9. P y

Associated with the ideal electron gas approximation, WeW'th biological molecules that are made up of H, C, N, O, P,
. . and S. For the elements H, C, N, and O, we account for all
neglect the time-dependent relaxation processes and the pa

sibility of a nhon-Maxwellian electron distribution. One such Electrons. For simplicity we treat phosphorous and sulfur as

effect is that barely trapped electr rticularly photoelec- if they had only eight electrons. The remaining electrons (_)f
trong will spend some time orbit:inm[gmoutside the moleculethe sulfur and phosphorous atoms are assumed to be station-

) . : Car
before they thermalize. This may slightly reduce the colli- We used 100 equally spaced radial zones for all simula-

sional ionization rate. By using cross sections derived for. - . . ;
; . .tions, after finding that increasing the number of zones did
isolated atoms, we ignore the molecular effects on the colli- .
. - . . not change the results by more than 5%. We use a variable
sional ionization rates and any dynamical change in such

effects as the molecule begins to explode. These effects me\gl'};r%tht_?ﬁi'?tié t;:‘:Tjsisﬁtééa(r/g;’t_\::vrri‘;?i (:Ag(s_'fethe SZ& Tj?m
be important for low electron energiés: 100 eV) where the : wy Y

condition that, together with the use of artificial viscosity,

de Broglie wavelength approaches the interatomic Separati%ﬂevents zone collapse and numerical instabif®]. We
and where the electron energy becomes comparable to t Grther enforce thaat stays below 4 107 fs for solving the

iation cross. sections for catbon to oross sections caleulatdg s 4uatons vithout signifcant numerical erro.
for diamond by Ziajaet al. (2004 [22], we estimate that During each time step we calculate the equilibrium elec-
y i) : ' tron distribution by solving a modified version of Ed). We

errors less than a factor of 2 might be expected in the IOWi‘ound that using simple shooting methods to solve the finite-

glr:eirt?gnret?;mei.nweV?/ZSl:‘S;?h(re?dLael tlr:éfcgznessr'lglf:_lﬁula:rr:%ifference equations based on Eg) was numerically un-
ppIng. 9 y P table. Instead, we wrote E() in terms of the integrated

shake-off excitations. o
) ; : densities,
Finally, the atomic motions are assumed to be always ra-
dial, so the effects of molecular shape and local inhomoge- e
neity are neglected. Although the omissions of our model
may affect the motion of atoms on very short lengthd A)
and short time scales<2 fs), our model is sufficient to un- where

E. Omissions

here Av is the velocity difference across a zone,

N, 2
2(Ni+Ne)+kTe<N_?_F) 0, (15)

Agregr .
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;
Ne(r) = - 47ref ne(r’)r'2dr’, (16) 3x10°F
’ 2
and 2 .
‘S 2x10°|
r 8
Ni(r):47-ref n,(r')r'2dr’. (17 £
0 Z 1x10°} 2,3) (1,3) (1,2) 2 2)-
The problem is now a two point boundary value problem (14) '
with boundary conditiondN,(0)=0 andNg(*)=Q/e, where 0 —— [
Q is the total electron charge. We found that a relaxation 0 5 10 15 20
method as described in Rg27] provides an accurate, nu- Time (fs)
merically stable solution. We then calculaigfrom Eq. (16) s
by numerical differentiation. 3x10 — eecan '
scaped Electrons
Z
V. RESULTS % 2510°
A. Standard model ﬁ
o
We first illustrate the results of the computer model for an 8 0tk
example with typical parameters that will be used in all our E
simulations except stated otherwise. The chemical stoichi- z
ometry is that of the anthrax lethal factor, a particular protein 0 : . .
of current interest: B 5:C30.7Ng 1609 4030 60 [28]. Other pro- 0 5 10 15 20
tein molecules have quite similar composition. We assumed a Time (fs)

mass density of 1.35g/chvand an initial radius of 60 A,

determined from the maximum distance of atoms from the FIG. 1. (a) lonization of carbon for the case of the full ionization
molecule’s center of mass. We use a flat top puise, con-  model, but without trapping of electrons. The molecule is of radius
stant fluy of 12 keV photons at a flux of 1.5 60 A and is illuminated by a photon pulse of flux 1.5
X 10" ph/fs/(100 nm2=2.88x 1021 W/cn?, lasting 20 fs. X 10" ph/fs/(100 nm? for 20 fs.(i,j) denotes a state withelec-
This corresponds to a fluence 0k30'2 ph/(100 nm?2 This  trons in theK shell andj electrons in thel shell. Only the states

number of photons and focal spot is typical of what is eX_that reach densities of at least 5% of the initial density of the neutral
pected of future XFELs, and is the order of magnitudestate(2,4) are shown(b) Number of escaped electrons as a function

needed to be able to classify diffraction patterns with a reso‘-)f tme.

lution of a fraction of a nanomet¢.0]. dominantly secondary electrons generated through colli-
sional ionization by the escaping photoelectrons and by the
Auger electrons. In spite of its low concentration, the contri-
bution from sulfur is quite large because its photoionization
We first compare two simulations with and without trap- and Auger rates are very large. Figure 2 shows that stripping
ping and secondary ionization. In the first simulation, weof the heavier elements such as O, N, and S progresses faster
assume that electrons are not trapped, and that the only iothat the stripping of C due to higher ionization rates. Figure
ization processes are photoionization, collisional ionizatior8(a) shows the time evolution of the average electron energy.
by the escaping electrons, and Auger decay. Figua 1 The initial temperature is determined by the energy of the
shows the ionization of carbon, the dominant x-ray interactsecondaries produced by the escaping photoelectrons. Within
ing constituent of biomolecules. Figuréd) shows the num-  the first few femtoseconds, the electron energy quickly drops
ber of escaped electrons as a function of time. The number afue to the increasing number of low-energy secondary elec-
atoms in stat€1,4) increases with time due to photoioniza- trons. This process saturates, and subsequently Auger relax-
tion of neutral atomgstate(2,4)]. Only a small number of ation of the lighter and more abundant species such as car-
other states are generated by collisional ionization by escaon leads to an increase of the average energy. This process
ing photoelectrons. By 18 fs about 2/3 of the C atoms havalso saturates eventually. At approximately 15 fs, the photo-
been ionized. Eventually, photoionization will deplete all electrons become trapped leading to a large increase in the
K-shell electrons. On a time scale of approximately 10 fs, theslectron energy. The increase is artificially abrupt due to ne-
carbon Auger decay gives rise to an increased number dflect of nonradial trajectories when calculating the trapping
atoms in stat¢2,2) at the expense of atoms in stafe4). energy. Figure @) shows the number of trapped and es-
In the second simulation, we used the full model, includ-caped electrons as a function of time. Also shown on this
ing electron trapping and secondary ionization. Figur@s 2 graph are the origins of the trapped electrons classified as
through Ze) show the ionization of H, C, N, O, and S. Even collisional ionization by trapped electrons, collisional ioniza-
though photoionization is still the initial process, collisional tion by escaping photoelectrons, Auger relaxation, and
ionization of the valence electrons quickly dominates the bephotoionization. At 10 fs, 19% of all unbound electrons have
havior. The electrons that strip the valence electrons are prdéeen generated by photoionization, 8% by Auger ionization,

B. lonization
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4
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oLL =
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Time (fs)
A FIG. 3. Time evolution ofa) the average electrons temperature

T and(b) electron count for the simulations shown in Fig. 2.
FIG. 2. lonization of(a) hydrogen,(b) carbon,(c) nitrogen,(d)

oxygen, ande) sulfur using the full ionization model. The molecule C. Electron distribution
is of radius 60 A and is illuminated by a photon pulse of flux 1.5 ) )
X 101 ph/fg100 nm? for 20 fs. Figure 5 shows the radial dependence of the electron den-

sity at several times, assuming the force-free equilibrium
and 73% by collisional ionization. At 20 fs, 23% of all un-
bound electrons have been generated by photoionization,
10% by Auger ionization, and 67% by collisional ionization.
In summary, the majority of trapped electrons are generated
by cascade processes, i.e., they are secondaries created by
other secondary electrons. 210"
We found a pronounced dependence of the ionization time
scales on the chemical composition of the particle. Figure
4(a) shows the ionization of carbon for a molecule without
sulfur (Hs; 91C30.8Ng2609 50, and Fig. 4b) shows the ion-
ization of carbon for a molecule that consists of carbon only. 0
This should be contrasted to the ionization of carbon in a
molecule with the standard chemical composition as shown
in Fig. 2b). All three simulations were performed for the ox10"
same beam parameters, molecule radius, and mass density.
These results demonstrate that the heavier elements, such as
sulfur, oxygen, or nitrogen, strongly enhance the ionization 4x10'r
of biological molecules. o'l
We also performed simulations using parameters similar
to the second simulation shown in Figs. 2a3and 3b), but
including three-body recombination. The recombination rates 1x10°
are calculated from the collisional ionization rates using the o
principle of detailed balancg9]. We find that three-body
recombination has a noticeable but not overwhelming effect
on the ionization process: the number of trapped electrons is FIG. 4. lonization of carbon for the case of a 60 A radius mol-
32 % lower at 5 fs if three-body recombination is included.ecule illuminated by a photon pulse of flux K80 ph/
In the following calculations, we do not consider recombina-fs(100 nm? for 20 fs. The molecule stoichiometry wa&)
tion processes. Hs1 91C30.8MN5.2609.50 and (b) carbon only.

5x10°F

2x10°'t

Time (fs)
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I Increasing Time
[

Electron Density (Number/AB)
o
s
R
RIR,
N w B

------------------ ==
0'00 Zb 4‘0 80 0 ==
_ 0 5 10 15 20
Radial Position (A) Time (fs)
0.4F |‘cheaSin9 Time ] FIG. 6. Comparison of the motions of the atomic shells for the

case of a self-similar Coulomb explosion calculated using the ana-
lytical model (solid lines and the numerical computer simulation
(star9. The molecule radius is 60 A and is made of carbon only, no
free electrons are present, and the total charge density of
0.22 electrons/A is initially homogeneous throughout the
molecule.

Electron Density (Number/A®)

net charge, and an inner core, which is nearly stationary at
first and then expands slowly from electron pressure. The
expansion of the core is governed by a rarefaction wave that
propagates inward at the speed of sound.

FIG. 5. (a) Radial dependence of the electron density for differ- Figure 8 S_hOWS prOf'k_aS OT the mass de”S'W corresponding
ent times, 1 fs, 2 fs, 4.fs, 6 fs, up to 20 fs. We assumed a 60 Ao the_evolut|on s_,hown in Fig. 7 at different times. A shock
radius molecule illuminated by a photon pulse of flux 1.5 Wave is present in the outer layers and propagates outward.
X 101ph/fs/(100 nm? for 20 fs.(b) Close-up of the data shown in 1he shock is due to the change in slope of the radial distri-
(@. bution of the trapped electrons with time. Early in time, the

electron distribution is shallower, leading to strong second-
given by Eq.(5). Due to progressing ionization, the electron ary ionization of the outer shells. Simultaneously, the glec-
density near the center of the molecule increases with tim frons that are _prgseqt keep the net charge low. At later times,
Near the center, the electron charge density closely foIIowihe electron distribution becomes steeper due to the decreﬁs'

Ing electron temperature and increased Coulomb forces. This

the ion charge density, leading to a neutral molecule core. . )
The electron density drops with increasing radius with ieaves behind a strongly charged layer that experiences a

slope depending on the temperature of the electrons and t arger acceleration than the outer shells. This leads to the

magnitude of the electrostatic potential. Related to the evogOMmpression of the outer shells inducing a shock wave. Upon

lution of the electron temperature shown in Figa)3 the further expansion of the molecule the shock wave subsides.
electron distribution first becomes steeper for decreasing E. Use of molecular tamper to delay motion
temperatures and increasing charge, and then becomes shal-

. The shell/core differentiation seen in Fig. 7 suggests that
lower again once the photoelectrons are trapped and the tem-. . - )
perature rises It is may be possible to encapsulate the molecule in a sacri-

ficial tamper layer, for example water, that will provide extra

44 46 48 50 52
Radial Position (A)

D. Coulomb explosion 19l

In order to verify our computer program we compared it

to the analytical solution from the Appendix for the case of a 10 —//
60 A-radius molecule containing only carbon. We assumed 0.8F ————

that no electrons are trapped, and that the total charge density 5 06

of 0.22 electrons/Ais initially homogeneous throughout the

molecule. Figure 6 shows a comparison of the motion of the 0.4

radial zones of the molecule calculated numerically and ana- 0.2

lytically. The results agree to better than 0.1% for all times

and positions, giving good confidence in the numerical meth- 0.0; >0 20 50

ods used to solve the equation of motion.

Figure 7 illustrates the outward motion of selected spatial
zones of the molecule for the standard case, but with a longer FIG. 7. Motion of the atomic shells for the case of a 60 A radius
pulse(60 fs versus 20 fs We see the differentiation into an molecule illuminated by a photon pulse of flux X30Yph/
outer shell that expands very quickly due to the concentratets/(100 nm? for 60 fs. Every 3rd zone boundary is shown.

Time (fs)
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FIG. 8. (a) Profiles of the mass density of a molecule of radius
Ro=60 A illuminated by a photon pulse of flux 1.5
X 10'ph/fs/(100 nm? for 60 fs at different times spaced 6 fs in
time apart. The density is normalized to the initial density

=1.35 g/cnd. i?

Number of Electrons
Number of Electrons

electrons to neutralize the biomolecule and hold back its mo-
tion. In this case, the tamper should be approximately
5-10 A thick. The disadvantages of using a tamper is that
the extra electrons will accelerate the ionization of the mol-
ecule, and the x-ray scattering from the tamper will generate
additional noise in the diffraction image.

S
x10°F 4 { 2
hel

Number of Electrons

Time (fs) Time (fs)

F. Parameter survey

We now describe a wide ranging survey covering photon FIG. 9. Number of trapped and escaped electrons as a function
fluxes ranging from 2.5 10° to 2.5x 10! ph/fg100 nm?2  of time for different molecule radifa) 20 A, (b) 50 A, (c) 100 A,
and molecule radii between 20 and 1000 A. We perform ouf® 150 A, and(e) 1000 A. Also shown on these graphs is the origin
parameter survey with flat top pulses because the timeRf the trapped electrongf) Time evolution__of the average electr_on
dependent results from one simulation can be used to dé@mperaturé'e for the same molecule radu.lThe molecule \évas illu-
scribe the dynamics for any shorter pulse. The use of flat tog"”aIted by a photon pulse of flux D:&L0*ph/fs/(100 nm? for

pulses thereby allows us to consider a wide range of puls fs.

fluences and durations with a reduced parameter study. Thes o erage electron energy for different radii as shown in

results from a flat top pulse are expected to be approximatelyjq qf) For smaller molecules, the onset of the increase in

the same as those for a more realistic pulse shape, such a8y, 1o capturing of photoelectrons is later than for larger

Gauss[an, provided that the phy§|cs of mtergst occurs on t.hr‘?lolecules, and for very small molecules it does not occur at

same time scale as _the pu_lse. First we consnder_the variatiog) - once the high-energy photoelectrons are captured, the
in_electron generation with molecular size. Figure®9 5i3mg are quickly ionized and x-ray diffraction images are

through 9e) show the number of trapped and escaped elecéxpected to be compromised

trons as a function of time for different molecule radii for a = 1 summarize the completle parameter study, we present

1 2
flux of 1.5x 10" ph/fg100 nm? Also shown on these |oqiis for the average ionization and the average atomic mo-
graphs are the origins of the trapped electrons. For larger

molecules, collisional ionization by secondary trapped elec- 20
trons dominates over Auger relaxation even more than for
smaller molecules. For a 1000 A molecule, few photoelec-
trons escape, and the total number of trapped electrons is
approximately the sum of photoelectrons and secondary elec-
trons induced by collision. The number of Auger electrons is
negligible in this case. For 100 and 150 A molecules, there is
an abrupt increase in the number of electrons at 5 and 2.5 fs,
respectively, due to the onset of trapping of photoelectrons.
As shown in Fig. 10, the time at which photoelectrons are 0 100 7000
captured decreases with increasing molecule size since the Radius (A)

electrostatic potential, proportional to the total charge over

the radius, scales like the square of the radius. Very small FIG. 10. Time until photoelectrons are captured. We assumed a
molecules cannot build up enough charge to capture phot@0 A radius molecule illuminated by a photon pulse of flux 1.5
electrons at all. This agrees with the temporal evolution ofx 10*ph/fs/(100 nm?.

-
[44]

Time Until Capturing
Photoelectrons (fs)
o 3
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FIG. 11 T | luti f th tomic ionizati FIG. 12. Origin of ionized electrons for different molecule radii

FIG. 11. Temporal evolution of the average atomic ionization, o - ¢ ion of x-ray fluxes at 20 fs.

defined as the average number of electrons removed from the at-

oms, for different molecule radR, and a range of x-ray fluxes. The

x-ray fluxes in units of ph/f400 nm? are shown in the top panel. To summarize the atomic motion, we defifig: as the

volume fraction of the molecule that is displaced more than a
tion of the molecules. Figure 11 shows the temporal evoludistanceAR. This quantity gauges the degree to which image
tion of the average atomic ionization, defined as the averagesolution would be degraded by the atomic motions. For
number of electrons removed from the atoms, for the full seexample, a tolerable volume fraction might be 10% AdR
of molecule sizes and x-ray fluxes. The evolution of the av=2 A. The displaced volume fractions are shown in Fig. 13.
erage ionization is similar foR=20 A andR=50 A. How-  In the cases where the photoelectrons es¢Rpe50 A and
ever, once photoelectrons are trapped, as is the cas® forthe lower flux cases folR=150 A), a quick Coulomb-
=150 A at fluxes larger than 7:610° ph/fs/(100 nm?, the  induced expansion of the outer charged layers of the mol-
average atomic ionization abruptly increases. For larger diecule leads to a sudden increasd jp. This occurs at times
ameter molecules, the trapping of photoelectrons occurs earanging from 7 to 30 fs. Subsequentlxr increases more
lier in the pulse as shown in Fig. 10. Therefore, the abrupslowly due to the hydrodynamic rarefaction wave that propa-
increase in ionization occurs sooner, as seen by comparirgates inward through the neutralized core. When the photo-
the R=150 A andR=1000 A cases in Fig. 11. electrons are trappedR=150 A for low flux and all cases
For all of the cases shown in Fig. 11, average ionization ior R=1000 A) the Coulomb expansion is not as evident and
dominated by collisions. This is apparent from Fig. 12,the behavior is dominated by the hydrodynamic rarefaction.
showing the origin of the ionized electrons for different radii This results from the much larger ratio of ionization-to-
and fluences. Whereas collisional ionization generally domicharge in these cases, making the neutralized core relatively
nates, photoionization and Auger ionization become mordarger. A higher electron temperature also smears out the
pronounced for larger fluences. The strong collisional ionizacharged outer layer and makes the Coulomb expansion less
tion is a very important factor in generating damage to theapparent. As expected,r increases with increasing x-ray
molecule that may affect the ability to image its structure. fluence, and it tends to be smaller for larger molecules since
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AR=2A AR=5A times, there is not sufficient time for the atoms to be dis-
placed by more than 1 A. Electron trapping and secondary
ionization have a strong effect on the damage dynamics of
x-ray-irradiated molecules so that the pulse lengths required
for x-ray imaging of biomolecules are much shorter than
previously suggestefil]. The collisional ionization of the
atoms, rather than atomic motion, limits the x-ray pulse
length. However, it may be possible to reconstruct the atomic
positions from diffraction from highly ionized samplésv-

erage ionizatior=3), since each atom will still retain at least
// a few tightly bound electrons that will signal the atom’s lo-
cation. In this case, the atomic motions will limit the pulse

0
RE150A lengths, and somewhat longer pul$e5 fs) may be allowed.

If a tamping layer is incorporated surrounding each molecule
with a thickness of 15% of the radius, longer pulse lengths of
~15 fs may be allowed.

3

o
LA R

N
(=]

0
R=1000A VI. SUMMARY AND DISCUSSION

]

We have developed a continuum model for the dynamics
of x-ray irradiated biological molecules. Our approach has
enabled the inclusion of the effect of trapped electrons, and
the investigation of very large molecules, exceeding the limi-
tations of molecular dynamics modeling. With this model we
have examined the dynamics over a large range of x-ray

FIG. 13. Temporal evolution of the volume fraction of the mol- fluxes and molecular sizes. .
ecule that is displaced more than a distané&=2, 3, and 5 A, for We found that trapping of electrons leading to Debye
different molecule radiR, and a range of x-ray fluxes. The x-ray Shielding and inhomogeneous ionization has a significant ef-
fluxes in units of ph/f&L00 nm? are shown in the left top panel.  fect on the overall damage kinetics. During the x-ray irradia-
tion, a molecule assumes roughly a two-region structure,

they trap photoelectrons more easily. Even when the photd20nSisting of a neutral core and a positively charged outer
electrons are not trapped,y still tends to be smaller for shell. The shielding greatly reduces the radial atomic motion

larger molecules because the radial electron distribution ¥ the I(I:'Ore. Tlh_e core Is dam?ged pr|mar|lly through shecon_d-
steeper(since the ratio of electrostatic potential energy to2'Y collisional ionization by the trapped electrons. There is

electron temperature is biggeso that a larger fraction of less secondary collisional ionization taking place in the outer
the molecule is Debye shielded shells of the molecule since the trapped electrons are prima-

rily confined to the core. The increasing positive charge of
the molecule leads to outward motion of the outer shell.
The ionization processes are strongly affected by the
The results for the average ionization and atomic movetrapped electrons. Without trapping, the ionization processes
ment are important for determining the maximum pulseare dominated by photoionization and Auger relaxation.
length allowed for x-ray imaging of biomolecules. An accu- When electrons are trapped by the positive charge of the
rate analysis of this issue requires consideration of the gemmolecule, these two ionization processes just initiate the
eration of the x-ray diffraction images and the reconstructiordamage, and the ionization process is then dominated by
of the 3D structures from these images. Here we only makeollisions. Most of the trapped electrons are generated by
some estimates based on the results presented in Figs. 11 agwllisional ionization by other trapped electrons. A smaller
13 and on previous estimates of the x-ray fluence requireéraction is generated by Auger decay and collisions by escap-
for imaging. The minimum fluence required per single x-raying photoelectrons.
pulse is set by the requirement of classifying the noisy dif- We also found that ionization is very important and might
fraction patterns according to their angular orientafi). exceed the significance of damage through radial atomic mo-
To achieve a 3D reconstruction of a 50 A radius moleculetion for the photon beam parameters of interest. We estimate
with resolution of 2 A, the minimum x-ray fluence has beenpulse lengths required for x-ray imaging of biomolecules on
estimated to be approximately 00" ph/fs/(100 nm?.  the order of a few femto second, which is much shorter than
Under these conditions, we find from calculations similar topreviously suggested without considering collisional ioniza-
those presented in Fig. @ but at higher fluxes, that the tion [1]. The incorporation of a tamper layer around the mol-
x-ray pulse length has to be shorter than 0.1, 0.9, and 3.2 fscule reduces the atomic motion but may lead to ionization
in order to limit the average atomic ionization to 1, 2, and 3,damage by providing additional trapped electrons.
respectively. We obtained similar results when the effect of Finally, we found that the detailed composition of the
three-body recombination was included. Within these shortmolecule has a significant impact on the damage kinetics.

20

Time (fs)

G. Implications for x-ray imaging
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Heavier elements such as sulfur or phosphorous tend to ac-
celerate the damage mechanisms since they easily ionize and
quickly provide electrons that are trapped and induce sec-

ondary ionization.
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3 Qro
APPENDIX
T xYedx — —
In this appendix we present an analytical solution of a | EJ —————==r"2\r=ry+r,In (r*2+r-r,)
_ 1/2 0 0 o
simplified expansion dynamics model of an x-ray irradiated o (X~ To)
particle. In addition to the continuum and spherical assump- _ roln(rl’z) (A2)
tions presented in Sec. lll, the main assumptions of this °
model are that the net charge distribution is uniform through-andp is the initial mass density of the molecule.
out the molecule, only Coulomb forces act on the matter Figure 14 shows solutions of EgA2). We see that the

pressure forcgsand the x-ray pulse is instantaneous, in es-motion is self-similar in that all shells begin to move at the
sence, much shorter than the dynamical time scale. We cadlame time and they follow trajectories of the same shape.
this the pure Coulomb explosion model. The analytical solu- We are mainly interested in small displacemendis<R,
tion can also be extended to include trapped electrons if theigince we strive to determine the molecular structure at much
temperature is very small compared to the escape temperhigher resolution than the initial radius. We concentrate on
ture. The analytical solution provides a general understandhe surface since it moves the fastest and thereby provides
ing of the explosion dynamics and is also useful to checkhe most stringent constraint on the pulse length. We find in
numerical methods used for the more general model disthis case
cussed in the body of the paper.

We start by defining as the net positive charge produced (2_77 R)—m% (4meg)'? At
on the molecule by an extremely short pulse of x rays. The 3 p f; Var

net charge is due to photoionization and may also include _12
Auger ionization when the dynamical time scales are longer =53 fSHp(i” (%)Ui)—lmr)uz], (A3)
than the Auger decay time. The char@ecan be calculated 10A 7

from the x-ray absorption cross sections of the atoms and the

x-ray fluence, as discussed in Sec. il in connection with théVhereM, is the average mass per atéim atomic units, e is
ionization rate equations. We assume that the molecule 1€ €lectron charge is the density in g/crh andf; is the
initially a homogeneous sphere, conceptually partitioned intdraction of atoms that are ionized. The value bk, is
infinitesimal shells, each identified by its initial rading ~ @PProximately equal to 7 for typical biological molecules.

The trajectory of each shell can be found from the energy As discussed .in Sec. I, a significant nu.mb_er of electrons
form of the classical equation of motion: may be trapped in the average electrostatic field of the mol-

ecule. With trapped electrons, the molecule will assume a
dr 2 two-zone structure with a neutral interior core and a posi-
dt = E(E_ U). (A1) tively charged shell around the core. The width of the tran-

sition between the core and the charged shell depends on the

Herem s the mass per unit charge, aBdndU are, respec- ratio of the electron temperature to the escape energy. By
tively, the total energy and potential energy, each per unihssuming that the electron temperature is very small com-
charge. Consistent with the spherical, uniform charge densitgared to the Coulomb escape potential, the length of this
approximationU=eQ(r,/R)*/4meor. Since the matter starts transition region is much smaller than the radius of the mol-
at restE=U(r). ecule. In this case we can extend the analytical solution
Since the right-hand side of EEAL) is a function only of  given in by Eq.(A2) to include the effect of trapped elec-

r, it can be integrated to obtain an implicit solution for the trons. DefiningB as the ratio of the number of trapped elec-
trajectory of each shell: trons to the number of escaping electrons, we find that the

t=
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charged shell has a volume equal td1+B) times the vol-  trapped electrons cause the outer shell to expand faster, while
ume of the molecule, and a charge density equdllteB)  the inner core is neutralized and does not expand at all when
times the mean positive charge density. Typical valueg of considering only the electrostatic forces. Considering a finite

are 1-10, as deduced from the results presented in Sec. ®lectron temperature the inner core will expand on a longer

The expansion time for the material in the outer shell istime scale via a hydrodynamic rarefaction, as discussed in
(1+B)Y2 times that given by Eqs(A2) and (A3). The Sec. V and illustrated in Fig. 7.
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