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Synchronization of surface reactions via Turing-like structures
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We discuss an alternative to the traditional gas-phase coupling approach in order to explain synchronized
global oscillations in CO oxidation on @10. We use a microscopic model which includes structural Pt
surface reconstruction via front propagation, and large diffusion rates for CO. The synchronization mechanism
is associated with the formation of a Turing-like structure of the substrate. By using large parallel microscopic
simulations we derive scaling laws which allow us to extrapolate to realistic diffusion rates, pattern size, and
oscillation periods.

DOI: 10.1103/PhysReVvE.69.031604 PACS nuni)er82.65:+r; 02.70.Tt; 82.20.Wt; 82.40.Np

The nonlinear kinetics of reactions on surfaces can show the system in experiments. Therefore, the faster diffusion
variety of phenomena such as many kinds of pattern formathrough the gas phase has been proposed as an alternative
tion, global oscillations, and even chaotic behavior. Explain-mechanisni2,5]. However, theoretical work using only gas
ing the nonlinear kinetics of surface processes first involvephase synchronization based on reaction-diffusion equations
finding out the sequence of processes or reactions that yieldsdicates that noise can easily nullify gas-phase synchroniza-
time-dependent reaction ratésg. an oscillation For many  tion [10]. This suggests that it might not be the only opera-
systems such a sequence is known. For example, in the getive mechanism. It may not be even the most important one.
erally accepted mechanism for CO oxidation ofilP®) and  Reaction-diffusion equation modeling of this synchroniza-
Pt(110 the crucial characteristic is the reconstruction of thetion mechanism has also predicted other properties not in
surface1,2]. This reconstruction can be lifted by the adsorp-agreement with experimep8,9].
tion of CO. The existence of an oscillatory cycle in itself Recent work on simulations of a model of CO oxidation
does not determine the kinetics. For most reaction condihave shown that synchronization can also be obtained with
tions, and possibly even always, it occurs everywhere on thenly surface processg¥,11]. The model uses spontaneous
surface but out of phase. The result is either a normal equireconstruction and a lifting of that reconstruction. If diffu-
librium or steady state, or some form of pattern formation.sion of CO is so fast that CO can move from one site, where
To obtain a global oscillation the phases of the local oscillasuch a spontaneous process occurs, to another within one
tions need to be synchronized. oscillatory period, then stochastic resonance is obtained and

Two theoretical approaches have been used to study thtee oscillations become global. In fact this can be observed
synchronization mechanism: one uses reaction-diffusiomven with quite slow CO diffusion and global oscillations
equations, the other simulations. Reaction-diffusion equawere easily obtained with this model. In particular for
tions are generally employed to model experiments. The proPt(110), oscillations are only found in a very narrow param-
cedure consists of finding mathematical expressions descrileter interval[2]. It is therefore unlikely, at least for @10,
ing the processes on the surface to reproduce the expethat this mechanism is operative.
mental data. We find such a top-down phenomenological ap- In this paper we present results of Monte Ca(C)
proach somewhat unsatisfactory, because it is not clear hogimulations for CO oxidation on PBtl0) using the same
the mathematical expressions for some reactions arise fromodel as the one showing stochastic resondiigEl], but
the microscopic process they are supposed to ded@ibg.  we have removed the spontaneous reconstructions. We will

Simulations form a bottom-up approach in which, first, ashow that the model still can give global oscillations, but
microscopic model of a system is made. That model is simuenly for restricted reaction conditions, as is also found ex-
lated and the results are compared with experimental dat@erimentally. The surface reconstructs and forms Turing-like
Such an approach has the advantage that it is very clear whatructures with a definite width. The diffusion length needs
the relation is between the microscopic processes and thanly to exceed that width to obtain global oscillations. If the
macroscopic kinetics. The disadvantage is that this approadtiffusion is slower, we get pattern formation in the adlayer.
is computationally very intensive, and it is therefore hard toThese patterns also have a characteristic length scale, which
obtain an overview of all the properties of a model. is, however, different from that of the Turing-like structures

Although the mechanism with the surface reconstructiorwhich are present at the same time. So we present a synchro-
described above is now generally accepted, this is not theization mechanism without gas-phase coupling, coupling
case with the synchronization mechani§f-9]. Diffusion  via stochastic resonance, or lateral interactions, which yields
of CO over the surface is known to be fast, but not fastglobal oscillations or pattern formation as observed experi-
enough, as it has been noted that the length that CO diffusesentally. In addition we provide a connection between these
during one oscillation period is much smaller than the size oMC simulations and experimental results, via scaling laws.
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MC simulations provide a systematic approach to includevhere S stands for a vacant adsorption sife,stands for
microscopic effect§12]. The MC method directly simulates eithera or 8, and(a) and(g) stand for a particle adsorbed on
the chemical reaction steps in a model, without averaging ouhe surface or in the gas phase, respectively. For additional
particle correlations. Simulations of our model were per-details see Ref[13]. The rate constants mentioned above
formed by using a cellular automaton, which has been showRave been normalized. The adsorption rate for CO is related
to be equivalent to MC simulations’,13]. A limitation of g the partial pressures = Pco/(Pcot Po,). Comparing

MC simulations .has been thg |.nat_nllty.t0 deal .W.'th EXPET" o r rate constants with typical experimental values used in
mental system sizes and realistic diffusion coefficients. How-

ever, by using large parallel simulations we can now estimatgm.deIs using reactlon_—dlffus_lon equation we can e§t2|mate the
unit of time in our simulations to be abot~10 - sec

results for experimental conditions. Using this parallel code[6 15, All our rate constants are expressed in that unit of

we are able to simulate system sizes of abouirh with _ _ - )
diffusion coefficients of about 13° cn?sec’®. This ap- time. Lengths are expressed in units of the unit cell param-

proaches experimental conditions more closely than any prét€r & The diffusion rateD is related to the experimental
vious MC simulation, to our knowledge. Experimental val- diffusion coefficientD, by Da=a’D/zto, wherez=4 is the
ues are for system sizes of 2@m or more, and the coordination number.
diffusion coefficient 10° cn?sec’®. There is a gap between ~ The quality of the oscillations as a function gfhas a
experimental and simulated rate constants, but, as we cdmpical resonance form. Well-defined oscillations are found
vary the system size and the diffusion rate over a large rang&gary=0.494. Under certain conditions, which we discuss
we can derive scaling laws which we can use to extrapolatbelow, these oscillations are global. Moving away frgm
the behavior predicted by our model to realistic system sizes-0.494 we see first that the synchronization decreases and
and diffusion rates. then a disappearance of the oscillations. We restrict ourselves
Our model has already been used in several studieg y=0.494 (for a fixed valuesk=0.1 andV=1) in our
[7,13,14. CO is able to adsorb onto a free surface site with asjmulations.
rate constany, and it desorbs from the surface with a rate e have found that two situations are possible depending
constantk. Both reactions are independent of the surfacepn the system size, the diffusion rate, and the initial condi-
phase to which the site belongs. In addition CO is able tqions. If the system is small or the diffusion is fast we find
diffuse via hopping onto a vacant nearest neighbor site witlylobal oscillations. If the diffusion is too slow for a given
rate constanD. O, adsorbs dissociatively onto two nearestsystem size the initial conditions become important. We can
neighbor sites with a rate constantty)s, with x=a,8,  again have global oscillations or the formation of patterns in
wherea denotes the X2 phase angs denotes the unrecon- the form of moving fronts and spirals. To illustrate the syn-
structed X1 phase of RL10) [2]. The experimental value chronization mechanism, Fig. 1 shows global oscillations.
for the ratio of the sticking coefficients of Qon the two  When the system is covered almost fully by CO phislands
phases is, :sg~0.5:1. The smaller sticking coefficient for in the « background growsnapshots 1 and 2When the size
the « phase leads to a displacement of oxygen by CQron  of the B islands is large enough the rate of adsorption of O
The COt+ O—CO, reaction occurs with a rate constaRt  becomes larger than the adsorption of CO on gheones
when CO and O are on nearest-neighbor sites, @€3orbs  (snapshots 3 and)4At the same time the CO in the zones
immediately, forming two vacant sites. The=4 surface is converted to C@ near to the borders with thg zones
phase transition is modeled as a front propagation with a ratgnapshot ¥ When the total coverage of oxygen becomes
constant. For two nearest-neighbor surface sites in the stat¢arger than CO, the direction of the island growth is reversed
ap the transitionaS— aa (af— BB) occurs if nongat least  (snapshots 4, 5, and) &nd « islands grow in theB back-
one of these two sites is occupied by CO. So without CO theground. When the size of the zones is not large enough to
substrate reconstructs to thephase, and with CO this re- keep the oxygen coverage larger than the CO coverage
construction is lifted and the substrate converts to ghe (snapshot ¥, then both phases become covered by CO, and
phase. Together with the difference ©f andsg this causes the cycle starts agaisnapshot 8 The key point in this
the oscillations. Summarizing the above transitions and writcycle is the existence of a critical size of tBéslands where
ing them in the more usual form of reaction equations givesxygen becomes more stable than CO and a critical size of
islands where CO is more stable than oxygen. This corre-

CO(g)+S*=C0O(a), sponds to a phase transition produced by varying the size of
these islands. This phase transition is driven by diffusion and

0,(g)+25*—20(a), the critical size of the islands depends on the diffusion rate as
\D.

0,(g)+25F—20(a) We found that the most important feature of the structures

of the substrate is the typical distance between the islands;
i.e., the correlation length, of these structures. Fdg we

CO(a)+ 85— 5+ Cxa), use the distance to the first maximum in the radially aver-
aged correlation function of the substrate. The shape of the

CO(a)+0O(a)—CO,(g) + 25, islands self-organizes through successive oscillations until
the whole system is covered with same-sized islands sepa-

S=5Ff, rated by similar distances. We note that the few simple reac-
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coverages
coverages

FIG. 2. Global oscillations and pattern formation with

CO. oxvaen and. S N t temporal hot dt =250. The whole systerm_(=8192) and sections of the upper-left
» Oxygen, angs. Sequence of temporal snapshots correspon Qorner withL = 4096, 1024, and 256 are shown on the left side. The

FIG. 1. Oscillations foD =4000 andL = 1024 on the coverage

the points in the upper figure. Each snapshot has two parts: In th
left part we plot the chemical species; CO particles are gray and
particles are white, and empty sites are black. The right part sho
the structure of the surfacey phase sites are black, agglphase
sites are white.

napshots correspond to the dot in the temporal plot at the top. It
hows the same information as Fig. 1, but it also includes the rate of
WEOZ formationR. On the right side we have a wave front, a target,
a spiral, and turbulendgll from simulations withL =2048), which

can be obtained with different initial conditions.

tions in our model are sufficient to produce this effect. It
yields synchronization at large scales even with relativelysufficient for getting a Turing instability in this model.
small diffusion rates. In Fig. 1 the diffusion length Pattern formation can also occur when the diffusion is
= DT, with T the period of the oscillations, is larger than slow, as on the right side of Fig. 2. If we start with a bare
the system siz&. The synchronization is therefore trivial. In surface we usually obtain the turbulent pattern, as shown in
Fig. 2, however, a simulation is shown on the left where thethe bottom-right part of Fig. 2. If we start, however, with CO
diffusion length is much smaller than the lattice size, butforming a wave front, circle, or spiral, then this leads to the
larger than the correlation length. So the diffusion synchrostable patterns in the other snapshots on the right of Fig 2. In
nizes the oscillations on neighboring islands, and the selfeach case the substrate is initially a random mixture ahd
organization leads to global oscillations. If we have synchro8 sites. The distance between the centera ahd g islands
nized oscillations and then reduce the diffusion so that theluring pattern formation is the same as for the global oscil-
diffusion length becomes less than the correlation lengthlations, but the sizes of the islands differ for different parts of
then the oscillations may persist for many periods but eventhe system. These differences will not be removed as in the
tually we get pattern formatiofsee below. fully synchronized cases. As a consequence a delay or detun-
In cases where the synchronization is even better, as wittng will appear in the oscillations for different parts of the
large D values, islands tend to group and form rolls which surface, which can create fronts, target patterns, spirals, and
are parallel(see Fig. 1L The structures formed in this way turbulence. A cross section of one of these fronts shows a
resemble labyrinthine Turing structures. Moreover a percodelay between the pulse of the adsorbates and the pulse of
lating connection between islands can be observed. The fulthe substrate phases. The delay determines the direction of
analytical analysis of this behavior is far from trivial. How- propagation. This is a common feature of excitable bistable
ever, the difference of the mobility for CO and O could be systems such as the activator-inhibitor models. The most re-
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markable feature is that these fronts appear on top of fixed D =c2Vs3,
Turing-like structures which are present even in these incom-
pletely synchronized cases. So within our model we have lo=c?V?, 1)

two different length scales for pattern formation: excitable
dynamics for fronts and spirals on a mesoscopic s¢adf
instability [6]), and a quasifixed Turing-like microscopic oscillations are possible but infrequent.

structure. . . . . Diffusion is a thermally activated process so we can com-
We have made a scal_mg analysis for the penod qf oscH—pare our proposdEgs. (1)] with the experimental crossover
lationsT and the correlation length as a function of diffu- 51 T-500. For lower temperatures where fronts and spirals
sion rateD. Numerically we fognd that the relationg D) appear we have low diffusion rate<|., and the synchro-
~D" and I.(D)~D* hold with »=0.4849:0.016 and pjzation mechanism is not stable and produces patterns simi-
#=0.50690.01. For largeD a large system size is required |ar to those on the right of Fig. 2. On the other hand, for large
to computel (D) precisely. For instance fod=8000 we temperatures where standing waves and chemical turbulence
useL=28192. Additionally large diffusion rates means thatappear, we have large diffusion rates>1., and we get
most of the time is spend moving particles; on 8000 diffusionbetter synchronization, as in Fig. 1. Fé=1, we get the
steps only one chemical reaction happens. Also the simularossover, Eqs(l) holds, and we get the minimum criteria
tion time increase because the oscillation period increasder synchronization, as in Fig. 2 on the left.
with D. Using V=1 in Egs. (1) for the critical value of the
A relationship T(D)~1.(D)~D? seems quite reason- diffusion rate we geD~10°, which corresponds to the ex-
able, as our model has fast diffusion. In fact the scaling lawperimental value oD ,~10"° cn? sec *. This confirms our
for I, is a consequence of the scaling law ToiThe width of ~ crossover idea. For correlation lendth-10° (in units of cell
the Turing structure oscillates on a length of ortiedue to ~ Parameter) we have a size- 10* wm which is of the order
the phase propagation with rat The period is related to of magnitude of the st_arjdlng waves observ_ed in experiments
these byl .~VT. If the velocity V is constant, ther,~T. [15]. Near crossover it is possible also to interpveas the
Using a larger value for the velocity parameter we can obtaif€10City v Of the fronts and spirals. For= 10* we havev

- 104 —1 ; ;
larger correlation lengthk, and smaller periodd, but the —a}I_V/to 10 cms t,h'm agreemen:] with expen;ngnﬁs]. h
scaling remains the same. We have found for the Turing- 0 summarize, in this paper we have presented a mecha-

synchronized oscillations that the relation-V~ 22 also ap- nism for the synchronization of global oscillations based on

plies as in Refs[7,11,13. So we have an important scaling microscopic Turing-like structures in the reconstruction of

. . e the surface. In cases with incomplete synchronized oscilla-
law in form T=c+/D/V with c~10. Realistic diffusion rates _. : L
of DA~10"6 ce sec ! give D~1CP. The experimental os- tions the adlayer has a mesoscopic second characteristic

cillations period isr= t,T with ty— 102 sec ancr=100 sec. length. To our knowledge this is the first actual demonstra-

i : tion of a double length scale. Scaling laws are analyzed to
The valueV predicted by our model for that value ofis connect the model to experimental parameter values.
then of the order o¥/~ 107

We propose that the minimal condition to have global This work was supported by the Nederlandse Organisatie
oscillations is that the diffusion length is at least of the voor Wetenschappelijk Onderzo@dWO). We would like to
order of the correlation length.: §=I.. As we are only thank the National Research School Combination Catalysis
interested in orders of magnitude we setDT and |, (NRSCQ for computational facilities. V.N.K. gratefully ac-
=VT. Critical values for the diffusion rate and the correla- knowledges the support of the Deutsche Forschungsgemein-

with c~10. ForV=1 we get the order of the parameters
used in Fig. Aleft sidg), D~10? andl,~10?, where global

tion length are then schaft.
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