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Flow profile near a wall measured by double-focus fluorescence cross-correlation
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We present an experimental approach to flow profiling within femtoliter sample volumes, which allows the
high-precision measurements at the solid interface. The method is based on the spatial cross-correlation of the
fluorescence response from labeled tracer partitdsx nanospheres or single dye molecul&s/o excitation
volumes, separated by a few micrometers, are created by two laser foci under a confocal microscope. The
velocity of tracer particles is measured in a channel aboutidOnide within a typical accuracy of 0.1%, and
the positions of the walls are estimated independently of any hydrodynamic data. The underlying theory for the
optical method is given for an arbitrary velocity profile, explicitly presenting the numerical convolutions
necessary for a quantitative analysis. It is illustrated by using the Poiseuille flow of a Newtonian liquid with
slip as an example. Our analysis yields a laagparentfluid velocity at the wall, which is mostly due to the
impact of the colloidal(electrostatit forces. This colloidal lift is crucially important in accelerating the
transport processes of molecules and nanopatrticles in microfluidic devices.

DOI: 10.1103/PhysRevE.67.056313 PACS nunid)erd7.15.Gf, 47.80tv, 83.50.Lh, 83.85.Ei

[. INTRODUCTION i.e., the liquid velocity is equal to that of a solid boundary.
The possibility of slip was intensively discussed only in the
The ability to create structures on micron length scalesontext of polymer melt floWf3,4]. It was also suggested that
has triggered a wide range of scientific investigations, asurface roughned$], hydrophobicity[6], and chemical in-
well as the development of many devices to transport anttomogeneitied7] could lead to anapparentslippage of
manipulate liquids. These types of investigations are broadlgimple liquids on the wallfor a review see Ref.8]). This
identified under the theme of microfluidi¢&,2]. Microflu-  issue has seen a renaissance in recent times. These have been
idics normally refers to devices or flow configuration that mostly indirect experiments, based as before on the measure-
have the smallest design feature on the scale of a micron anents of increase of liquid flow rate as compared with pre-
larger. Frequently, this means rectangular channels witlicted in case of no slif9,10]. New development included a
cross-sectional dimension of the order of tens or hundreds dfigh-speed force measurements performed with the surface
microns. Most of the microfluidic studies have focused onforce apparatus[11-13 and atomic force microscope
specific microdevices, such as the design of pumps, mixer$14,15, and subsequent comparison with a theory of film
reactors, and sensors. However, these studies could havedeninage between slippery surfacgk6]. However, there
great impact in many areas of the physics of liquid, chemishave also been recent attempts of more direct measurements
try, and biology, and there are many opportunities for a basiof the flow velocity near a surface including total internal
physics, as well as interdisciplinary work in this area. In-reflection-fluorescence spectroscopy after photobleaching
deed, on the one hand, the flow in the microchannels naty417] and an optical study18]. The principal theme of this
rally remains laminar, i.e., falls into a category that is of longpaper is a direct study of the flow profile near the interface
interest of hydrodynamic and chemical engineering commuwith a solid using a different method, based on spatial fluo-
nity. On the other hand, the new research questions ankscence cross-correlation.
themes introduced by the small length scale are the motion The technique of fluorescence correlation spectroscopy
of particles(in the broad sense, including organic molecules,(FCS [19] has become an important tool for investigating
biomolecules, droplets, tiny bubbles, ¢tand the impact of the dynamic properties of single molecules in solution. The
surface phenomengsurface roughness, colloidal interac- method is based on detecting the fluctuations of the fluores-
tions, wettability, etg. cent light intensity in a small and fixed volume element,
Among the themes to consider are the boundary condiusually formed by a laser focus of submicron waist size. Due
tions at the liquid-solid interface, and their role in determin-to minimal requirements on sample amounts, FCS has found
ing the transport of particles near the wall. It is accepted inwidespread application to partially labeled, biological mate-
hydrodynamics that, at a macroscopic level, the boundaryials, probing quantities such as diffusive beha\i2d,21],
condition for a viscous fluid at a solid wall is one of no slip, reaction kineticg[22], and intracellular particle concentra-
tions[23]. Due to the small volumes employed, FCS is also
destined to yield important results on the flow velocity
*Present address: Ludwig-Maximilians-UnivergitGeschwister- ~ within microstructures. Standard, single-focus FCS was

Scholl-Platz 1, D-80539 NMuchen, Germany. shown to yield a classical hydrodynamic flow profile within
fCorresponding author. a 50.um channe[24]. However, measuring flow with a stan-
Email address: vinograd@mpip-mainz.mpg.de dard FCS setup implies significant disadvantages. First, a
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single-focus setup does not allow one to observe flows AS
slower than diffusion, and the experimental observable is
coupled to diffusion. Second, the direction of the flow cannot

be determined. Third, flow velocity cannot be measured Vx (Z)
—_—— ] — J

trolled in the vicinity of an interface.
These disadvantages can be addressed by monitoring the channel
fluorescence signals from two distinct spots. By cross-
correlating the two signals, directed flow can be effectively
decoupled from diffusion. As the two focal spots approach an
interface, they might change shape and size, but their relative
distance remains constant. We will show how this enables us
to profile the flow velocity in a channel up to fractions of a
micrometer near its walls. The idea of spatial cross-
correlation has been applied early on to perform single-
molecule electrophoresis on solutionsh\oDNA [25]. Com-
pared to such a two-point cross-correlation, two-dimensional

fluorescence imaging, which may also be used for high- Time [arb. units] '%,_;' ’ y

close to an interface since size of the focus cannot be con- =
’ |

—
-

Count rate [arb. units]

throughput single-molecule screening applicatip?@], can
only access much longer delay times. For the context of clas-
sical FCS, the principles of spatial cross-correlation have
been formulated in Ref27] for constant flow velocities. The
corresponding experiments probed the electrophoretic beha‘z
ior of Rhodamin 6G solutions, and the two sample vqumeq
were created by two glass fibers of 100n diameter with a
fixed center-to-center distance of 146n. Such dimensions
make it impossible to probe the flow behavior within biologi-

cally relevant structures such as cells. . of labeled particles are simultaneously located in an effective
In this paper, we present an experimental setup allowing,co| yolume of the order of T0° I. For the present experi-
us to perform high-precision velocity measurements within gnents  the volume element probed is created by a confocal
femtoliter sample volume, formed by two diffraction-limited icroscope[29]. Fluctuations of the detected fluorescence
foci with a distance of 6.80.1 um. With our setup, we can  gignal are due to fluorophors entering or leaving the open
directly probe the entire velocity profile within a jymination volume. The autocorrelation of the time-
110-um-wide channel. Cross-correlation data are analyzedesolved fluorescence signal permits the characterization of
by taking into account the nonuniform velocity across theparticle concentration and dynamics. Given the size of the
focus. The geometry of our experimental setup is illustrateQ e ctive sample volume, systems with particle concentra-

in Fig. 1. Two optically equivalent and diffraction-limited s in the range between 18 and 10°° M may be inves-
laser foci are separated by a distanke along thex axis. tigated.

Both foci can be scanned together along ztdirection. The A time cross-correlation functiog,(t) may generally be

time-resolved fluorescence int(_ansitilsggt’) and [o(t") re-  gerived from any two time-resolved intensitids(t’),
flect the number of labeled particles present in focus 1 and 3, (t'). It is calculated via

respectively. Both intensities correspond to the same optica

FIG. 1. Geometry of the experimental setup. Two laser foci are
laced along the axis separated by a distanae. They indepen-
ently record the time-resolved fluorescence intensiti¢s) and
,(t). The forward cross-correlation of these two signals yields
g,(t). The two foci are scanned simultaneously alongzfaais to
probe the velocity profile,(z).

spectrum, but do so at different locations. The flow velocity (1t 1o(t +1)
is assumed to be directed solely along xhexis, with diffu- g2(t) = W 1)
sion taking place into all directions. With this setup, we ad- () (1))

dress the question afpparentboundary slip at and motion

of particles near microchannel walls with (- - -) denoting the ensemble average for an ergodic

system. In the present FCS experiment, the quahiitly) is
Il. THEORY given by the fluorescence intensity detected by foouest

. . . . ) ] timet’. The shape of the measured cross-correlation versus
In this section, we will describe how a velocity profile can delay time may be derived from

be characterized by our cross-correlation data. We will pro-

ceed in two steps. First, we will describe the relationship .. .. .
between the local flow velocity profile and the measured J J i1(N)i(r)®(r,r',t)yd3rd3r’

FCS cross-correlation function. Second, we will present the g,(t)= 2
functional form compared to the observed flow profile. Ezf J i1 (F)iy(F)d3rd3r

A. Spatial fluorescence cross-correlation spectroscopy

The principles of FCS are detailed elsewhi@@]. Briefy, ~ Wherer=(x,y,z) andr’=(x",y’,z'). The average concen-
the technique rests on the premise that only a small numbération of labeled particles is denoted Byand the functions
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in(F) refer to the real-space detection efficiencies for fatus 1.000}
The latter are modeled as three-dimensional, ellipsoidal
Gaussians with cylindrical symmetry about thaxis, o
s 0.99}
.- Z(X_ch)2+2y2 . N
in(r)=Konexpg — ————————|ion(2)
o
2(z—20)?
Xexr{ B i | 3 0.001  0.01 0.1 1
Zy As /Ty [m/s]
with rq the waist size of the focug, its height, andkg, an FIG. 2. The deviation betweery, and 7. The ratiory /¢ is

excitation- and tracer-specific detection parameter for focuglotted versus the velocits/ 7y .
n. The functionsy,(z) are used to reflect the change in the A
local tracer concentration witl. In our experiments, the where iy,(2)=ion(2)[f Fion(z")dZ']"*. The numberN

ion(z) are assumed to be proportional to the measured aver= CV. denotes the average number of particles present

age intensity of focus at center positiorz. within a focus. where
The detection efficiencyn(F) of focusn is centered about
the position &g,,0,z;) in real space. In our geometry,; +o (o (4L 2(z—z.)?
=0 andx.=As, so that the two foci are displaced by the Veﬁ:J J J . exg — 2
—o0 —o0 — 0

distanceAs along thex axis. The dynamics of the system is

determined througld)(F,F’,t), denoting the space-time cor- 2(X—Xg) 2+ 2y2
relation function of a single labeled particle. For a three- Xexp —————|dxdydz (6)

dimensional Brownian walk with diffusion constabt, su-

perposed to a uniform flow velocity =(vy.vy,v2), e roferq g the effective focal volume. In the simple casé of
function ®(r,r’,t) is solution of an advection-diffusion . where the wall is far away, one findéy= 73%zor2.
equation. Such an equation takes into account the Taylor dispq positiorz=0 is defined as the center of the channel, and

persion, that is the larger dispersion along streamlines due Tiﬂtegration is performed between the wallgat+L,—L. In
the Brownian diffusion across streamlines in a shear ﬂow,[h limit Lo As=0.p.=0 andw=.=1 E ' (5) re-
Some solutions of the advection-diffusion equation and esti= ' 7o ASTH, U= andlin=lo2= 4, B4 €

mates of Taylor dispersion are discussed in Appendix pduces to

Here, for the sake of simplicity of the subsequent analysis,
we only take the solution of the diffusion equation with a

2
o

92(t) =1+ gy 3p(t)

change of frame of reference. Consequences of this simpli- =1+N"Y(1+t/mp) Y1+t/(SPmp)] Y2 (D)
fication are discussed in Appendix A and below. Thus, we
take the standard solution describing the three-dimensional Brownian diffusion with

o D=0.25r3/7p [19] andS=z,/r. In the case of plug flow,
B (r—r'+vt)? wherev,#0 is independent of and ig;=iy,=1, Eq. (5)

g o~ —3/2
®(r,r',t)=C(47Dt) exr{ ADt } @ simplifies to

> — -1 -1 2 —-1/2
In our experimentsy = (v,,0,0), andv,=v,(z). With these 92() =1+ N (1+t/mp) [1+U(S )]

assumptions, we may simplify E) to obtain (As—p, 1)
o xexpl —(1+t/mp) t—F1, ®
02(ze,t)=1+N"Y(1+4Dt/r§) 1z, r
L[+l ? , 2(z—2.)? as in Ref.[27]. The results quoted here are strictly valid for
X - T01(2)io(2")EXH — 2 pointlike particles only, but remain applicable to particles
0

with radiusR significantly smaller than the focal waist size
ro (Fig. 2. As particle radii become comparable to the focal
(47Dt) 12 waist sizer, the relationship between the diffusion timg
and the diffusion constant changese=0.25(,+ R)%/ mp
[30]. In the experiments presented heResr.

2
Zy

" (z—-2')?
ex 4Dt

{ 2(z' —z.)?
xXexpg — ————

exp —(1+4Dt/r3)~*
B. Flow velocity profile
In the preceding section, we have outlined how to model
dzdZ, (5) the expected cross-correlation function given an arbitrary
flow profile v,(z). We will now describe our model for the

[As—vy(2) t]?
X—

2
o
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underlying velocity profile itself. In this paper, we illustrate Ill. EXPERIMENTAL METHODS

our approach by considering the Poiseuille flow with slip -
boundary conditions. In other words, we allow an amount of Fluorescently labeled latex spheres, carboxylate-modified

: - : FluoSpheres(580/605, were purchased from Molecular

slippage, described by a slip lendth ProbegEugene, Oregorand provided in a solution with 2%

dug solids. The particles are specified to have a radiusRof
Us:bﬁ' =20 nm and a polydispersity of about 20%. The suspension
was diluted by 1:10000, and steps were undertaken to pre-

whereu is the slip(tangential velocity on the wall and the ~Vent aggregation. As long @&remains significantly smaller
axis n is normal to the surfaces. In such a model, the slipthan the focal waist size,, neither the exact size of the

velocity of the wall is proportional to the shear str¢8% particles nor their polydispersity affects the measured flow
Therefore, we begin with a general solution of the Navier-profiles. The tracers were solely chosen for their ease to use
Stokes equations and their fluorescence brightness. Measurements with single
dye molecules were performed with Alexa 5@8olecular
vy (2)=AZ2+C;+Cyz, 9 Probe$ at a final concentration of 2.

Experiments were carried out in water and N§&9.99%,
where A= p~*dP/dz with u the bulk viscosity of the me-  Aldrich) aqueous solutions with concentrations in the range
dium and P the hydrostatic pressure. The two constantspetween 0.01 il and 0.M. Water was purified using a
C1,C; are then determined from the set of boundary condizommercial milliQ system containing ion-exchange and
tions charcoal stages. The deionized water had a conductivity less

. 5 than 0.1x 10" S/m. It was filtered at 0.22m and degassed
+byACeEAL)=ciECoL HALY2, (100 pefore use to minimize air bubble formation during the mea-
. . surements. All experiments were done at room temperature
The quantitiesb; ,b, denote the slip lengths for the upper | 0t buffer. HencepH was around 6.

and lower channel wall located at=+L andz=—L. The We use a commercial FCS setup manufactured by Carl

pressure drop measurements cannot be performed with tl}eeiss(Jena, Germanyconsisting of the module ConfoCor 2

necessary accuracy. However, one can express the_ PrESSUSY the inverted microscope model Axiovert 200. For the
drop via a velocity in the center of the channel, which we

consider to be independent of the slip situation at the wallgPrésent experiments, we employed a Zeiss Plan-Neofluar

The last assumption is justified provides,b,<L. We 40X water immersion objective. The optical system was
therefore useJo~—AL2/2 and obtain modified by the manufacturer such that an external laser

beam could be coupled into the confocal optics. For fluores-
cence excitation, the 543-nm line of a 5-mW helium-neon
vy(2)= %{bl(‘lbﬂ- +3L242Lz—2?) Ia§er is use_d. The Iasgr beam is split by means of a Wollaston
L%(by+by+2L) prism. Behind the prism, the two beams are polarized per-
_ pendicularly to each other and exhibit an angular separation
F(L=2)[2L(L+2)+b(3L+2)]}, (11) of 0.5°. The prism is followed by two lenses, the first with a
focal length of 400 mm located at a distance of 380 mm
behind the prism. The second lens, with a focal length of 600
mm, is placed 920 mm further downstream. The distance
(12) from the second lens to the external input of the ConfoCor 2

which reduces to the symmetric form

2bL+L2—22
stymm(z)zvo—

L2 system measures about 680 mm. Our alignments lead to two
optically equivalent, almost diffusion-limited laser foci sepa-
in the limit whereb, ,b,—b. rated by a distance of 6200.1 um in object space.
Using the profilev,[vo,L,bs,b,](2z) from Eq. (11), we Emitted fluorescence was separated from the laser source

can calculate the expected FCS cross-correlation functiolith @ dichroic mirror adjusted to the 543-nm line. The light
9[vo,L,bs,b,](t) by means of Eq(5), and by assuming Passing the dichroic was evenly split to enter the tv_vo inde-
that the velocity of particles we measure is equal to that oPeéndent channels using a neutral 50:50 beam splitter. The
liquid flow. This cross-correlation will typically exhibit a lo- €mission pinholes before the two detectors were carefully
cal maximum whose position, is characteristic of the local centered on the intensity maxima corresponding to the spa-
flow velocity. In order to efficiently compare the theoretical tially separated excitation volumes. In both channels, filters

expectation to the measured data, we locally perform a leastvere chosen to allow only light at wavelengths longer than
squares fit of 585nm to enter the detectors. For detection, avalanche pho-

todiodes were used, enabling single-photon counting. After
proper alignment, the photon cross talk between channels did

2
go(t)=b+ Hexp{ _ M (13 not exceed 4.5%. . .
w For calibration, an aqueous solution of 1P rRhodamin
6G (R6G) was studied before each data acquisition series,
to the calculated,[vg,L,by,bs](t). and the autocorrelations were fitted to
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sealing the system. An optically transparent polycarbonate
block served as a support and for connection of the chamber
to the external flow system.

A hydrostatic pressure gradient was created by a system
of two beakers at different heights. Liquid then flows from
the upper to the lower beaker at a height-dependent volume
rate. Prior to our data on flow profiles, we have performed a
simple calibration test that included the measurements of
flow velocity at some fixed point far from the walls. Mea-
surements verified the linear relation between velocity and
pressure drop to very high accuracy. The surface area of both

FIG. 3. Schematic of the chamber: 1—aluminium support,beakers was chosen large enough to minimize the change in
2—cover slide, 3—thermoplastic foil, 4—microscope slide, height difference between the two fluid surfaces during the

5—polycarbonate block. experiment. Since this change affects the rate of liquid pass-
ing through the channel a correction to the flow data has to
92(t) =1+ gy(t)9gitr 3p(t), (14)  be applied, which accounts for the hydrostatic pressure drop

during the experiment. To obtain a characteristic time con-

with gu(t)=[1+e Y7TT/(1—T)] accounting for the triplet stant of the system, the temporal change of flow velocity was
decay [31]. With the R6G diffusion constanDrgg=2.8 monitored at a given position inside the channel. In good
x 107 um?s 1 [28] as a reference, the focal waist size andagreement with theoretical expectations, the flow velocity
shape parameter were determined,=0.21um and S  followed an exponential dependence on time. For a typical
=2,/ry=7.7) and used for all subsequently acquired datainitial height difference of 30 cm a time constant of
Flow experiments were only carried out when the size of the=(44.28-0.22) h was observed. For typical durations of
two foci did not deviate by more than 15%. Experiments6—8 h per channel scan, this exponential behavior can be
confirmed that the measured autocorrelations for R6G soluapproximated by a linear correction (t)= v measurefit)/
tions were independent of laser intensity for attenuator transt1—t/7).
missions up to 5%. Beyond 2%, distortions appear. All R6G Measurements on the latex tracers and single dyes were
measurements for the present work were performed at atlone at attenuator transmissions up to 2%. Before each flow
tenuator transmissions between 0.5% and 2%. experiment, the self-diffusion of the particles was character-

The surfaces used for our measurements have been ch#zed. For the latex particles, the triplet decay turned out to be
acterized by their contact angle and morphology. The meanegligible, and we assumey,(t)=1. The flow profile was
surements of water contact angle were done by observatiotietermined by calculating the cross-correlation, as well as
of a sessile drop with a commercial sefiiataPhysics, Ger- the two autocorrelations simultaneously, while the data were
many) equipped with a stepper motor to drive the syringebeing accumulated. At eaaposition, a series of at least five
which controls the drop volume. The estimated error isindependent data acquisitions was carried out. The acquisi-
roughly =1°. The imaging of surface topography was donetion time was varied to yield sufficient signal-to-noise ratios
with a commercial AFM(NanoScope IIl, Multimode, Digital at each position, necessitating longer measurements close to
Instruments, California the channel walls, where small flow velocities are found.

The chamber within which the flow was profiled is Longest data acquisition times reached about 90s. The inde-
formed by a three-layer sandwich constructi®ing. 3). Be-  pendent cross-correlation functions acquired at position
fore use, all the surfaces were cleaned with plasma treatmemiere fitted to Eq(13), yielding the experimental flow veloc-
The lowest layer is a standard microscope cover slide mad€y v ey(2)=AS Tyexp, @S Well as the heightl,(2) and width
of borosilicate glass with a height of 170m, a root-mean- W2 of the Gaussian for position Statistical uncertain-
square roughness of the range 2.5-3 nm and with a maxties were determined by calculating the standard deviation
mum peak-to-valley difference of the order of 15 nm. Thefrom the variation among the independent measurements.
water advancing contact angle was found to be 5-10°. The Figure 4a) illustrates how the position of the two walls
channel itself was created by a polymer fi{Xiro, Schmit- may be determined independent of any hydrodynamic data.
ten, Switzerlangl The height of this film, roughly 11@m,  We show the product of the average intensities detected by
also forms the smallest dimension of the channel, directethe two foci, plottingl,l, vs the focal center positior,.
along thez axis. The channel extension along thaxis is cut ~ Well within the channel, we observe a symmetric curvature.
out of the film, and measures about 1.5—2 mm. The top layefs z, approaches the walls, the produgt, decreases, and
is finally formed by a 1-mm-thick cover glagslenzel, Ger- vanishes a few micrometers outside the channel. One may
many). Experiments involving mica were performed by in- consider the walls to be located where the derivative, bf
troducing a freshly cleaved thifusually 5—10um) piece of  with respect toz, reaches an absolute local maximum. An
molecularly smooth mica between the polymer film and thealternative approach uses the cross-correlation data to esti-
upper glass slide. Two holes were made in this upper covemate the wall locations. In panéb), we plot the area under
glass directly on top of the channel ends. The holes work athe peak of the measured cross-correlation as a function of
entry and exit for the fluid. Heating under gentle pressurez.. This areaF is proportional towH in Eq. (13). It is evi-
causes the film to stick to the upper and lower glass platesjent thatF is peaked near the wall positions since diffusive
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Dial Position [1Lm] FIG. 5. Cross-correlation functions(z,t) vs delay time(a) for

positions well within the channel an@) for measurements very
FIG. 4. Procedure for estimating the wall positiorta) The  close to the walls. Two of the baselines(@ were offset from 1.0
product of the average intensities detected by the two foci, plottindor Presentational purposes.
141, vs the focal center position;. (b) Area FecwH in Eq. (13
under the peak of the measured cross-correlation, plotterd.vs lose in height and gain in width. These findings are in agree-
ment with Egs.(5) and (8). Panel (b) shows a cross-
broadening is most pronounced where local flow velocitiesorrelation for a measurement close to the channel wall,
are smallest. This position was determined by fitting thewhere diffusion and transport occur at similar time scales.
peaked region to a Lorentzian function. This lead to esti-The overall velocity profile within the entire 11@m-wide
mates for the wall positions that agree to withirD.1 um,  channel is shown in Fig. 6. The solid line is a least-squares fit
which is of the order of the step width between successivgo the model of Eqs(5), (11), and(13). The absolute uncer-
scan positions. In addition, they are also consistent with theainty of the measured velocities is on an average 2.5
fits to the velocity profile that will be described below. How- x107% ms™! and shows only a weak dependence on the
ever, we want to stress that this procedure does not represefiean velocity. For all data points, the fitted model lies within
a direct measurements of the wall position. the experimentally determined uncertainties. Within the cen-

Additional problems may arise from the appearance of aitral 2/3 of the channel, we find characteristic relative statis-
bubbles in the channel structure due to imperfect sealing ofcal errors down to 0.06%. The fit yields,=(0.0854
the flow system. Small bubbles stuck to the wall will dimin- +0.0001) ms?! and L=(52.56+0.04) um. As expected,
ish the flow velocity near the surface by changing the effecthe central region of the profile exhibits the parabolic shape
tive cross section of the channel. Although careful steps were
undertaken to minimize this disturbance, the effect was vis-
ible in the deformation of the parabolic profile, especially for 0.08
prolonged measurements. Data showing distortions near the
walls were discarded from further analysis.

The measured cross-correlation data were compared to
theory as follows. On the basis of the parameters
vo,L,bq,bs, we calculate a velocity profile from Ed@11),
which in turn yields the expected correlation function
02(z,t) from Egq. (5). Through a fit to Eq(13), we finally
obtain 7y mod vo,L,b1,b5] as a prediction for the experi-
mentally observablerye,,. Performing least-squares fits of 0=, L L
Umod V0,L,b1,021(2) = AS/ Ty moq 10 vex?), We obtain the -50 0 50
slip lengthsb,,b,, the center velocity,, and an indepen- Dial Position [um]
dent verification of the channel half width

0.041

Velocity [m/s]

FIG. 6. Typical observed velocity profil@e.2) within a
IV. RESULTS AND DISCUSSION 110-um-wide channel. The solid lines are curvefits to the model of

Egs. (5), (11), and (13), presenting vmedvo,L,b1,b51(2)
Representative cross-correlatiogs(z,t) are shown in =As/7y .4 Error bars were determined from the deviation
Fig. 5. Panela) shows data from well within the channel. As among repeated measurements. When error bars are absent, uncer-
the flow becomes slower, the peaks in the cross-correlatiotainties are smaller than the circles.
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) TABLE |. Averageapparentslip lengths(micrometers at vari-
1 (b) ous conditions for the different surfaces.
|
) | . . )
E,001F - | Condition Borosilicate glass slide  Glass slide  Mica
2 1
g ! Latex spheres 1.00 0.89 0.86
2 ! Salt-free
Alexa 568 0.82 0.63 0.51
|
| Salt-free
0 . 1 1 C L 1
Alexa 568 0.32 0.59
-65 -50 50 55
. 3 0.01 MM salt
Dial Position  [Lm] Alexa 568 0.25 0.22
1mM salt

FIG. 7. Observed velocity profile.{2) in the vicinity of the
channel walls att L. The solid lines are curve fits to the model of
Egs. (5), (11), and (13), presenting vmedvo.L,b1,b21(2)  ues of slip lengths measured in the same conditions in sepa-
=AS/Tymod- Error bars were determined from the deviation gt experiments was much largep to=0.1 xm in case of
among repeated measurements. When error bars are absent, UnG&iire watey. Data obtained at higher concentration of elec-
tainFigs are smaller than the circles. Thg Qashed lines .s.how the ﬁttei‘f'olyte are not presented in Table I. The reason is that in
position of the channel walls. Determining wall positions as de-cqncentrated solutions the tracers themselves get stuck at the
scribed in the text, fits y'fld slip lengths afa) b;=(0.89 3y giving rise to a high uncertainty in the measured values.
*0.02) wm and(b) b,=(0.77+0.03) pm. Therefore, they have been excluded from further analysis.

The essential observations are these. The apparent slip
that is predicted by the classical theory. An important pointengths measured with the latex tracers in water have very
to note is that our method provides a much higher spactarge valuegof the order of Jum). These values are well
resolution in the velocity measurements than the classicabove the size of asperities of the microchannel walls and
single-focus FCH24] or state-of-the-art confocal imaging independent of the nature of the surfaces. The use of smaller
studies using particle trackin@2]. This remains true even size dye molecules leads to a reduction of the apparent slip
far from interfaces. Similarly, these other methods may notength. With the added electrolyte further reduction is ob-
reach flow times as short as those accessible with spatigkrved. These findings require further comments.
double-focus cross-correlation. Clearly, the apparent slip lengths we found are too large to

The parabolic shape, however, does not extend up to theeflect just the liquid slippage over the wall, especially taking
channel walls, as shown in Fig. 7. As the center position ointo account that we had a nearly complete wetting situation.
the two foci approaches the location of the wall and leaveShe possible explanation could be connected with the fact,
the interior of the channel, the measured velocity convergethat in reality, we do not measure the fluid veloaityitself,
towards a constant value. This behavior can be explainefut the velocityu, of particles carried by the fluid.
intuitively. As the two focal spots approach an interface, their  One reason for such differences between these two quan-
relative distance remains constant despite possible changgties may be connected with the influence of hydrodynamic
in shape. Once the centers of the two foci lie outside thenteractions of spheres with walls. This can be estimated on
channel, only fractions of the sampling volume, specificallythe basis of classical resultseviewed in Ref[33]; cf. also
the tails of the Gaussians in E), will remain within the  Ref.[34] for the shear flow problem
channel. The velocity effectively quantified throug,};l will Due to its small radiu®~20 nm(or even smaller in case
thus correspond to a weighted average velocity belonging tof dye molecules a marker may be regarded as neutrally
that tail region. As we continue to scan the two foci into thebuoyant. When a sphere is located in the central part of the
wall, the measured flow should converge to just that velocityichannel in a Poiseuille flow, wall interactions are of the order
that is effective in the last moving particle layer close of (R/L)?>~10 8. The same is true for slip walls, since we
to the wall. may use the remark that the fluid velocity in a channel with

Our model also allows us to accurately fit the experimen=slip boundary conditions on the walls is equivalent to a Poi-
tal data near the walls. This means that the continuum deseuille flow displaced by a distance equal to the slip leibgth
scription with the appropriately chosen slip lengths remaindnteractions with walls only become important when a
an appropriate starting point for analysis of flow near thesphere is in the vicinity of either wall, at distances of about
walls of a microchannel. Therefore, we can determine th€0R=0.4 um and less. For such distances, it is clear that the
apparentslip lengths quantitatively. For the shown profile flow profile close to either wall is practically a shear flow.
(glass and borosilicate glass in watghe fits yield b, Consider then a freely moving, freely rotating sphere in a
=(0.89+0.02) um andb,=(0.77-0.03) um. The results shear flow in the vicinity of a plane wall. First, for a no-slip
for different experimental situations are summarized in Tablavall (b=0), the sphere velocity is 0.96 of the fluid velocity
I. The data given there represent average values of roughlyhen the normalized gap between the sphere and the wall
20 profiles taken in each case. For every measured profilés unity and 0.76 wher=0.1. Thus, if the fluid velocity at
the fit has given values of the slip length with the uncertaintydistances of the order of 0.04m or less is to be measured
below +0.03 um. However, the scatter in the average val-close to a no-slip wall, the sphere-wall hydrodynamic inter-
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actions have to be included in the analysis. Since these dipret this as an actual slip at the liquid-solid interface. This
tances are much shorter than the apparent slip lengths that warge slip effect is shown to bapparent mostly reflects a
observed, this simple effect can be eliminated. Consider nowolloidal (repulsive interaction of the tracer particles with
a sphere close to a wall on which a slip condition applies. Téhe microchannel walls, and can be controlled by varying the
our knowledge, this creeping flow problem was not so|ved,COﬂCentrati0n of electrolyte. We have provided an accurate
S0 we use an approximate solution, as detailed in Appendifiuantitative description of the phenomenon using simple
B. In the range of validity of this solution, that is, far ~ Physical models, which allows one to control, manipulate,
=5R=0.1 um, the fluid and particle velocity are practically and dramatically accelerate the transport processes, in par-
equal. For smaller gaps, the theory is missing but some difticular, the motion of molecules and nanoparticles in small
ference between the particle and fluid velocity close to a sligievices. To the best of our knowledge, we do so for the first
wall could be anticipated. time in this field of study that sees so much attention by
Another possible reason for a large apparent slip we obdumerous communities of scientists.
serve could be particle depletion within a layer close to the
microchannel walls. The depletion due to hydrodynamic lift ACKNOWLEDGMENTS

has been observed for a layer thickness between 0.3 and We thank Dr. V. Jngel of Carl ZeisgJena, Germanfor

1.4 om [35]. We should, however, rule out a possibility for a his continued expert advice, S. Keller for his help with the

hydrodynamic lift in our system, since such an effect is due_". : . . .
to fluid inertia. More precisely, the ratio of the migration optical alignment, and V. V. Lulevich for imaging the topog-

velocity due to such a lift to the fluid entrainment velocity is raphy of the surfaces. We are also grateful to R. Sahoo and

of the order of the Reynolds nhumber based on the shear fIO\Br' G. E. Yakubov for their helptul efforts.
around a particl¢36], which is less than 1% in our case.

We, therefore, conclude, that the depletion layer, if any, APPENDIXAZESTIMATES OF TAYLOR DISPERSION
can only be caused by repulsive interaction of our tracer
particles with the channel wall87]. The approximate size
of such a layed can be estimated by assuming that it is of
the order of the distance from the wall, where there a double 0 L 5
layer forceF < Rexp(— «d) becomes negligibly smatherex o Tv Ve=DVid. (AD)
is the inverse Debye lengthThis happens roughly at
~3k 1, and givesd~0.03 um for 1 mM, and 0.3um for ~ We use this equation to describe the release at tirard
0.01 mM solution of NaCl. In water the Debye length is not positionr’ of a species initially concentrated at position
well defined, but normally it can take it roughly equal to viz., with initial condition
0.3 wm [38], which suggestsl is about 0.9um for a pure S s
water. These values are consistent with the apparent slip ®(r,r,00=4(r), (A2)
lengths summarized in '_I'able . Iq such an ap.proach, the. dlf\'/vhere 6 is the Dirac delta function. Appropriate boundary
ference between experiments with nanoparticles and single

dyes reflects the difference in the size of the tracers. Also th%onditions of zero flux across the walls should be added.
influence of the material of the walls on the slip lengths his is the dispersion problem pioneered by Tayfita]. In

could be connected with the different surface poten(idl Taylor's approach, t_he dispersed SPECIes 1S filling the thl_e

. - . - channel. However, in our case, the distance between foci is
mica, glass, and borosilicate glassvhich determines the 6 um whereas the distance between channel walls is
strength of the double layer interactipd8,39. K

Some discrepancies between the estimateahd the ex- 1.00'“ m, so that the SPpecies usually does not have time to
. , . . diffuse laterally to the walls in the travel from one focus to
perimental values of slip at concentration Mmare likely

connected with the simplification we introduced by using thethe other. An exception Is when both foci are close to a wall.
Both cases will be considered here.

standard solution of the diffusion equati@h. The error may First for both foci at some distance from walls. the
be evaluated on the basis of the Taylor dispersion of particIeB ' o ; ’
oundary conditions are dropped. The important phenom-

estimated Ln Appendri]x A If_hlydrodz/jnan?lic and coIIIoidzl i?{ enon is the dispersion due to the velocity gradient and we
teractions between the particles and wall are neglected, t et oy — e :
ake v,=kz, vy=v,=0 in Eqg. (Al). The solution of Eqg.

estimates give slip length consistent with the last line in . .
Table I. An important point to note is that, when particles are(Al) with Eq. (A2) then is found to be

Functiond)(F,F’,t) should satisfy the advection-diffusion
equation

repelled from the wall by electrostatic forces, the Taylor slip 2 o222
is much smaller, so that it does not affect our conclusion ¢—¢, ! ex (X 327)K 12+ XZkt
about the large slip lengths at low salt concentration. J1+k2t?/12 ADt(1+k?t?/12)

In summary, we have developed an experimental ap- (A3)

proach, based on the spacial fluorescence cross correlation of

the fluorescence response from tracer nanoparticles, whicfhere

allowed the high-precision flow profiling at the solid inter- X=x"—-x—kzt, Y=y -y, Z=7"-z,

face. The experimental study of a flow of water-electrolyte

solutions has shown that there is a significant slip on thavhere ®, denotes here the classical soluti¢d) for pure
wall. We have demonstrated that it would be wrong to inter-diffusion. When the distancg to the wall becomes of the
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order of the distance’ —x=6 um between foci and larger, Ps at {=0, on which a slip condition applies. For a shear
we then calculate with our physical values of parameters theftow without sphere, the slip condition is equivalent to ap-
d =0 so that approximatiofd) is quite good enough. This plying the no-slip condition on a plané=—b. We then
is because far from walls, lateral diffusion does not haveconsider the flow field around the freely moving, freely ro-
time to evolve during the rapid travel from one focus to thetating sphere in presence of this no-slip plane. However, this
other. new problem is not exactly equivalent to the one that we
Consider now the case when both foci are close to a wallwant to solve. This is because the flow calculated in this way
Obviously, the influence of the other wall will be negligible givesa priori a velocityw across the plane @t 0, which is
from the preceding analysis. For this case, we use Saffmanig contradiction with the required boundary conditions on
[41] solution for the source on the wall. Although the prob- p_. Nevertheless, if the slip length is large compared with
lem of a source close to the wall considered here is morghe sphere radius, this equivalence of boundary condition
general, Saffman’s solutiofsee Eq.(25) in Ref. [41]] pro-  may be good enough. To demonstrate this point, we calculate
vides us with an estimate. Since particles released near thRe velocity across the plane &0 and compare it with the
wall can only diffuse away from the wall, say at a distancesphere velocity.
/Dt during timet, they are carried downstream at a larger By linearity of the creeping flow equations, the problem
velocity by the ambient shear flow, vik,/Dt, to an average of a freely moving, freely rotating sphere is written as a sum
distancekt\/Dt. In his exact calculation, Saffman find that of three problems: a sphere translating without rotation
this quantity should be multiplied by/w/2. The velocity —and rotating without translatiofii) in a fluid at restiii) a
(J/m/2)k\/Dt thus is the supplementary velocity observed insphere held fixed in a shear flow. These problems were
the experiment. For simplification, we estimate titrees the  Solved by the technique of bipolar coordinates: the first two
fluid transportation time between fognstead of the particle ones by O'Neill and co-workers in a series of papepsoted
transportation time Considering the case when the distancein Ref.[33]) and the last one in Ref34]. Taking b/R=80
x" —x between foci equals the distan¢ebetween the foci from experiment, calculations made on the basis of these
and the walls, thepparentslip velocity is found to beyt results show that the sphere translational velocity is the same
= /7Dk/2, leading to arapparentslip length ofbr=v;/k  @s the unperturbed fluid velocity in its center, with a io
=0.2 um. This is of the order of the values found in the lastPrecision. When calculating the fluid velocity across the
line in the table. When the foci are closer to the wall, thisPlane{=0 for various values of the normalized distaritg
apparent slip length increases likéx' —x)/Z. Note, how- and of _the normalized absusSIsR, the maximum valuev,,
ever, that the repulsive interactions between the particles ar@f [W/ is found to be at a maximum arourdR=0.75. It
the wall, which are not taken into account in this analysis Slowly increases for decreasing gapI/R—1, with values
may hinder the particle motion so that the estimated slip¥m=4>10"° for €=0.1 andw,=4.2x10"° for €=0.01.
length would not be as large. On the basis of the preceding results, we thus find that the
Saffman’s Eq.(25) also gives the dispersion around the Sphere translational velocity close to the slip plane is the
average displacement. From that formula, we find that théa@me as the unperturbed fluid velocity in its center, with a
ratio of the Saffman’s dispersion to the Brownian dispersionl0 ' precision.

is Jo(x' —x)Z {2+ 1, wherec="7/60— m/32=0.0185. For The theory by Hocking42] considers the translation and
(x'—x)/{=1, we obtain 1.009 and forx(—x)/{=0.1, rotation of a sphere close to a plane with a slip condition and
1.68. Thus, there is no large experimental error in using th&iS result for the case of a large slip length leads to results

diffusion equation instead of the advection-diffusion one. consistent with our simplified model. However, Hocking did
not treat the shear flow problem.

For lower values ob, w,, increases as expected. It is 0.05
for b/R=5. Thus,b=5R=100 nm is about the lower value
of the slip length for which the present model is valid. For
lower slip lengths, the creeping flow problem of a sphere

Consider a freely moving, freely rotating sphere in a sheamoving parallel to a slip plane should be solved for better
flow, with center at a positiof=1 away from a plane wall precision.

APPENDIX B: APPROXIMATE SOLUTION
FOR A SPHERE IN A SHEAR FLOW CLOSE TO A PLANE
WITH A SLIP BOUNDARY CONDITION
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