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Wave-number spectrum of electrocorticographic signals
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A physiologically based continuum model of corticothalamic electrodynamics is generalized and used to
derive the theoretical form of the electrocorticograpti€CoQ wave-number spectrum. A one-dimensional
projection of the spectrum is derived, as is the azimuthally averaged two-dimensional spectrum for isotropic
and anisotropic cortices. The predicted spectra are found to consist of k ateau followed by three
regions of power-law decrease, which result from filtering of the electrical activity through physical structures
at different scales in the cortex. The magnitude of the maximum theoretical power-law exponent is larger for
the two-dimensional2D) spectrum than for its 1D counterpart. The predicted spectra agree well with experi-
mental data obtained from 1D and 2D recording arrays on the cortical surface, enabling the structures in the
brain that are important in determining spatial cortical dynamics to be identified. The cortical dispersion
relation predicted by our model is also investigated, providing insight into the relationships between temporal
and spatial brain dynamics.
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[. INTRODUCTION for waves in the brain was postulated decades [8§e-35
and has since been studied by various autfeits36,31. We

The electroencephalogra(BEG) and electrocorticogram investigate it within the context of our model with an aim of
(ECoQG are recordings of brain electrical activity from elec- shedding light on both its detailed structure and how it inter-
trodes on the scalp and the cortical surface respectivelyelates the temporal and spatial components of brain activity.
These have been widely investigated in the temporal domain Third, we compare the predicted cortical spectra with data
for a variety of brain states and disordéts-10). obtained from two ECoG experimenf3,24]. We restrict

In the spatial domain, research has been mostly conce@Ur comparison to data taken from neo_cortical arrays, since
trated on topographic studies of pov{éﬂ__lq, the question the Ol.faCtOI’y bulb and pa..leocortex Wh|Ch feature in some
of how the brain correlates different aspects of a singleexperiment§22,24 have different anatomical structure and
stimulus[15,16], and spatial coherend8,17,19. exhibit some different behaviorgl3] from the neocortex

We are concerned here with the wave-number content dfiPon which the cortical part of our model is based.
brain activity, which has received relatively little attention ~In Sec. Il of this paper our model is briefly outlined. A
despite |ts potentia' to provide |ns|ght into brain function b“ef dISCUSSIOI’l of the Spatlal Sca|eS n the bra.|n fOIIOWS n
from a new perspective. Some authors have recorded thaec. lll. The resulting considerations are included in the
wave-number content of activity in the brain, both from elec-model in Sec. IV, where the spatial spectra are derived for
trodes on the scalfl9—21 and from electrodes on the cor- both the two-dimensiong2D) case and its projection onto
tical surface[22—24. The former have been shown to give One dimension. In Sec. V the features of the predicted spectra
good agreement with a scalp wave-number spectrum whicAre investigated analytically, and the dispersion relation is
was theoretically derived using a neurophysical continuunfliscussed. The predictions are compared with experiment in
model of cortical dynamicf25]. Sec. VI for both the 1D and 2D spectra.

Here we extend the above model to analyze the wave-
number spectrum on the cortical surface, which is particu-
larly useful for investigation of the small scales that are not
accessible from the relatively coarsely resolved scalp spectra. In this section, we summarize the corticothalamic model
Derivation of the wave-number spectrum represents one agpleveloped previously. The cortex is modeled as a 2D sheet,
plication of the model, which is also able to reproduce manywhich is motivated by its relative thinness. Cortical boundary
of the temporal characteristics of the EEG, such as the speconditions are neglected, thus the cortex is effectively mod-
tral peakg26-2§, evoked response potentidiERPs [28],  eled as an infinite sheet, an approximation which has yielded
trends seen in various states of aroj&4l], and certain sei- good agreement with observed spectra using this ma@dg!
zure onsets and dynami€30]. It has also addressed modal The implications of neglecting boundary conditions are dis-
effects arising from cortical boundary conditiof&7], and  cussed more fully in Sec. IIl.
spatial coherence and correlatidi®d]. In the reverse direc- The model assumes randomly interconnected excitatory
tion, an individual's frequency power spectrum can be fittedand inhibitory neurons. Scales below a few tenths of a mil-
to the model and the underlying physiological parameterdimeter are averaged over to yield a continuum treatment that
thereby deducef30,32. extends from this scale to that of the whole cortex, as in

Second, we investigate the cortical dispersion relation asimilar models[21,38—41. Thus, the firing rates of signals
it arises in our model. The existence of a dispersion relatioemitted by single excitatorg or inhibitory i neurons, which

Il. CORTICOTHALAMIC MODEL
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depend on their individual cell-body potentials, are averaged ¢e ¢m ¢i
to give local mean values of the outgoing pulse figlg,a P

=e,i. The propagating pulse field density, is then propor-
tional to measured large-scale potentials, such as the ECoG. cortex
The mean rate of generation of neuronal pulse density has es
a sigmoidal dependence on the mean local cell-body poten-
tial, which we approximate here by a linear function on the ¢e
assumption that deviations from the steady state are small at reticular
large scales in normal, nonseizure states. This approximation nucleus
has been found to yield excellent agreement with observed )
frequency spectrg29]. s v
The local mean cell-body potentisl, of neurons of type relay - ST el
a in the cortex is a function of inputs from other cortical nuclei
neurons, and from excitatory subcortical neurons. Incoming 0
activity is received in the dendritic tree and filtered as it n
travels along the dendrites to the cell-body. Thus, the cell-
body potential of a neuron of typ@=e,i can be written in FIG. 1. Diagram of corticothalamic connections showing the
Fourier space as cortex, reticular nucleus, and relay nuclei. The cortex is extensively
connected to itself, and also projects to and receives projections
from the thalamus. There are two loops through the thalamus: a
Va(k,w):% La(@)Gapdp(K, o), (1) direct loop passing only through the relay nuclei, and an indirect
loop which also passes through the reticular nucleus. There is also
an intrathalamic loop. Corticothalamic gains are indicated on the
diagram.

ee,em,ei

rs r

whereb=e,i,s and theG,, are dimensionless gains repre-
senting the response strength in neurartiie to a unit sig-
nal incident from neurons of typb. The quantityL, is a . .
dendritic low-pass filter function which accounts for the tem—ILrtchja rtllrtT;1ee :ﬁg;nmlfg ai dsggtzallt'tov&rea\é; UV?IT e[gg]a cortex
poral delay and smearing of the incoming signal as it travel§ 9 &

along the dendritic tree to the cell-body. It can be written bo(K,0)=P (@) d,(K,0)+ S w)de(K, ») (5)
[42] as ' ’ Y
where
Lw)=(1—iw/a) Y 1-iw/B)™ 1 (2
: . . LsGsn iotg/2
where 8 and « are inverse rise and decay times of the den- Plw)=T1Tc1a.¢""" (6)
dritic potential, respectively. sTsrmrTs
Outgoing pulses from each neuron propagate along its LG LG o+ LGee .
axonal tree at a velocity~10 ms *. This propagation can S(w)= 1-LG.LG g'eto, W)
S~SIr=r~rs

be described by damped wave equations for the figlgls

[42]. In Fourier space one finds and ¢,, is approximated as spatiotemporal white noise.

Incorporation of Eqs(5)—(7) into Eq. (1), followed by

Da(k,w)¢a(k,w)=Va(k,w)a (3) elimination OfVa from Eq (1) and (3), ylelds the transfer
where functions[28]
Da(k,0)=Kri+(1-iwlya)? (4) ello) LGP 1 ©

dn(k,w)  1-LiGji k?r2+q°r2

va=vlr, is a measure of the damping, angis the mean
range of axons. di(K,0) DclLiGis ¢e

Most subcortical signalgg arrive at the cortex from the oK, ®) - DLGes &1’ ©
relay nuclei of the thalamus. The thalamocortical connectiv-
ity assumed in the model is shown in Fig. 1, involving the where
cortex, the thalamic relay nuclei, and the thalamic reticular
nucleus. Theroughly 15 relay nuclei convey sensory infor-
mation to relevant areas of the cor{e3]. These nuclei also
receive signals from the cortex which they topographically
feed back to it. The thalamic reticular nucleus receives exci-
tatory inputs from both thalamic relay and cortical neurons.

Its output is inhibitory and acts solely on relay nuclei. In this section we discuss the structures in the cortex
With reference to Fig. 1, we see that subcortical ingyt  which could contribute to spatial filtering at various scales,
to the cortex is a filtered combination of subthalamic inputsand hence deduce that an additional population of neurons
¢, and a feedback signal originating frog, in the cortex. should be introduced into our model with characteristic

LeGeet LeGesS

Qri=(1-iwlye)*~

Ill. SCALES IN THE CORTEX
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range of a few millimeters, which is the approximate lengthFor excitatory neurons, however, this is not the case.
of recurrent collaterals, the local axons which emanate from Incoming excitatory signals do not target a single cortical
otherwise long-range excitatory pyramidal neurons. neuron, but extend over a regien0.3 mm in diametef21].

At global scales, the physical size of the cortex affects thel'his input scale of excitatory neurons is sometimes referred
dynamics. As such, we would expect the boundary condito as a cortical columf21]. An excitatory population at this
tions to play a role in determining the form of both wave- Scale has been included in our model in previous Wa
number and frequency spectra for very snallThe extent Where it was shown to be indistinguishable in practice from
of their influence on the dynamics of this model has beerthe inhibitory population except for sign, with the net effect
investigated in previous work27] and the parameter, wave- depending only on the weighted sum. For simplicity of no-
number, and frequency regimes in which their effects arénenclature we denote the net effect of the two populations
significant have been identified, which correspond to wher&vith a single subscrigtand refer to it as inhibitory, but note
damping is the weakest. It was concluded that, for most rebere that it includes the dynamics of any excitatory neural
alistic parameters, detailed boundary conditions are not verpopulation with mean axonal range0.3 mm.
important in determining the form of the power spectrum We now consider the output scale of excitatory neurons.
produced by this model, in contrast to some other models i his refers to the fact that a given excitatory neuron does not
which boundary conditions play a more critical role in de- Project only to distant regions in the brain, but has a number
terming dynamics because damping is intrinsically weakof recurrent collaterals which output locally. They are typi-
[21]. In our model, we have shown empirically that undercally thought to extend over a couple of millimeteil],
most circumstances boundary conditions may be ignoreghough work on the monkey cortex has found collateral sys-
[27]. We therefore model the cortex as infinite in the presenteéms which exceed 6 mi@5,46. This scale is often termed
work. Note that in any case the wave-number range corred macrocolumi21], and is not included in the above version
sponding to the ECoG is well above the global scale, so théf our model. We include it here and gauge its effect on the
comparisons with the ECoG experiments in Sec. VI shouldpatial spectrum.
be unaffected by cortical boundary conditions. For smaller The details of structures at smaller scales than those dis-
brains, such as the rabbit brain, boundary conditions migh«f,ussed above are well outside the scope of this model, which
have a greater influence on dynamics, probably enhancin@verages over all details at scales below a few tenths of a
Spectra| power at low frequenciéﬂ?]_ At the |a|’ge wave millimeter. Such structures include not Only the input and
numbers corresponding to the ECoG, however, these effectput ranges of inhibitory neurons, but all other cellular
should be minimal. details such as the size of individual cells, axon, and dendrite

Below global scales, there are structures such as promfliameters, etc.
nent sulci(the “grooves” visible when the brain is viewed as
a whole and gyri(located between the sulciand their as- IV. GENERALIZED MODEL
sociated lobes. The details of the convolutions are expected
to have minimal effects on the cortical dynamiil,27,
even considering the fact that long-range axons can ¢

In this section, we include the excitatory recurrent collat-
Jgrals by introducing a second excitatory population with a

range of a few millimeters. We use the resulting transfer

across fissureR21], because of the relative insensitivity of X .
the model to boundary conditions. As such, the details of thdunctions to derive the form of the wave-number spectrum
cortical convolutions are ignored in the present study, how" the cortical surface for both the full 2D wave vector spec-

ever, the increase in effective cortical size as a resuit of thgUm and its 1D projection. o _
folding is incorporated by inclusion of a cortical folding pa- _ Ve denote the additional population with the subsaript
rameter. The derivation of the new model equations follows that of

The ranges of excitatory connections vary from short toRennieet al. [28] who also included a third neuron popula-

long scale and can reach40 cm in length, following a dis- 10N, lthough different in detail. _
tribution with an exponential fall off peaked at, The transfer equations for the three populations are

=5-10 cm[21,44. These filter out the excitatory compo- (ko) LGePAM

nent of the observed cortical power abdwe 1/r [25], and - (12)
are included in our model. Shorter-scale inhibitory connec- dn(k,0)  Krg+ogrs’
tions of average rangg~0.1 mm are also included in our
model. These filter out the remaining inhibitory power above Pm(K,w)  DelmGms de
k~1r; dn(ke@)  DpLeGes bn’ 12
Excitatory and inhibitory neurons, however, are each also
associated with two other scales that are not included in the ) ~
. L di(k,w) DeliGis e
model. These are the width of the arborization column of = —, (13
incoming (affereny signals, and the extent of their outgoing bn(K,w)  DiLeGes ¢n
(effereny collateral systems; that is, their input and output
scales. For inhibitory neurons, the input and output scales arénere
both well below the range of validity of the continuum ap-
proximations made in the modg&l few tenths of a millimeter A= 1 (14)
and abovg and any detail at these lengths is averaged over. 1-LiGji—LnGmm’
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0%r2=(1-i10/ye)?>~NLeGeet LeGesS), (15
M = DeLmemDi(l_ Dm)+DeDmLiGii(1_ Di) 41
det
(16)
det=DeD D~ (LeGeet LeGesS) DD
_DeDiLmem_DeDmLiGii : (17)

Note that the axon length; is sufficiently small thatD;
~1, which allowed the approximatiod =1 to be made in
previous work on the wave-number spectrum using thi

model[25]. In the present work, the spatial extent of recur-

rent collaterals ,, is too large to justify this approximation.

A. 1D spectrum

The 1D projected spectrum on the cortical surface i
given by
Pa(kwi):f_ |¢a(kiw)|2dkyr (18

for each of the populatiors=e,m,i. The observable poten-

tial is a linear combination of each of these populations

which also gives rise to cross terms which are discussed
Sec. IVC. In the limitM = 1, previous worK25] has shown
that for the excitatory and inhibitory populations, the cortical
power has the form

dk,

Pe(kx,w)ZAer m (19
e
% Ai1k§+Ai2k§+Ai3
Pi(k ,w)zf dk,, (20
o e K2+ PP k2+al?
where
gi=(1—iw/y)lr (21

and theA, depend onw and k, but are constants of the
integration. Similarly for them population,

© Am1k§+Am2k§+Am3
Pm(k ,w)=f . (22
m e K2+ g2k a2
where
Om=(1—=iw/yn)Iry. (23

Thus, to a first approximation, we can write f@r=¢e,m,i,

|Qa|%1/rav (24
which represents the onset of spatial filtering due to @ahe
neural population. For long-range excitatory power, this ca
be seen qualitatively from Eq19), where fork<|q.| the
power spectrum is flat, and fée>|qg| it is of the formk™¢

with g approximately constant. Similar reasoning applies to

PHYSICAL REVIEW B7, 051912 (2003

the m and i spectra. We henceforth refer ta.~|qq| Ky
~|gml, andk,~|q;| as thee,m, andi knees, respectively,
since they manifest themselves as knees in the spectrum.

The inclusion here oM # 1 does not affect these approxi-
mate relationships which determine the general form of the
wave-number spectrufi25], but alters its detailed shape. We
note here simply that the spatial component\vfdepends
only on theD,, which in turn depend on axonal ranges
The quantityM differs significantly from unity only at wave
numbers above-q,,, S0 we expeci to have little effect on
the cortical spectrum for wave numbers belosy,|, and
%qreatest effect at then andi knees wheréM changes rela-
ively quickly.

For our purposes, sufficient qualitative analytic insight
into the spectral structure can be obtained from E9),
(20), and (22), so the integrals are not calculated explicitly
here, but are evaluated numerically in what follows. For ex-
plicit analytical results of similar integrals, see REZ5].

B. Azimuthally averaged 2D spectrum

We calculate the full 2D wave-number spectrum to allow
comparison with data obtained from 2D electrode arrays on
the cortex. The simple case of an isotropic cortex in which
activity is independent of direction is considered first, fol-
’H)wed by the more general and realistic anisotropic case in
which a typical length scale in the anterioposterior direction
I(front to back differs from that in the mediolateral direction
(left to right) [47,48. In both cases, the power at a given
wave-number is integrated over all directions, giving a spec-
trum that can be presented as a functionkef|k|. This
facilitates comparison in Sec. VIB with experimental data
collected by Barrieet al.[24], which is summed in the same
way.

For an isotropic cortex the transfer functiofikl)—(13)
have no angular dependence, so integrating over direction
simply introduces a factor of 2. Therefore, the power in the
three populations is given by

27T|LeGesP¢nM)\|2

Pe(k,w)= : (25)
: relk?+ag)?
27| LGP dnMAD|?

P(k,0)= oo —— (26)
el ml K"+ dgl “[k*+ ag|
27|LiGisPp,MAD|?

Pi(k,w)= | I IS (;bn e| (27)

rert|k?+a3l?k2+q?|?

The denominators give the wave numbers that correspond to
the onset of spatial filtering due to each of the populations, as
approximated by Eq(24).

For an anisotropic cortex we convert to polar coordinates
and introduce an elliptical anisotropy Whera’@yis replaced
as follows:
n
2r2(cog 6+ b?sirt6)

(1+b?)

2
=

(28)
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whereb=1 corresponds to the isotropic case, and typicallyquantities imposed by physiological and anatomical consid-
b~2 in the cortex{47,48. Note that the meafr) is un-  erations of the recurrent collateral system.
changed by this replacement. Making this substitution, we The range of excitatory recurrent collaterals in humans

have varies from 0.5 mm to 3 mif21], though collaterals in mon-
keys have been found up to 6 mm to 10 mm in length
27 |M|?|cog 6+ b?sirfg| 2 [45,46. We therefore require that,=0.5 mm in all of our
Pe(k'w):Aefo P de, (29 modeling, and approximate the mean rangergy=2 mm,
Ge noting that ranges greater than 6 mm are consistent with
o physiology.
Pm(k,w)=Amj2W [MD|?|cos'9+ bZsirf| , The relative contribution of the midrange population is
0 |2+ ag|?| k2 + a2 affected by both cortical connectivity, and orientation and
(30)  structural factors which affect the neuron’s ability to generate
observable potentials. These quantities are not well quanti-
27 [MD,|?|cog 0+ b?sir?| 4 fied in the literature, however, the probability that a neuron
Pi(k,w)=A fo K+ Ko+ o dd, (3D  synapses on a nearby neuror~id0% [49], thus we expect
e I

the weighting of then population to be~10% of that of the
e population. This figure is not adjusted for structural factors
since both populations emanate from the samgamida)
2,2 neurons. Inhibitoryi neurons, however, contribute much less
a(co§0+ b2sirt ) + (1—iwly,)?. (32 to the observable power due to their lower prevalence, their
1+b? structure, and their nonaligned orientat{@%,50. We there-
fore setW,,=0.1W, in all our modeling, and tak&/,+W,,
C. Cross terms +W,;=1 without loss of generality. Here, we make the ap-

As mentioned earlier. the experimentallv measured pote proximationW,~0.9, as listed in Table I, which is consistent
o . L perir y P ith physiological, anatomical, and other modeling studies
tial is a linear combination of the fields of the three neuron[21 25,50

populationg 28]. The measured power for the 1D spectrum,
for example, is then given by

whereM (6) is as given in Eq(16) but with

Da(w)=

V. THEORETICAL PREDICTIONS

P(Ky,w)= fx |Wepe+ W+ W, ;] 2d k, (33 In this section, we study the predicted theoreticgl cortical
—o wave-number spectra. We analyze both the projected 1D
X 5 ) spectrum and the full 2D spectrum, and discuss their fre-
=WiPe+ W, P+ WP P+ 2W W, P quency dependence via a cortical dispersion relation. The

model parameters used to generate the spectra in each case
+2W W, P+ 2W, ,W,P i, (34 are given in Table I. Wherever possible, these are taken di-

where theW, represent the relative numbers of each type Oirectly from experiment, although more often_ only phyS|?
ologically realistic ranges can be deduced, which can easily

neuron in the cortex, weighted by structural and orientation n a factor of 2. In h th rameters ar ti-
factors that affect their ability to generate observable poten§pa a factor of . In such cases, the paramelers are es

tials [28]. The W, are assumed here to be independent of mated from extensive comparisons and fitting of the model
andk. THe quan?ities?’e, P_. andP, are derived above, and to experiment, and always lie within the physiologically re-

the quantities, .. Po;, and P, are incorporated numeri- alistic ranges. The estimated parameters for a given brain

cally into formulation of the cortical power spectra usin state accurately reproduce data from a wide variety of ex-
Y P P 9 periments, including both spatial and temporal EEGs and

o ERPs, with only modest variations in their values, and are
Pas(ke,w)=Re| ¢a(k,w)d)(k,w)dk,, (35  always consistent with known physiological constraints. Fur-
*°° thermore, within our model, significantly different combina-

tions of parameters do not produce results that are consistent

with experiment. This lends confidence that if the theory
o accurately models brain dynamics, the actual parameters in

Pap(k,w)=Re| ¢a(k, 6,0) ¢y (k 6,w)d6. (36)  the brain are close to those given in Table I. For a more
o extensive discussion of the model parameters and their ap-

plicability to genuine brains for a variety of brain states, see

D. Constraints on the midrange population Refs.[30,32.

for a,b=e,m,i. For 2D spectra the analogous equation is

We have introduced a second excitatory neuron popula-
tion, thereby increasing the number of parameters in the
model. In particular, we have introduced the quantitigs The predicted 1D spectrum given by E&4) is shown in
and W,,, which, respectively, describe the mean range andrig. 2. The solid curve represents the observable power
weighted contribution to the observable power of the newP(k,,w), the dashed curves represent the power due to each
population. We now summarize the constraints on thesef the three population®.,P,,, and P;, and the dotted

A. 1D projected spectrum
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TABLE |. Parameters used in the model. The second and third columns give human parameters, and the
fourth gives rabbit parameters. The human parameters were chosen based on both physiological consider-
ations and previous work using this model, and values of the new independent pangjreatdrthe weight-
ings W, are discussed in Sec. IV D. The rabbit parameters were adapted from human parameters for the
awake eyes-open state based on physiological and anatomical considerations, as discussed in Sec. V B.

Parameter Anesthesia Eyes closed Rabbit Unit
to 0.08 0.08 0.015 S
le 80 80 15 mm
Mm 2 2 1.4 mm
ri 0.05 0.05 0.05 mm
Ye 100 100 250 st
Ym 3000 3000 2000 st
i 100 100 5% 10 st
a=pl4 50 120 75 st
Ges=Gme=Gis 1.3 3.9 5.0
Gee 0.3 2.6 1.0
Ggr -0.2 -3.0 -1.0
Grs 2.6 0.6 -0.1
Gee=Gmm 1.0 6.2 4.0
Gii -1.9 -10 -23
Gre 4.0 0.3 0.5
Gqn 7.0 5.0 3.0
Wq 0.9 0.9 0.9
curves represent the power due to the cross teRgs, Pei, region in the present work is due to the introduction of the

and P.,;. The model parameters used to generate this speenidrangem population. A further difference between the cor-
trum are given in Table | under the heading “anesthesia,tical spectrum presented here and the scalp spedt?&ifris
and are very similar to those used by this model to generatghe lack of filtering due to volume conduction through the
temporal power spectra, ERPs, and scalp wave-number speffead in the present case.
tra [25,28,30,32 _ In order to better understand the spectrum, we examine

The observable spectrum has a plateau in power at lowach of the contributing curves individually. Consider first
wave numbers, followed by th_ree regions of power-law deype power contribution®,, P,,, andP;, from each neuron
crease, each separated by an incompletely developed platéygjation (dashed curves in Fig.)2Each of these has a
Thls is similar to t_he theoretical EEG spectrum produced bMow-kx plateau followed by a power-law decrease, with the
th's. model[25] which has a lowky plate_au followed by two transitional knee between the two behaviors occurring at the
regions of power-law decrease. The third power-law decrease .\ . o\ bars given by E@4) for P, ,P,., andP; , respec-

e m: 1
tively, similarly to the scalp spectrufi25]. We have shown

108 ' ' ' previously that the slope of the hid¢-power-law region in

1045 each case is-3 in the limit M =1 [25]. The effect of non-
102 ko unity M is slight kinks in the curves &,~10° m 1~1/r,
. - andk,~10* m~1=~1/r;. Note that these kinks are not obvi-
i‘/ 100t ous for the parameters used to generate Fig. 2.
1072 Y Consider now the interference power contributiddet-
4 Soeme ted curves in Fig. 2 These are intermediate in character
10—6 i o] between the two interfering populations, for exampfg;
10 ; VR -4\ 5 has a knee at botly,| and|q;|, with a slope varying from 0
107 107 107 107 10 atk,<|qe to —3 atk,>|q;|. Similarly, P, andP,,; each
K has two knees and reaches a maximum slope ®fat large

FIG. 2. One-dimensional wave-number power spectrum froka' . L
Eq. (34) derived from the mode(solid line), integrated over 5 Hz The observable spectrum s simply the sum of the indi-
<f<50 Hz. Also shown are the weighted power contributionsVidual curves considered above. Thus, we find that the ob-

from each of the neuron population$V3P,, 2W2P,,, and 2v?P;,  Servable spectral power decreases with wave-number accord-
(dashed lines and their weighted interference power contributions ing to the power law
(dotted line$. Parameters are for human brains under anesthesia, g
given in Table I. P(ky,w)=k, ?, (37
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1010 : ; . Parameters below the line are not directly related to brain
108L size, and so are left unchanged from their human values. The
oL one exception is the thalamocortical inp@t which has
1071 been increased from the human eyes-open value by a factor
= 04l of 5 to reflect the fact that the ratio of midbrain to cortico-
& 2 cortical inputs is higher in rabbits than in humans by ap-
07T proximately this factof21,53. Note that the human spec-
100+t trum is easily obtained by using appropriate parameters, and
1072 . ‘ o does not differ qualitatively from the rabbit spectrum.
10' 102 103 10%* 10° Let us now consider Fig. 3. The spectrum is similar to the
1D spectrum in that it consists of a loky-plateau followed
k (m™) by regions of power-law decrease due to the finite range of

each of the neuron populations. The most striking difference
is the large hump in then andi power curves beginning at
k,~1lr.. We investigate this further by studying the indi-
vidual power curves separately. We begin by exploring the
curves in the limitM =1, and later infer the effect oM

FIG. 3. Two-dimensional isotropic wave-number power spec-
trum from Eq.(34) derived from the mode(solid line), integrated
over 5 Hz=f=< 100 Hz. Also shown are the weighted power con-
tributions from each of the neuron population®/2P,, 2W2P,,,
and ZNizPi (dashed lines and their weighted interference power

contributions(dotted line$. Parameters are for awake rabbit brains, #1. ) ) ) o
given in Table I. A cursory inspection of Eq(25) reveals that in the limit

M =1 the isotropicP, spectrum decays ds * for largek,

where the exponerg varies within the range €g<3. The  With a plateau below the knee kt=1/r.. For theP, spec-
exact value ofj at each point of the spectrum depends on thdrum in the limitM =1, there is also a IOVk—plateazu owing
model parameters, but must lie within this range. This resulfo the fact that thé-dependent termiD|?, 1/k?+ gg|?, and
for the cortical spectrum is the same as that for the scalg/|k?+ag|? in Eq.(26) all plateau at low wave numbers. The
spectrum25], except for the fact that in the scalp spectrumfil’st two of these three terms change from plateaus to fourth-
wave numbers abovg,~25 m ! are additionally filtered by order power-law regions at a knee given approximately by
volume conduction of the signal as it passes through thd/re, though the first increases and the second decreases,
head, giving a greater maximum value of the exporent ~ thereby approximately negating one another’s effects for
most parameters. There are, however, certain parameters for
which the terms fail to entirely negate one another. This oc-
curs when the knees do not exactly coincide. The knees of
We first investigate the isotropic 2D spectrum, then turnthe first and second terms occur at.lio a first approxima-
our attention to the more general anisotropic case. The isdion, but differ due to the second term on the right hand side
tropic 2D spectrum predicted by the model is shown in Fig.of Eq. (15), and are given, respectively, by
3. The solid line represents the observable spectrum, the

B. Azimuthally averaged 2D spectrum

dashed lines represent the power due to each of the three k1=|\/w2/y§—1|/re, (38
neuron populations, and the dotted lines represent the power
due to the cross terms. The parameters used to generate this ko= | mvre, (39

spectrum are given in Table I, for rabbits. The model was
primarily developed to provide insight into the human brain,
however, the lack of suitable published human 2D ECoGwVhereais the real part of the second term on the right hand
data has necessitated the use of comparison with the avaiide of Eq.(15). For most parametera~0 and the knees
able rabbit data. We now explore the theoretical spectrungoincide, especially fof =20-30 Hz. Fora#0, we would
and in Sec. IV compare the predictions with rabbit data. ~ expect either a dip or a hump in the spectrum, depending on
Data were recorded from awake rabbits with open eyesthe sign ofa, due to the different onsets of power-law behav-
hence we adapt human eyes-open parameters which weigs. It turns out thatk, never falls far belowk,, but for
chosen based on both physiological considerations and préertain gain parameters it becomes significantly larger than
vious work using this modd|25] as discussed above. The k; thereby producing a hump, and is particularly sensitive to
scale parameters, which are the most affected by the changg)anges in intracortical gai@... Thus the effect of the first
are shown above the line in Table I. The long-range paramtwo of the three wave-number-dependent terms is a plateau
eterr is reduced from the human value by a facte, the  for all k with a possible hump at aroundr/for certain
ratio of linear scale sizes for rabbit and human brdRi. parameters. The third term|l&?+qﬁ1l2 has a plateau fok
The shorter-scale ranges are increasingly less affected by thel/r ,,, and decreases &s* above this. Thus, the midrange
reduction in brain size, and so are reduced by increasinglgxcitatory spectrun®,,, has a lowk plateau that turns down-
smaller amounts. The mean conduction velocity in rabbit axward at a knee at 4/, and decays thenceforth &54, with
ons is reduced from the human valuests 5 ms ! [51,52, an additional hump beginning &,~1/r, for some gain
which combined with the decrease in spatial ranggkeads  parameters. For the rabbit parameters given in Table | there
to a change in the damping parameters accordingydo is such a hump, due to the different onsets of power-law
=vlry. behavior.
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FIG. 4. Two-dimensional wave-number spectrum, parameters 40 :
for awake rabbit brains, given in Table I. The anisotropic spectrum < 30 ”
(dotted ling is slightly shifted relative to the isotropic spectrum - - (et
(solid line). — 20

Similar comments apply to th; inhibitory spectrum and
hence the cross spectra, fdr=1. The contribution of non- 0 : : *
unit M is minimal, and similar to that of the 1D case. 0O 10 20 30 40 50
Namely, it can contribute to the kinks atr }/and 1f;. This k (m™
effect is increased somewhat for certain model parameters,
such as larg&, and largea, as discussed in Sec. VC.

Thus the isotropic 2D spectrum takes the form of a powe

FIG. 5. The kernel functiorK,=1//k?+q?? as a function of
vaave number and frequency. Pan@ covers the approximate

. . L wave-number range over which the model is valid and shows strong
law given by Eq/(37) where the exponemgvaries within the structure along the line=Kkv. Panel(b) shows greater detail at

rgnge G<g=4 for all of parameter space, except for pOSSIbIeIow spatial and temporal frequencies, with maxima at frequencies
kinks atk=1/r,. , , corresponding to alpha and other resonant rhythms. The gray scale
We now consider the effect of introducing the angularis iogarithmic and its full range of shades spans 12 orders of mag-
anisotropy(28), shown in Fig. 4. The solid line gives the pityde in the upper panel aritbr clarity) three orders of magnitude
isotropic spectrum discussed in relation to Fig. 3, and then the lower panel, both with the same maximum brightness.
broken line gives the anisotropic spectrum wlith 2 in Eq.
(28). The only effects on the spectrum are an increase ittention to other frequency-dependent factors which influ-
overall power and slight shifts of the three knees. The formegnce the wave-number spectrum.
effect is due to factors of the form1+b?/[cose The kernelK, is shown in Fig. 5 as a function of fre-
+b%sirf 6|, the integrals of which are greater fort1 than  quency and wave-number for model parameters correspond-
for the isotropic case=1. Consequently, the appearance ofing to the eyes-closed condition, as given in Table I. Figure
thesek-independent factors in Eq§29)—(31) results in an  5(a) shows the function over the approximate wave-number
increase in power. The latter effect is due to the spreading afange for which our continuum approach is valid. There is a
neuron ranges overn/2/(b?+1)r, to \2b%(b?+1)r,, striking correlation between frequency and wave number

which smooths and shifts the knees. along the linew=kv at highk and w. This correlation can
Thus, angular anisotropy shifts the spectrum withoutbe derived from the dispersion relation obtained by setting
strongly affecting its shape. the denominator of Eq11) to zero, i.e.,
C. Dispersion relation k’r2+q2rZ=0. (41)

We have shown above that both t_he 1D and 2D spectrg high o the dendritic filter functionL approaches zero,
can be represented as power laws with expogemthereg %iving

depends on the model parameters but in general must li
within the ranges &g<3 and O<sg=<4 for the 1D and 2D 92r2=(1—iwly,)? (42)
spectra, respectively. We would expect the spectragatal ee e
also depend on temporal frequency in soknand » ranges
due to the existence of a cortical dispersion relafi@h,25.
We now investigate this dispersion relation as it is predicted _ —

from our modelg.J We first stupdy the kernel function P w==ko(1Fi/kre), @3

which we substitute into Eq41) to give

1 and at highk
Ke=——, 40
K+ g2 (40 w~*kv, (44)
upon which power spectra strongly depend, and then turn ouo leading order irk.
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Figure 8b) shows that there is little structure apart from greatly affected by cortical dispersion for wave numbers be-
at low k and . Here we see strong structure at the alphadow ~50 m %, however at larger wave numbers the spectral
frequency~=10 Hz, and weaker structures at its harmonics inshape is largely independent of frequency for most realistic
the beta and gamma frequency ranges, reflecting the domparameters. Note that the normalization of the wave-number
nant signals seen in waking, eyes-closed EEG. There is alsgspectrum does depend on frequency, and at high frequencies
strong structure below 2 Hz, the delta frequency range thagpectral power decreases @s®, though this is not of con-
also features in recorded brain activity. Along the abscissagern here since the spectra presented are arbitrarily normal-
there is strong structure for wave numbers bete®5 m 1, ized.
with diminishing strength at higher wave numbers. The func-
tion w=kuv is shown as a dashed line.

The temporal frequency power spectrum is obtained by

integrating the kernel functiold, over wave number, and the In this section, we compare the predicted wave-number
excitatory wave-number power spectrum is obtained by intespectra derived from the model with spectra obtained by ex-
grating it over frequency. By examining Figld we can see periment. We have previously compared the theory with ex-
that the structures predicted by our model at loandw are  perimental scalp wave-number spedci®], which showed
much more extended along wave number than along freexcellent agreement over the available data range ¥ m
quency, as reflected in the fact that wave-number spectrak <100 m*. We now compare the theory with experi-
have fewer and broader peaks than frequency spectra. Ifinental cortical wave-number spectra which span higher
deed, summing Eq(40) over wave number at each fre- wave numbers due to the better resolution on the cortex.
quency produces a temporal frequency spectrum with highthere is very little published experimental data due to which
power at low frequencies, and spectral peaks at the alph@e scope for comparison is limited, and thus we concentrate
frequency and its resonant frequencies corresponding ten those aspects of the model which can be supported or
betal, beta2, gamma, etc. Similarly, summing @@) over refuted by the available data, pending future studies. The 1D
frequency at each wave number produces a wave-numbgfojected spectrum is compared with data obtained by Free-
spectrum of the same form &, i.e., with a lowk, plateau  manet al.[23] from 1D recording arrays in five human sub-
and a highk, power-law decrease, with the knee between thgects. The 2D theoretical spectrum is compared with data

two behaviors at=1/r. Figure 5 shows how the spectra in obtained by Barrieet al.[24] from three areas of rabbit neo-
the temporal and spatial domains are linked via the corticagortex.

dispersion relation. We see that for low frequencids (
=100 H2z, the dispersion relation influences the brain dy-
namics of our model strongly only fak<50 m . These
wave numbers include the first of the three power-law de- Freemaret al.[23] recorded human ECoGs from a linear
creases in the theoretical wave-number spectrum, Fig. 2. Therray of 64 electrodes 3.2 cm long placed on the exposed
power-law exponeng in this region indeed varies with fre- superior temporal gyrus or motor cortex of five volunteers,
quency, reflecting the dispersion relation, as found using thifour of whom were under propofol anesthesia, the other
model to study scalp wave-number spe¢2&]. awake. This array gives a wave-number range of 100 m

We now turn our attention to whether temporal frequency<k,<6300 m*, though the lower portion 100 nt=<k,
affects thek spectrum for wave numbers aboe50 m~*by <200 m ! is not well resolved since it requires implicit ex-
considering frequency-dependent functions in our model. Inrapolation of the data beyond the length of the a5
this wave-number rang&, is featureless forf<100 Hz  The portion above 200 it is therefore the most reliable.
apart from a general decreasing trend with increasing wave The results are shown as broken lines in Figd6tted
number. The function& = 1/k?>+q?2| andK;=1/|k?+q?| lines for the anesthetized subjects and a dashed line for the
show no strong structures at all, due to their relatively simpleawake subjegt overplotted with a solid line representing the
mathematical form, a result of the fact that only the long-theoretical spectrum produced from parameters that produce
range excitatory neurons project to the thalamus. Thus theimodel EEGs similar to actual ones seen in anesthetized sub-
contribution to spectral shape should be independent of tenjects[30], as given in Table [the same spectrum shown in
poral frequency. The dendritic filter functiohs affect only  Fig. 2). Both theoretical and experimental spectra are inte-
the vertical scaling of the wave-number spectrum and havegrated over the frequency rande-5-50 Hz. There is no
no effect on its shape. The single remaining consideration isbvious difference between the waking and anesthetized
the behavior of the frequency-dependent quantity This  spectra. Note that using the model anesthesia parameters, the
remains very close to unity over all frequencies for mostkernel K, has similar dependence on wave number to the
parameter regimes; however, there exist certain regions ayes-closed case depicted in Fig. 5; however, its structure
parameter space in whidid does not remain constant over along the ordinate is quite different: the peak at the 10 Hz
frequency. In particularM varies with frequency for large alpha frequency is greatly reduced and its harmonic peaks
values of excitatory intracortical gairs.. andG,,,, small  entirely absent, and the strongest structure is at 3 Hz. This
values of inhibitory intracortical gai;;, and large values mimics the changes in the frequency content of signals re-
of the dendritic delay parameter. corded from subjects under anesthd§a,56.

In summary, we find that within the experimental fre- Freemaret al.[23] found a lowk, plateau followed by a
quency range 0 Hzf<100 Hz, the spectral shape is monotonic decrease in power with increasing spatial fre-

VI. COMPARISON WITH EXPERIMENT

A. 1D human spectrum
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FIG. 6. One-dimensional wave-number power spectrum for hu- FIG. 7. _Two-_d|men3|onal wave-number power spe_ctrum for
man brains under anesthesia, for 5250 Hz. The theoretical awake rabbit brains, for 5.0 zf<100 Hz. The anisotropic theo-

spectrum derived from the model, using parameters for anesthes{gtical spectrum Fjerived from th? model, using parameter_s for rab-
in Table I (solid line), and cortical data recorded by Freeneral. bits in Table I(solid line), and ciortlcal data recor@ed by Bargeal.
(Ref. [23]) from four subjects under anesthegiotted lineg and  (Re- [24)) from three neocortical aredbroken lines.

one awake subjectiashed ling vations for anesthetized subjects, however, does not explain

1 . the observed increase gqfor the awake subject. Increasing
e i ooy (35 et {1 the range parameet (0 05 mm gies a sight frequency-
’ ' 9 dependent increase ig in our model; however, it is not

to high intensity narrow band noise above 60 Hz. They ad-

. sufficient to explain results of Freemaat al. In any case,
dressed the appearance of the lyuplateau by arguing that Freemaret al. studied only one awake subject and concluded

the concave-downward nature of the spectrum supports a dfhat this was insufficient to deduce robust differences be-

pole mode! of cortical ac.tlvn'y W'th fixed dipole Or'entat'on,tween waking and sleep spectra, so we leave the resolution
and nonuniform energy distribution, rather than Katznelson's

dinol del[57] which < uniform enerav densit of this possible discrepancy for future work.
Ipole mode which assume gy Y Neither theoretical nor experimental results provide evi-
and randomly oriented dipole$13,23. In the range

_ _ dence thag fluctuates with frequency at highas it does for

250 m T<k,=2500 m *, Fieemanet al. [23] measured a k=50 m ! [19,20,25. This supports our argument that dis-
power-law exponeng = 1.'97_ 0.14. . , persion related temporal effects do not significantly influence
. C_:omparmg the experl.mental results with our models.prt_a-the shape of wave-number spectra at ldcge
dictions, we see from Fig. 6 that the theoretical curve is in
very good agreement with the observed curves. Our model
explains the initial plateau and subsequent power-law de-
crease in terms of filtering through the midramgepopula- Barrieet al.[24] implanted square arrays of 64 electrodes
tion in the cortex. The model indicates that rather than repwith 0.79-mm interelectrode spacing onto the epidural sur-
resenting noise, the higk, plateau is likely a real face of the left hemisphere of rabbit neocortex. Such an array
phenomenon occurring as the dominance in cortical activityives data over a wave-number range 400 lmk
switches from the midrange excitatony population to the <4000 m !, though the portion 400 m<k=<700 m ! is
short-scale inhibitory population. For certain parameter re- not well resolved because it requires extrapolation beyond
gimes, however, such as=0.5 mm orr,,<0.5 mm, our the length of the arraj54].
model does not produce the final plateau, so we cannot ex- Note that Barrieet al. padded their &8 spatial data
clude the possibility that the plateau represents noise; howpoints with zeros to give 3232 points, and showed their
ever, these values lie at extremes of the physiologically realresults over a wave-number range 200k
istic ranges, as discussed in Sec. IVD. In the ranges4000 m!, where the lower portion 200 Pk,
250 m =<k, =2500 m ! our model produces a power-law <400 ni ! contained spurious points as a result of the zero
spectrum with exponeny=1.85+0.10 where the uncer- padding; we discard these in the present comparisons.
tainty arises from a slight variation over the frequency range. Ten rabbits were implanted with electrodes, two with ar-

Freemaret al. [23] extended their analysis to detect pos-rays on the visual cortex, five on the auditory cortex, and
sible relations between spatial and temporal spectra by cathree on the somatic cortex, and recordings were made in the
culating the wave-number spectra in ten bins each 5-Havaking state. Experimental spectra were obtained by apply-
wide, up to 50-HZ 23]. The general shape of the spectruming a 2D fast Fourier transform, then radially integrating to
was unchanged over the frequency bins. For the anesthetizethtain the spectrum with respect to a single wave-number
subjects, the power-law exponegtwas not frequency de- parameterk. Results of Barrieet al. are shown in Fig. 7.
pendent; however, for the awake subject it increased fronNote that the power in the visual cortex has been reduced by
1.5 at the alpha frequency~(10 Hz) to 2.5 at the gamma a factor of 10 to facilitate comparison of the spectral shape
frequency &40 Hz). The theory presented here predicted inwith the theory, which is in any case arbitrarily scaled with
Sec. IV B that the spectrum is independent of temporal frerespect to power. Each broken line represents the average of
quency fork,=50 m ®. This agrees with Freeman’s obser- 40 spatial spectra for one of the three cortical areas. The

B. 2D rabbit spectrum
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theoretical spectrum is shown in Fig. 7 as a solid line, withgested that the spatial spectrum and its power-law exponent
parameters given in Table I, integrated over the frequencyre mainly determined by the depth within the cortex of the
range 5 H=f<100 Hz. current generating neuron, the location of the synapses, and
Figure 7 illustrates excellent agreement between the okthe properties of the dendrit¢$3,23,58. In the context of
served and predicted spectra. Both spectra have &lpla-  our model, the physiological factors outlined by Freeman
teau with a knee ak~600 m !, followed by a monotonic et al.[13,23,58 indeed affect spectral shape and slope, pri-
decrease in power with increasing frequency for 600'm marily by their influence on model parameters,W,, and
<k=2400 m !, and both spectra flatten out-a2400 m*.  «. Experimental investigation of the third regiork,
In our model, this shape arises naturally as the midrang& 6000 m *, would require using a cortical array with elec-
excitatory signal which dominates at Idwis filtered out, and ~trode spacing smaller than 0.5 mm.
dominance switches to the short-scale inhibitory population. We also explored potential relations between temporal
Note that the peak near 4000 thin the experimental data is @nd spatial spectra. Within the context of our model there is
an artifact reflecting the spatial Nyquist frequency for thestrong evidence for a cortical dispersion relation, the fine

electrode arrayf24]. structure of which produces such phenomena as the alpha
rhythm and other resonances in the temporal frequency spec-
VII. SUMMARY AND DISCUSSION trum, and also produces the plateau-plus-power-law form of

the wave-number spectrum. In this way the link between the

We have extended our existing continuum model of cortemporal and spatial domains can be easily visualized. Our
ticothalamic dynamics by further considering the structuresnodel predicts that for usual experimental frequendies
in the brain which can contribute to spatial filtering and <100 Hz, the wave-number spectrum is strongly dependent
hence be important in determining the form of the wave-on frequency fok,<50 m !, and independent of frequency
number power spectrum. The resulting introduction of afor k,=50 m . Thus, we expect the first wave-number re-
short-scale population of excitatory neurons models the exgion to reflect the fine structure of the dispersion relation, but
citatory recurrent collateral system. the second and third regions to be approximately invariant

The model was used to derive the cortical wave-numbebver frequency. Indeed, we have shown previol(igh] that
spectrum. This was found to consist of a lewplateau fol-  the first region depends strongly on frequency via fluctuation
lowed by three regions of power-law decrease, each sepaf the power-law exponermjover frequency. We have shown
rated by an incompletely formed plateau. The lkyplateau  here that the exponemf and spectral shape in the second
is due to the long-range excitatogyneurons, which domi- region do not depend on frequency.
nate at globaklow-k,) scales because of their prevalence, Similarly, Freemaret al.[23] found no evidence for dis-
structure, and aligned orientation. The first power-law depersion related effects for the anesthetized patients over the
crease is due to filtering through these long-range axons, andave-number range they investigated, 250%ak,
dominance switches to the midrange population, giving <2500 m'!, in agreement with our model. For the single
the second plateau. At largky, the signal is filtered through waking subject, however, Freemanal.found an increase in
the midrange axons and dominance switches finally to théhe power-law exponengy with increasing temporal fre-
inhibitory i population, which is in turn filtered out at very quency, contrary to our prediction that the wave-number
small scales(large k,). Thus the three power-law regions spectrum is independent of frequency in this wave-number
reflect the filtering through physical structures in the brain,region. More experiments are needed to determine whether
namely, the long-range excitatory axons, the midrange excithis represents a robust difference between anesthetized and
tatory recurrent collaterals, and the short-range inhibitory axwaking spectra.
ons. The inclusion of any additional neuron populations, The 2D spectrum was also derived here and compared
such as a short-range excitatory population, would mosivith experiment. We have shown that in the 2D cortical
likely result in an additional region of power-law filtering; spectrum, the magnitude of the maximum theoretical power-
however, since the continuum model is not valid at verylaw exponeng is 4. In the 1D projected cortical spectrum,
largek, and experimental data at very largewould require  the maximum exponent decreases to 3 due to the integration
unfeasibly small electrode spacings, the single inhibitoryover one dimension itk space. We have shown previously
population already included in the theory should suffice to[25] that for scalp spectra the maximum exponent increases
model all populations below=0.3 mm. due to additional filtering through the head.

We can view the spectrum as having three distinct wave- The theoretical 2D spectrum was presented for parameters
number regions, each comprising a power-law region an@orresponding to a rabbit cortex by scaling the relevant hu-
surrounding plateaus. The first regions10 m <k,  man parameters to account for known differences between
=100 mi %, has been studied previoudlg5] and shown to  human and rabbit physiology. A possible concern is that
give excellent agreement between theory and experimentéloundary conditions would have a greater influence on dy-
scalp data, for both eyes-closed and eyes-open conditionsamics in the smaller rabbit brain, however, the correspond-
Here we have explored the second wave-number regiorning increase in long-range cortical damping would mitigate
100 m 1<k,=6000 m !, and found extremely good agree- the effects. In any case, possible effects would be significant
ment between theory and experiment, using cortical datanly at large scales, not at the relatively large wave numbers
rather than scalp data because of the finer spatial resolutiostudied here. Thus there is conceivably very little influence
With reference to the 1D human data, Freensdml. sug-  from boundary conditions in the rabbit brain, which is fur-
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ther supported by the excellent agreement between the infdiscussed the wave-number and frequency ranges within
nite 2D model and the experimental results obtained by Barmwhich it is expected to significantly influence dynamics. The
rie et al. [24]. spatial analysis presented represents one facet of a model
The analysis of wave-number power spectra using thisvhich is able to reproduce many apparently disparate aspects
theory enables us to noninvasively probe physiology and t®f brain behavior in a unified way.
estimate parameters such as mean neuronal range. Anothergy|| exploration and verification of the theory would re-
technique which enables noninvasive probing of physiologyyuire more wave-number data than are presently available.
and brain state is the calculation of correlation and coherenceyrthermore, with sufficient data, the predicted spectra could
functions. These quantities have been previously studied ugse fitted in detail to the observed spectra in order to provide
ing our model31], and comparison with data pointed to the jnsight into the parameters’ values from a new perspective.
existence of an excitatory neuron population with meansimilarly, direct physiological measurements of inferred pa-
range~6 mm. This range is consistent with the midrangerameters would explicitly test their accuracy. Thus, more
population introduced here, further Supporting the assertiOR.Space experimentsl Covering |arger ranges of wave num-
that such a population significantly affects cortical dynamicspers, would also enable further comparisons with the theory,
In conclusion, we have extended our existing model ofthereby strengthening confidence in its predictions.
corticothalamic dynamics to investigate the wave-number
power spectrum on the cortical surface. Both the two-
dimensional spectrum and its projection into one dimension ACKNOWLEDGMENTS
have been explored, and shown to agree with experiment.
Spectral features such as plateaus arise naturally in our The authors thank C. J. Rennie, D. L. Rowe, and M.
model, in agreement with experiment, whereas previouslhBreakspear for stimulating discussions and valuable com-
such features have typically been viewed as aberrant. Wents. This work was supported by a University of Sydney
have presented evidence of a cortical dispersion relation anSesqui Grant.
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