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Phase transitions and quantum effects in pore condensates: A path integral Monte Carlo study
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Lennard-Jones condensates in cylindrical pores are studied by path integral Monte Carlo simulations with
particular emphasis on phase transitions and quantum effects. The pore diameter effect and the influence of the
interaction strength between the cylinder wall and the adsorbate particles on the structures and the location of
the phase boundaries is studied and the quantum effect on the phase diagram is quantified by path integral
Monte Carlo simulations. In case of strong wall-particle interactions good qualitative agreement with recent
experimental results for the freezing of Ar-pore condensates is found. Meniscus structures in the solid phase are
obtained as well as unexpected condensate structures for the system with the lighter Ne-particles due to
guantum delocalization effects. The quantum effect on the freezing temperature can be as large as 10% in these
systems.
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I. INTRODUCTION (PIMC) techniqueg 16], which allows us to quantify the ef-
fect of the particle masses on the phase transitions, energies,
Phase transitions of pore condensates in nanogames and solid structures.
Wecor) have been investigated by experimental and theoreti-

cal methods recently1-11], for a recent review see Ref.
[12]. Il. THE MODEL

Materials properties of systems condensed into pores of \we model the nanopore by a cylinder of radiRsand
nanometer length scalee., Vycor, Gelsil are different  |engthL, applying periodic boundary conditions and nearest
from those of bulk systems. Important reasons for these efmage convention along the pore axis. For a schematic pic-
fects are the geometrical finite size effe@tse atomistic ma-  tyre of the geometry see Fig. 1.
terial structure cannot be neglectethe interaction of the The interaction potential between two particles in the cyl-

material with the surrounding “glass™ matrix and the large jnder at positions andr’ is modeled by the Lennard-Jones
interface contributions relative to the volume. Typical nan-pqtential, suitable for Ar and Ne systems

opore materials are Wcor and Gelsil. Wddi3] can be ob-
tained by a spinodal decomposition process of a glass melt
with a large BO; fraction. Upon cooling this system de-
mixes into a Si@- and a BOs-rich phase, the latter can be
removed by an acid resulting in a porous sSgystem. Gelsil

is a nanopore that can be obtained by a sol-gel process:
fluid silica-alcoxid is dried and its structure can be modified
by tempering. Typical pore diameters range from 2.5 nm
(Gelsil) to 13 nm(\Wcor).

Besides spinodal decomposition, phase transition tem-
perature reductions have been studied for cylindrical nanop:
ores with small diameters. Many aspects of the liquid-gas
transitions in cylindrical pores have been analyzed, but only
a little attention has been paid to the freezing transition and
guantum effects have been neglected. In a recent pape
Wallacher and Knorf14] studied the melting and freezing of
Ar in VWcor nanopores. Many interesting effects are observed
and interesting freezing scenarios discussed in their work.

In order to bridge the gap in the theoretical analysis of the
freezing and the quantum effects in condensates of noble
gases in nanopores we present here a systematic study
Lennard-Jones condensates in well defined cylindrical pores
In this paper we analyze phase transitions of Lennard-Jone
systems in nanopores by Monte CanlbiC) simulations
[15]. The phase diagram is determined for various pore radii.
At low temperatures the effects of the pore radius and the
strength of the wall-particle interaction on the solidification
are studied. The translational degrees of freedom have been FIG. 1. Geometry of the system of a cylindrical pore with radius
treated quantum mechanically by path integral Monte Carl®R.
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FIG. 2. Interaction potentiaVVP between the wall of the cylin-
der and a particle at a distangéo from the cylinder axis. Full line,
pore radiuR=5¢, oWF=1.094r, £"WF n"W=0.9636¢"°; dashed
line, pore radiuR=4.75%, c"WF=0.75r, VP n"W=7.07%0 3.

7 )

with the particle “diameter”’o and the pair interaction en-

o

VY(r—r'|)=4¢ 1)

r=r'|

ergy . In order to get results comparable with earlier mo-

lecular dynamics simulations for the fluid condensdted
the potential is cutoff and shifted at a cutoff radiug,
=2.50. No tail corrections have been used.

The interaction between a particle at positiorin the
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TABLE I. Mass, Lennard-Jones parameters, and degeneracy
temperaturél, at densityp= 1/ for Ar and Ne.

Ar Ne
m/amu 40 20
elk K 121 35.8
alA 3.41 2.75
Tp/K 0.1 0.32
T 8.6x10° 3 9.0x10 2

we obtain the path integral expressigd6] for the partition

function:
mp 3NP/2 P
=i (s)
Z(N,V,T) P“Lnoc(Zﬂ'ﬂhz) Qljd{r \
Xexp[—gvef«{r‘sm} 5)
with
N mp2 o (e
VerlrOD =VourOh+ 5, o551l )2
(6)

Here,mis the particle mass, integ€ris the Trotter number,

cylinder and the surrounding of the cylinder is obtained byandr(® denotes the coordinate of partidteat Trotter index

integrating the(not cutoff Lennard-Jongsinteraction with
parametersr/” and VP to the particles in the volum¥’

s, and periodic boundary conditions apply, the particle with
Trotter indexP+ 1 is the same as the particle with Trotter

outside the cylinder modeled as a homogenous system dafidex 1. This formulation of the partition function allows us

particle densityn,, (see Figs. 1 and)2
VWP(r)=j VH(|r" =r|)n,dV’. 2
V!

In Fig. 2 we show the resulting potenti!'"(p) as a func-
tion of the radial distance from the cylinder axidor a pore

to perform Monte Carlo simulations for increasing values of
P approaching the true quantum limit fé*—oo. Using P
=1 the simulation will be completely classical, since E).
becomes the classical partition function. In contrast to the
classical MC-simulation scheme, the particle mass m be-
comes important, since it influences the configurational part
of Eq. (6). In this study the massesn* =mo?elh?

with R=50 and two different sets of parameters. Since=1000¢/eo?) andm* =100 have been used well approxi-
many of the studies presented below are made for the firshating the particle masses of argom*(=1160) and neon
parameter set in Fig. 2 we will refer to this case in the fUthe(m* =112). The mass and the Lennard-Jones parameters for

as potentiaV\"".

lll. PATH INTEGRAL MONTE CARLO SIMULATIONS

Canonical average§A) of an observablé in a system
defined by the Hamiltoniaft = Ey;,+ V. Of N particles in
a volumeV are given by

(AY=Z"1 Ti{Aexp(— BH)]. (3

Here Z=Tr [exp(—BH)] is the partition function ang3
=1/kgT is the inverse temperature. Utilizing the Trotter-
product formula,

exp(— BH) = lim [exp(— BEyin/P)exp — BV pot/P)17,
Poo
4

argon and neon are listed in Table I.

We note that in our PIMC simulations the effect of quan-
tum statistics has been neglected. We carefully analyzed the
amount of “overlapping” paths in our simulations and com-
puted an estimate of the degeneracy temperaflige
=p?*h2Imkg as given by Ceperley16] at a densitypo®
=1, which is far above the densities that have been identi-
fied as phase transition densities in our study. At this high
density the probability for “overlapping” paths is highest
and the resulting values fdr, are listed in Table | and give
an upper bound fof; at the densities used in our study. We
note that these degeneracy temperatures are far below any
temperature considered in this study. We are thus confident
that quantum statistics will not have any effect on our results
within the numerical accuracy and thus can be neglected in
our PIMC simulations.
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FIG. 3. Density distributiongcylindrical averaggfor classical LJ-pore condensates in cylindrical pores of length &0T* = 0.6 with
given pore radii and numbers of particles.

Thermal averages in the ensemble with constant pressu@RAY T3E-1200, a special parallel processing procedure
p are given via the corresponding partition function was used32 processors foP value 64 [18].

A(N,p,T):f dV(L)exd — BpV(L)IZ(N.V.T). (7) IV. RESULTS
0
A. Phase transitions

Thereby the volume is changed by varying the cylinder We have analyzed19] many interesting properties of
lengthL, the pore radiuR is kept constant. Lennard-Jones pore condensates recertlyodeled as
Typical system sizes ardl=1570 Particles inR=5¢  Lennard-Jones systems with particle diameteand interac-
pores andN =300 to 500 particles ilR=30 pores using®  tion energye). These systems have—similar to the gas-
values up to 128. To obtain a PIMC-data point in Fig. 20,liquid phase transition in the corresponding “bulk”
70000 MC steps have been performed after an equilibratiosystems—an adsorbate-condensate phase transition at low
phase of 30000 MC stefgé one MC-Step alNP particles  temperatures, the precise shape of the phase diagram is
have been subjected to a translational displacemditis  strongly influenced by the system geometppre radiug It
requires about 3 to 3.5 CPU housingle processgron a  turns out that with increasing attractive wall interaction the
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of no and minima for pore radii ofr{+1/2)c. For large

6 R=30¢ 1 pore diameters the density oscillations decay from the wall

towards the pore axis and the system approaches the “bulk”
31 1 behavior.

A meniscus is formed with decreasing curvature for de-
g i ’ ‘ R-325¢ i creasing temperatursee Fig. 5 due to interfacial free en-
/\A/\ ergy minimization effects favoring linear interfaces at low
0 , ; ; temperatures. The configurations become less stable com-
37 R=350 ] pared to the bulk system without interfaces and thus the criti-
‘ ‘ cal temperature decreases.

8 ' ‘ R=375¢ ]

W\ B. Phase diagram of the % pore

The phase diagram for the pore with radiRs-50 and
length L=600 obtained by a classical NVT simulation of

wo
g
)
1]
by
(=]
a
.

o 0 . | ; 1570 particles 1f* = 0.333) is shown in Fig. 6.
23 [ R=4250 ] At temperature§ * >Tg&=0.9+0.25 no phase separation
= , ‘ ‘ is found. The critical density is located betweend.3 and

wo

L R=450 . 0.457 3. For T*<T¢ the system separates into the adsor-
/\/W\ bate phase at low densities and the condensate phase at high

i R a7 1 densities. With decreasing temperature the adsorbate densi-
ties decrease, while the condensate densities increase. Tight

W\‘ ‘ above the triple point temperature almost all particles have

L R=500 . joined the condensate phase. Below the triple point tempera-

\/\A/\J\ ture T, the condensed phase solidifies. Melting occurs at

i 1 slightly higher temperatures, so a small hysteresis loop has
M been found due to metastable states near the triple point. The

0 . , . ‘ , ‘ triple point temperature is located between the solidification

0 1 2 3 4 5 6 7 and melting temperature$s<T,;<Ty . In the fluid as well

as in the solid phase we obtain a layering structure. In case of

the fluid-solid phase transition a triangular lattice is formed

FIG. 4. Radial density distribution in the condensatenter part N the layers in azimuthal direction, see Fig. 7.

in Fig. 3; T*=0.6. This can be quantified by the order parameékbgy;, which
can be computed in the “unrolled” two-dimensional configu-

critical temperatureT* decreases, the critical density in- ration of the outer layer. The order parameiéy is defined
creases, the adsorbate density increases strongly, and tfe
condensate density increases weakly. To calculate these den- - ;

g . ; ) =|(expi6 , 8
sities MC simulations have been performed in the NVT o= I{ exi6hia)l ®
[(particle number X volume X temperaturg ensemble at where ¢, is the angle between—r, of the neighbor par-

temperatures and densities in the coexistence region._ For thises k,I and an arbitrary but fixed reference direction, e.g.,
choice of system parameters the system separates in an aff pore axis direction

sorbate gnd a condgnsate—phase. The coclaxiste.nce densi_tles]-he density jump at the triple point is accompanied by
are obtained by tracing the number of particles in 25 ?qu'iumps in theW order parameter and the potential energy
distant cylinder slices oriented perpendicular to the cylinde Figs. 8 and 9

axis and by analysis of the resulting density histograms. Th
results are in perfect agreement with those calculated by,
evaluating the density profiles that have been obtained b
averaging the number of particles in 26@50 annular bins
over the simulation run.

The critical temperaturd is reduced with decreasing
pore diameter. Beginning from the wall a formation of lay-
ered shell structures is found which may allow or prevent the In Fig. 10 we present the freezing temperatufesfor
occupancy of sites at the pore axis due to packing effects. various systems, as a function of the pore radius as been

In Figs. 3 and 4 we present the density profileglindri-  found by the occurrence of a triangular lattice in the outer
cal averaggas well as the radial density distribution in the shell in single “cooling” runs. The freezing temperatures
condensatéaxial averages over the center parts of the sysshown in Fig. 10 have been obtained in simulations by se-
tems in the Fig. B We note the layering structure and an quentially decreasing the temperature by an amount of
oscillatory behavior of the density at the pore axissQ) as AT*=0.01 at a given pore diameter, the transition tempera-
a function of pore radius with density maxima for pore radiiture shown in the figure is the first temperature at which a

wo

wo

wo

r/o

The interface between the solid and the fluid phase is
rved resulting in a meniscus structure. The meniscus cur-
Yature is reduced at lower temperatures, but is still present in
the solid phase.

C. Freezing of the pore condensate
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FIG. 5. Density distributions
(cylindrical average for 1570
classical LJ particles in a cylindri-
cal pore of radiusR=5¢ and
lengthL =600 at T* =0.20, 0.55,
0.60, 0.75(from left to right.
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frozen structure was found in this procedure. The resulting cae
error for the freezing temperature is thus in the range of adsorbate , 5 4 My condensate
AT* =0.01 towards higher temperatures. The geometrical fi- L %@%ﬁ S —
nite size effect of the pore radius results in a packing effect adsorbate / condensate (fluid)
with preferential occupancy of sites at the pore axis for pores 0.6
with radii 3.75 and 4.7%, whereas for radii of 3.2 and »
4.250r the density at the axis is reduced. This may explain the B
destabilization of the system in case of the 3:2%ore re- 0.4
sulting in a small decrgase of the freezing temperature com- coexistence adsorbte / condensate (solid)
pared to the other radii. 0.2
The triple point temperature is influenced by the geo-
metrical finite size effectg¢pore radiug as well as by the ¥ 0k
-particle i i i ith i - 0.0 ' ' '
wall-particle interaction. In Fig. 11 we note that with increas 56 o o T 65

ing interaction strength between the cylinder wall and the
condensate particléks (indicated by the jump in the energy

is shifted to higher temperatures due to a stabilization of the FIG. 6. Phase diagram of the classical LJ-pore condensate in a
solid structures at the cylinder wall. cylindrical pore with radiusR=5¢, calculated ah* =0.333.

po’
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FIG. 7. Layer structure in a cylindrical pore of radiBs-50 (N=1570,L=600) at T* =0.02. From left to right: the four inner layers
around the cylinder axis unrolled and a snapshot of the pore.

At sufficiently strong wall-particle interactione’"n'V' adsorbate phase solidifies onlyEt=0.375. The bond ori-
=1.50%, ¢"P=1.094r) we find a two step fluid-solid entational order parameter of the outer layer is presented in
phase transition. In Fig. 12 we show typical configurationsFig. 13. Indeed the two step “freezing” scenario is supported
for a pore with radiuR=4¢ at three temperatures. At* by these data as well. In Fig. 13 hysteresis effects are ana-
=0.6 the system is fluid, &* = 0.46 the central condensate lyzed as well. Only a little effect on the values ®g is
region is frozen and the adsorbate region is fluid, and atound on heating or cooling the system.

T*=0.2 the adsorbate is frozen as well. The energy as a A different scenario was found for even stronger interac-
function of temperature is shown in Fig. 13. tions between the wall and the particles. For potential param-

At T*=0.575 a solidification of the condensate phase iseters as given in Fig. &dashed lingwe find the following
found by a jump in the energy. The condensate freezes in orfeeezing scenario. The system freezes at the cylinder wall
piece from the cylinder wall to the axis. The remaining fluid due to the strong binding energy to the wake Fig. 14 for
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FIG. 8. The potential energy of a classical LJ condensate in a FIG. 11. Potential energy versus temperature for different inter-
cylindrical pore with radiufR=5¢ versus temperature. Parameters action strengths between the cylinder wall and the adsorbate par-

as in Fig. 5.
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ticles. Arrows indicate the phase transition temperatur@s: 4o,
L=600, N=1005.)

typical configurations and density distributions and Fig. 15
for radial distribution functions Between the layer at the
cylinder wall and the next layer only a very small particle
exchange is found as can be seen in the sharp decrease of the
radial distribution function fop/o values between 3 and 4

in Fig. 15.

The region close to the cylinder axis, however, is still
fluid and freezes only at lower temperatures. The different
behavior of layerwise freezing in systems with strong wall-
particle interaction and the blockwise freezing for small
particle-pore interactions can be understood as follows: par-
ticles in the second layer can be treated as particles in a pore
with radius R®"=R— ¢ with a potential consisting of the
particle-wall potential and the particle-particle potential to
the particles in the first layer. Latter is in the order of 3
since there are three nearest neighbors in the first layer. The

FIG. 9. The bond orientational order parametgy in azimuthal . . -
direction (outer layef of a classical LJ condensate in a cylindrical €ff€Ctive outer potential for the second layer is in the same

pore with radiusR=5¢ versus temperature. Parameters as in Fig. 50rder as the outer potential for particles in the first layer for
systems with small wall-particle interactions such as for the

solid line in Fig. 2. For even stronger wall-particle
potential—such as the dashed line—the effective outer po-
tential for the inner layers differs from the potential of the
outer layer.

Such two stage freezing phenomena were observed in ex-
periments of melting and freezing of Ar in Wcor pores re-
cently [14].

For small pore radii and not too small wall-particle inter-
actions we observe a layering structure of the condensate.
For a bulk system instead one would expect a crystalline fcc
or hep structure. In agreement with this, for large pore diam-
eters and not too strong wall-particle interactions indeed no
layering structure is found. In this case structures are formed
with local fcc or hcp order. The membership of a particle to
the lattice structures is decided by the symmetry properties
of its nearest neighbors. In case of the fcc structure the
neighborhood of a particle has point symmetry in contrast to

FIG. 10. Freezing temperatufg for different pore radii, as the case of the hcp structure. Figure 16 shows the different
found by the occurrence of an triangular lattice in the outer shell inregions with local fcc and hcp structure of a simulation in the
single cooling runs. Parameters as in Fig. 3. For error bars see teXt-p-T ensemble ap=0 andkgT/e=0.15.
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FIG. 13. Potential energy of a classical LJ condensate and bond
orientational order parameter for the outer layer versus temperature
in a cylindrical pore of radiuR=4c¢. Parameters as in Fig. 12.

D. Quantum effects

At low temperatures quantum effects become important
which have been ignored in most of the existing theoretical
studies of pore condensates.

By PIMC simulations[20—23 we have investigated the
effect of the quantum mechanics on the system properties as
a function of the temperature. In contrast to classical MC
simulations we obtain by PIMC simulations for Ar and Ne
condensates a horizontal temperature dependence of the po-
tential energy resulting in a decrease of the specific heat to
zero at small temperatures in agreement with the third law of
thermodynamics, see Fig. 17.

At very low temperatures the proper approach to the
quantum limit requires large Trotter orders. This limits the
range of accessible temperatures by PIMC.

The effect of quantum mechanics on the bond orientation
order parameter of the outer layer is shown in Fig. 18.

The phase transition to the ordered solid is shifted by
about 10% to lower temperatures foi* = 100, and a reduc-
tion of the order parameter at very low temperatures by about
10% is found as well. These effects can be attributed to the
ground state oscillations of the light particles around their
lattice sites destabilizing the perfect triangular structure of
the outer layer.

The average mean square deviation of a condensate par-
ticlesz coordinate from its average value is shown in Fig. 19.

The values for the classical system approach zero for low
temperatures since the particles are well localized on lattice
sites. In quantum simulations, however, the low temperature
limit is different from zero due to ground state fluctuations at
low temperatures. This effect increases with decreasing par-
ticle masses as can be seen in Fig. 19.

The quantum effect on the phase boundaries in the phase
diagram is shown in Fig. 20.

For m* =1000 quantum effects become important below
T*=0.2. Form* =100 quantum effects are large already at
temperatures close to the critical temperatdrgis reduced
FIG. 12. Configurations of classical LJ condensate¢ ( Py 10% and the density of the solid condensate is strongly

=1500) in a cylindrical pore of radiuR=4c, and lengthL reduced.

=600 at T*=0.6, 0.46, 0.2from left to righ. The potential pa- Other significant quantum effects can be found in the par-
rameters for the wall-particle interactions are)¥"=1.094, ticle ordering in the solid pore condensate at low tempera-
eWPnW=1509203. tures, see Fig. 21.
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San®an ne0 .

FIG. 14. Left, configurations in radial layers of a classical LJ condensate in a cylindricallyai@ particleswith radiusR=4.75 and
lengthL=600 at T* =0.64 and strong wall-particle interactidqwith potential parameters as given in Fig. 2 for the dashed guilee
particles in the layers around the cylinder axis show an ordered solid structure at the wall and a disordered structure in the radial region
around the cylinder axis. Right picture, density distributi¢oydindrical average

The classical simulation and the PIMC simulation for
m* = 1000 results in similar structures, in particular for a
pore radius ofR=3.25r the density on the cylinder axis is
very low. This, however, is very different for the structures
with m* =100, where the density on the cylinder axis is

10 T T T T
- condensate
8 r - adsorbate .
s 6 - .
=
c 4 | i

p/c

FIG. 16. Solid condensat8000 LJ particlesin a cylindrical
FIG. 15. Radial distribution functions for the system with pa- pore of radiusR=100 at T* =0.15 andp=0 (N-p-T ensemblg

rameters of Fig. 14. The condensate region is the center region dfiteraction potential parameters for the wall-particle interaction:
Fig. 14 (1/5 of the cylinder length the adsorbate is taken from the ¢"/P=10, ¢"WPn"W=0.5c0"3. Black particles: local hcp symmetry,

regions at the top and at the bott@ii5 of the cylinder length eagh  white particles, local fcc symmetry, gray particles, not having either
of the system in Fig. 14. symmetry.
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FIG. 19. Average mean square displacement itirection of
condensate particles. Comparison of classical MC simulations and
PIMC simulations P=16) for pore condensates with masse%
=1000 andm* =100 in a cylindrical pore of radiuR=3c.

higher than in the vicinity of the axis due to quantum delo-
calization or “broadening” of the particles. This may explain
why the structures found in the latter case are similar to those
found in classical pores with a radius ofr3Since the solid
structures in case af* =100 are different from those of
m* =1000 and the classical solid structures, the triple point
temperature of this system cannot be compared directly.

V. SUMMARY AND CONCLUSIONS

FIG. 17. Kinetic(top) and potential energy versus temperature
for pore condensates witih* = 1000 andm* =100 in a cylindrical
pore of radiusR= 3¢ and lengthL =200 (150 particles Compari-
son of PIMC (P=16) and classical MC simulations.

In this paper we have studied structures, phase transitions,
and quantum effects in pore condensates by a combination of
finite size scaling and path integral Monte Carlo simulation
techniques.
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FIG. 20. Comparison of the phase diagram of LJ pore conden-
FIG. 18. The bond orientational order parameter of the outelsates withm* =100 andm* =1000 in a cylindrical pore of radius
layer of the LJ condensate in a cylindrical pore of radiis3o in R=3.2% (MC and PIMC simulations with? =16 andP= 64, 300
azimuthal direction versus temperature. Comparison of a classic&tarticles, length. =37.67%). Lines, quadratic fit¢éas guide for the
simulation and results of a PIMC simulation for pore condensategyes through the datakgT/e>0.6) for m* =100, P=64 and the
with m* =1000 andm* =100 (parameters as in Fig. L7 classical case.
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FIG. 21. Density distributiongcylindrical averaggfor classical
LJ condensates in a cylindrical pore of radiBs=3.25r at T*
=0.1. Comparison of classical MC simulatiofleft) and PIMC
simulations P=64) for m* = 1000 (middle) and m* =100 (right)
condensates.
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The effects of finite pore diameter and the interaction
strength between the particles and the cylinder wall on the
structures and phase diagrams has been calculated with par-
ticular emphasis on the solid structures. Besides reductions
of the critical temperature of the adsorbate-condensate tran-
sition with decreasing pore diameters several interesting ef-
fects on the solidification scenario have been found. For
strong particle-wall interactions the system freezes at low
temperatures in layers from the cylinder wall towards the
pore center, for weak particle-wall interactions solid struc-
tures appear locally which are known from the bulk materi-
als. The freezing process may appear in two stages, where
parts of the system close to the cylinder wall freeze at a
higher temperature than the remainder of the system close to
the cylinder axis. For other interaction strengths the adsor-
bate freezes at a different temperature than the condensate. In
recent experiments two stage freezing phenomena have been
predicted. In the solid structures meniscus shaped fluid-solid
interfaces are found.

Quantum effects on the phase diagrams have been quan-
tified as well. For lighte(Ne) particles the critical tempera-
ture and the condensate density are reduced by about 10%
compared to the classical case. The quantum ground state
oscillations destabilize the system and thus result in lower
phase transition temperatures. Structural changes due to the
ground state oscillations are found in the solid. As an ex-
ample the occupancy of sites on the cylinder axis for light
particles due to packing effects in contrast to the behavior of
systems with heavy particles is analyzed.

As a result of our studies it turns out that a complete
overview on solid and fluid structures and phase diagrams in
pore condensates at low temperatures can only be obtained
by taking into account quantum effects—which can be done
efficiently by the PIMC method.
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