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Wave-number spectrum of electroencephalographic signals
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A recently developed, physiologically based continuum model of corticothalamic electrodynamics is used to
derive the theoretical form of the electroencephalographic wave-number spectrum and its projection onto a
one-dimensional recording array. The projected spectrum is found to consist of a plateau followed by regions
of power-law decrease with various exponents, which are dependent on both model parameters and temporal
frequency. The theoretical spectrum is compared with experimental results obtained in other studies, showing
good agreement. The model provides a framework for understanding the nature of the spatial power spectrum
by linking the underlying physiology with the large-scale dynamics of the brain.
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I. INTRODUCTION dynamics. This model provides an established framework

within which the neocortical wave-number content can be

The electroencephalografBEG) is a noninvasive record- €xamined. It is a recently developed neurophysiological con-
ing of the brain’s electrical activity from electrodes on the finuum model of corticothalamic activity25-30 which in-

scalp. The EEG frequency power spectrum has been Widelgr)rporates distinct neural populations, nonlinearities, den-

investigated for a variety of brain states, such as the variou itic and axonal 'delays, and feedback to the cortex through
the thalamus. It is able to reproduce many of the temporal

characteristics of the EEG, such as the spectral peaks
[26,30,3]7 and trends seen in various states of aro(i28,

states of arousdll—3], during sensorimotor and mental tasks
[3-5], and for both controls and patients afflicted with a

number of brain disorderf6—10]. Consequently, there is a ked tontidla] d certai . ¢
wealth of research into the features of these spectra. Th%vg g res_por;sze [I)tohen '6[||3 . gg cer daln saellzu:cfe otnse_s
investigation of spectral characteristics has permitted eluci®” f ynamlctji I].b ads also a d.tressgeo mo da N t('ecl S aris-
dation of many of the underlying physiological mechanisms"?g rom cortical boundary con itiorfs30], an spatial co-
responsible for their generation erence and correlatio83]. In the reverse direction, an

' dindividual’s frequency power spectrum can be fitted to the

The spatial organization of brain function has been stu ! ) )
ied in animals and humans, in order to determine which remOdetl) a[gg ghg underlying physiological parameters deduced
ereby[32,34).

, . , X o th
ions of the cortex are involved in various cognitive and . . . .
g g One aim of this paper is to use the model to derive the

motor taskg11-13. Spatial correlations have been used to b : dt K dicti bout
address the so-called binding problem, which poses the que /ave-number power spectrum and 1o make predictions abou
tion of how spatially distant neurons correlate different as- features for various states of arousal. We will investigate

pects of a single stimulugl4,15. Spatial coherence func- analytically the various speqtral features e}nd hOW in our
tions are also used to stud)’/ cognitip®,16,17. EEG has model these relate mathematically and physiologically to the

also been combined with magnetic resonance imaging t rain. A second aim is to compare the predicted spectra for

construct brain model§l8]. These topographic studies of various states of arousal with experimenta_ll dat?- We_ have
spatial EEG structure have wide diagnostic applicationsChosen to use EEG data because the EEG is noninvasive and

however, the wave-number content of brain activity, the Spai_nexpensive, apd SO has.more potential as a useful tool than
tial analog of the frequency power spectrum, has receiveg“a.ECOG’ which is obtained from the surface of the cortex
relatively little attention despite its potential to probe the uring surgery. L :

spatial features of brain function from another perspective. In Sec. Il of this paper our model is briefly outlined. The

Research on the wave-number dependence of brain funépatial spectrum is derived in Sec. lll, and head volume con-

tions has been limited. It includes an early study of theduct|on(wh|ch attenuates short wavelengtisincorporated

frequency-wave-number domaid], which investigated vi- to allow comparison with scalp data. In Sec. IV, the derived

sually evoked response data in humans, using a spectral gpectrum and its parameter and frequency dependencies are

timation technique which enabled the determination of theexplored. A comparison with experimental scalp data, for

: : . waking states with eyes closed and open, is detailed in Sec.
velo_C|ty of propagating wave fronts, Another early study In'V andgthe form of a s)I/ee -state s ectrSm is predicted. In Sec
vestigated the wave-number spectrum near the alpha fr%’ P P P : '

quency, thereby providing evidence of a wave dispersion re- l, the choice of model parameters is discussed, and the

lation in the cortex[20]. More recent studies performed values of previously ill-constrained parameters are estimated.
spatial spectral analysis of human electrocorticographic
(ECoQ [21] and EEG[22-24] data.

Here we explore the wave-number spectrum using a re- In this section we summarize the corticothalamic model
cently developed neurophysical continuum model of corticadeveloped previously. The cortex is modeled as a two-

Il. CORTICOTHALAMIC MODEL
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thinness. In previous work30] we examined the effects of

boundary conditions on the cortical dynamics produced by 06,61
this model, which contains both thalamocortical and cortico- cortex
cortical interactions, and found them to be minimal at most

frequencies for systems of linear cortical sizes exceeding o
roughly 0.2 m, which is certainly satisfied for humans. The €
frequencies at which boundary conditions may still be impor- reticular —>rs re
tant are where damping is the weakest, i.e.fatl Hz, nucleus
where there is a spectral enhancement, and near the alpha 0 O
frequency &10 Hz) where boundary conditions may con- relay | sr —
tribute to weak spectral substructure in our model. For most nuclei
physiologically realistic parameters, however, the boundary 0
conditions are not very important in determining the form of n
the spectrum produced by this modé&0], in contrast to
some other models in which the boundary conditions play a FIG. 1._ Diagram of corticothalamic gonnections §howing _the
more critical role in determining dynamics because dampingfortexl retlculgr nucleus, and relay nuclei. The corte?( is exte.ns“(ely
is intrinsically weak{24]. In our model, we have shown em- connected to itself, and also projects to and receives projections
pirically that under most circumstances boundary conditiond®™ the thalamus. There are two loops through the thalamus: a
may be ignored30]. We thus use the simplifying approxi- direct Io.op passing only through the rglay nuclei, and an |n(_j|rect
mation that the cortex is infinite in extent. The probable ef—loop which a|39 passes th“.)ugh the r.et'cu.lar nuc'?usi There is also
fects of including boundary conditions into the spatial analy-a.n intrathalamic loop. Corticothalamic gains are indicated on the
sis of EEG signals presented here are discussed in Sec. Vﬁl.agram'

The cortical model has randomly interconnected excita- o signal emitted by a single neuron depends on its cell-

tory and inhibitory neurons. Sca"?s below a few tenths of ebody potential. In the large-scale continuum treatment, we
millimeter are averaged over to yield a continuum treatmeng i

that extends from this scale to that of the whole cortex, as iy
other global model$24,35—38. In our model, wave propa-

gation through the cortex is governed by the mean ﬁringfield of outaoing bulses in which the local mean vatieis
rates(or pulse densitigsof excitatorye and inhibitoryi neu- determineo? bygtrg)e local mean cell-body potenN@Iwile-

rons. This mean neuronallfiring rate has a sigmoidal deperh—ned above. The propagating pulse denshyis then pro-
dence on cell-body potential, which we approximate here b ortional to measured large-scale potentials, such as the

a linear function on the assumption that deviations from th EG. This propagation can be described by damped wave

steady state are small at large scales in normal, nonseizur . ' : i
states. This approximation has been found to yield excellen‘?ec‘]ua“onS for the fields, [25]. In Fourier space one finds

agreement with observed frequency spef2@. D.(K, ) ba(K, @) =V.(K, @) ®)
The mean cell-body potentis, of neurons of typea in T e

the cortex is a function of inputs from other cortical neurons,yhere

and from excitatory subcortical neurons. Incoming activity is

received in the dendritic tree and filtered as it travels along Da(k,0)=k?r2+ (1-iwly,)?, (4)

the dendrites to the cell body. Thus, the cell-body potential of

a neuron of type=e,i can be written in Fourier space as ya=vlr, is a measure of the damping,is the mean veloc-
ity of pulse propagation along an axonal tree, apds the
mean range of axora
Va(k,0)= % La(@)Gapdbn(k, o), (1) Most subcortical signalgy arrive from the thalamus. The
thalamocortical connectivity assumed in the model is shown
in Fig. 1, involving the cortex, the thalamic relay nuclei, and
the thalamic reticular nucleus. Thieughly 15 relay nuclei
nal incident from neurons of typb. The quantityL, is a convey sensory information tq releyant areas of the cortex
dendritic low-pass filter function .which account;1 for the[39.]' These nuclei algo receive signals from the cortgx,
' which they topographically feed back to it. The thalamic

temporal delay and smearing of the incoming signal as teticular nucleus receives excitatory inputs from both tha-

travels along the dendritic tree to the cell body. It can beIamic relay and cortical neurons. Its output is inhibitory and

written [25] as acts solely on relay nuclei.
) . _ . With reference to Fig. 1, we see that the subcortical input
La(w)=(1-iw/a) (1-iw/B)"", 2 ¢s to the cortex is a filtered combination of subthalamic
inputs ¢, and a feedback signal originating froth, in the
where 8 and « are the inverse rise and decay times of thecortex. If the time taken for a signal to travel from the cortex
dendritic potential. through the thalamus and backtjs we can write[31]

dimensional(2D) sheet, which is motivated by its relative m¢e’¢i

es

meter to determine local mean values for quantities such as
the cell-body potential and outgoing pulses. Thus we define a

whereb=¢,i,s and theG,, are dimensionless gains repre-
senting the response strength in neurartiie to a unit sig-
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ds(K,0)=P(w) pp(K,0)+S(w) pe(K,0), (5
where
_ LSGS” iwty /2
Plo) =16, L,6.% ©
Sw)= LsGsrLrGre"'LsGseeiwto, @)

1- LsGsrLrGrs

and ¢, is approximated as spatiotemporal white noise.

Incorporation of Eqs(5)—(7) into Eq.(1), followed by the
elimination ofV, from Egs.(1) and (3), yields the transfer
functions[31]

¢e(kvw) _ LeGesP 1 (8)
dn(k,w)  1-L;Gji kK’r2+q?r2’
di(K,w) _ DeliGis de ©
@bn(kiw) DiLeGes ¢n,
where
LeGeet LoGesS
2.2 44 s 2 —ePee eVYe

Ill. WAVE-NUMBER SPECTRA

In this section we use the transfer functid8s and(9) to

derive the form of the wave-number power spectrum for both

excitatory and inhibitory populations. In Sec. 111 B head vol-
ume conduction is incorporated to allow comparison with

PHYSICALREVIEW E 66, 061905 (2002

scalp data. Note that the spectra derived are 1D projections

of the full 2D wave-vector spectrum, allowing comparison
with data obtained from 1D electrode arrays.

A. The cortical spectrum

The power at a givek andw is

Pa(k,®)=|pa(k,w)|*. (11
We integrate over one componentloto find the 1D wave-
number spectrum for a fixe@d. For the excitatory popula-
tion, this gives

Ptk = | |ulk,o)Fak, 12
18| LeGesP Zr dky w3
re |[1-LiGii| J-= k24?2
_|¢ﬁl| LeGesP 2 ™
re 11-LiGil 2Rd Vo2 +Kk2]|q?+ K2
(14

Similarly, for the inhibitory population,

Pk = | (ko Pk 19
ZFWk G “ak (16)
PR Gl T
18| LeGesP |? LiGisyT D¢?  dk,
re 11-LiGii| |LeGed J-=Di| |k2+q?2
17
_foo [K?r3+(1—iwlve)%? |A(w)|dk,
S N e P A T
(18
where
LiGisPén )2
Aw)=(— . (19
@)=\ =6y
We can write this as
Pi(kx,w)=A1|1+A2|2+A3l3, (20)
where
A(w)=|A|re/r, (21)
As(ky,0)=2|A[(1— w2 ya+ 13k 2 e,
Ag(ky,0)=|A|[raki+2r2k2(1— w?lv2) (22)
+(1+ 0?23t (23
(ke w)= | Kydky (24)
1he@)= = K2+ h22 K2+ g2
Lkeo)= | diy (25)
2 0) = 7oc|k2+h2|2|k2+q2|2’
(ko) = | dk, 26)
3o @ *°°|k2+h2|2|k2+q2|2’
h=(1—iw/yi)/ri~1/ri. (27)

The integralg24)—(26) are evaluated in the Appendix.

B. The scalp spectrum

In order to allow comparison with scalp EEG data, we
must incorporate spatial filtering of the signal by volume
conduction in the cerebrospinal fluid, skull, and scalp. Srini-
vasanet al. have derived a scalp transfer function using a
four-concentric-shell volume conductor model of the head
[40], the four shells being the brain, cerebrospinal fluid,
skull, and scalp. The function is calculated in the wave-
number domain using a range of relative conductivities for
the four shells. These results may be incorporated into our
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model by introducing a volume conduction filter function

that attenuates short-scalektk,) potential variations

PHYSICAL REVIEW E56, 061905 (2002

C. Further considerations

There are two further considerations. First, we note that

[24,29. For many purposes the following are suitable ap-gyperimentally measured potentials are not separable into ex-

proximate forms:

2

F)= (28)
k2+k3
or
F(k)=e ko, (29

Srinivasanet al. presented their results in a plot of the head

citatory and inhibitory components, but are more likely a
linear combination of the fields of the two neuron popula-
tions[31]. Measured power is then given by

Pleo)= [ Webet WigPF(odk, (39

=W2P e+ WZP;+ 2W Wi Py, (39)

transfer functionT against the spherical harmonic degreewhere thew, represent the relative numbers of each type of

[40]. The quantityT? is the filter functionF in the present

neuron in the cortex, weighted by structural and orientation

nomenclature, and the spherical harmonic degree can be cofactors that affect their ability to generate observable poten-

verted to a wave number via the relation

_n(n+1)

2
k R?

: (30

wheren is the harmonic degree aft= 0.8 m is the radius of
the head. Fits of Eq928) and (29) to their model results
yield values ofko~10-15 m1. Additional uncertainties
arise from the fact that Srinivasaat al. assumed a uniform

tials. TheW, are assumed here to be independend aind

k. The quantitied®?, andP; are derived above, and the quan-
tity Pg; is incorporated numerically into the formulation of
the scalp power spectra using

o0

Pei(ky,w)=Re d)e(k,w)(ﬁr(k,w)l:(k,w)dky.
(40)

spherical head with a skull of constant thickness. The effect Second, we note that the form of the equations derived

on the spectrum of varying, over the range 5 m‘<k,

<30 m ! is investigated in Sec. IVB. We find that a pre-

liminary fit to data yields a value df, which is consistent
with the results of Srinivasaet al.

Using the filter function given in Eq28), the excitatory
power is given by

Pulkeo)= | |odk.o)PFkak, (3D
2
N g 32
with
B(ky,w)= \ﬁ(d—e)+ \ﬁ(e—c)+ \ﬁ(c—d),
c d e
(33
c(ky,w)=k3+q?, (39
d(ky,w)=k2+q*?, (35
e(k) =k2+k3. (36)
Similarly, inhibitory power is given by
ko= okoPFtodk,. (@7

allows the investigation of the wave-number spectrum for a
single fixedw. In experiments, however, it is a frequency
band that is observed. Thus, in order to obtain a theoretical
prediction which is comparable to the data, we need to inte-
grate the predicted spectrum over a corresponding band:

P(kx,wl,wz)zfsz(kx,w)dw. (41)

w1

Unfortunately Eq.(41) cannot be evaluated analytically be-
cause of the complicated frequency dependencg, sb all
integrals over frequency are calculated numerically below.

IV. EEG SPECTRA

In this section the 1D spatial spectrum derived from the
model is discussed and illustrated, and parameter and fre-
quency dependencies are investigated.

A. The spectrum

The form of the wave-number power spectrum was de-
rived from the model in Sec. Ill. Figure 2 shows the resulting
spectrum on the the scalp, i.e., including the effects of vol-
ume conduction. The parameters used are those given in
Table | for the awake eyes-closed condition, and the spec-
trum is integrated over the frequency range 0.5—40 Hz.

Four curves are shown in Fig. 2, representing the
weighted power contribution®V2P,, W2P;, 2W.W,P,;,
and their sunP. The sumP represents the observed power,

The integral in Eq.(37) is calculated numerically in what and in order to better understand it we qualitatively examine
follows, since its analytic form is too complicated to yield its component®,, P;, andP,;. We begin with the quantity

useful insight into its properties.

P.. Ignoring the effects of volume conduction for the time

061905-4
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10%
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FIG. 2. Wave-number power spectrum from E§8) derived
from the modelsolid line), for 0.5 Hz<f <40 Hz. Also shown are
the contributions from the excitatory ponAfiPe (dotted ling, the
inhibitory power W?P; (dashed ling and the power W/ WP,
(dot-dashed ling Parameters for all curves are given in Table I.

being, we concentrate on those factors in E) that de-
pend onk,:

©

dk,

o (42)

Pe(kx ,w)oc

We see qualitatively that fdt,<|q|, P, is constant, and for

k,>|q|, P. decreases according to a power law. The transi:

tion between these two behaviors occurkat|q|, and for
convenience shall be termed the excitatory knee. It is there-
fore the parameters ig? which dictate the position of this
knee.

The precise nature of the power-law decrease Kpr
=|q| is derived as follows: rewrite thke,-containing factor
in Eq. (14) as

Im[ g2+ k2]

(eI @

Pe( kx) =

TABLE |. Parameters used in the model for each of the arousal

PHYSICALREVIEW E 66, 061905 (2002

Now, for largek,,

2 2
Im[\/q2+k)2(]:lm[kx 1+ %”:"nz(f ), (44)
giving
1 Img® .
Ky) o ——=k 3.
Pe(ky) ) K x (45)

Consider now the effects of volume conduction. The filter

function F(k), from Eq.(28), is approximately constant for

k,=<ky, and has a slope that quickly increases-ta atk,
~kp, and gradually increases froml to —2 over the range
ko=k,=5ky, and has a constant slope 62 for k,=5k.

Combining the above, we find that the slope of the exci-
tatory spectrumP, is 0 for 0<k,=|q|, then quickly in-
creases to- 3, where it remains folg|<k,=<k,, and gradu-
ally increases from-4 to —5 over the rangé,=<k,=<>5k,
and is constant at-5 for k,=5ky. This assumes th&,
>|q|, which is true over the frequency ranges considered
here. In the cas&,<|q|, the slope of the excitatory spec-
trum P is 0 for 0<k,=<kg, then quickly increases te 1 at
k,~ ko, gradually increases from1 to <—2 for ko=<k,

=<|q| and from>—4 to —5 for |q|<k,=<5k,, and is con-
stant at—5 for k,=5k,. The second sequence of slope mag-
nitudes is easily determined from the first, so we assume
ko>1q| in what follows.

We now turn our attention to the qualitative behavior of
P; . Equations(24)—(26) show that thek,-dependent part of
Pi is

dky
K+ 02K+ h2

Pi(ky, @) f (46)

states investigated. The parameters were chosen based on both
physiological considerations and previous work using this model, a§0llowing the analysis oP., we would expect constar;

discussed in Sec. VI.

Parameter Eyes closed Eyes open Sleep Unit
to 0.07 0.07 0.07 s
le 0.08 0.08 0.08 m
ri 0.0001 0.0001 0.0001 m
Y 10° 10° 10° st
Ye 200 180 100 st
a=pl4 40 75 50 st
Ges=Gis 3.9 1.0 5.3
Gse 2.6 1.0 0.1
Ggr -3.0 -1.0 -0.1
Grs 0.6 -0.1 7.0
Gee 6.2 4.0 6.0
G; —-10 -3.4 -5.0
Gre 0.3 0.5 5.1
Gqn 5.0 2.8 0.2
W,=1-W, 0.95 0.93-0.97 0.95
Ko 25 25 25 m?

for low k,, and a power-law decrease at highgr, with
knees at wave numbers dictated by the magnitudepasfd

h. From the curveP; in Fig. 2, we see that the effect of the
knee at|q| is negligible compared to the corresponding ef-
fect onP,. Fork=|h|, the form of P; is k; *, following
from the analysis foP,.

Including the effects of volume conduction, which are ex-
actly the same as fdP., we find that the slope of the curve
P; is 0 for 0<k,=<kgq, increases from-1 to —2 over the
rangekO k,=|h|, and is—5 for k,=|h|.

Next, we consider the quantiy,;, which is intermediate
in character betweeR, and P;. It retains the features of
both these curves; i.e., has knees at eadlglofk,, and|h|,
with the power-law exponent varying from zero at I&wto
-5 atk,=|h|.

Finally, we deduce the behavior of the measurable power
P, which is simply the weighted sum of the above three
quantities. As such, it is constant for loky (k,<|q|) and
k> for highky (ks=|h|). At intermediate values df,, the
measured power simply follows the shape of whichever of
Pe,Pi, or Pgj is dominant. There are many more excitatory
neurons than inhibitory ones, and they are aligned to give a
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stronger signal41]. ThusP, dominates at large scaléew 10t e=

ky). The quantityP,, however, is the first to diminish ds 7 102} ()
increases, hence domination switchesP{oat some point, : 10°

which we designaté,;. The value ofk,; primarily depends T 1072

on W,, r., and the frequency-dependent factorsPip and 1074

Pi 1 10 100 100010000 1 10 100 100010000

ke

Combining all the above considerations, we find that the
spectral power decreases with wave number according to the
power law

P(ky,wy,w5}

P(kXlein)mk;gn (47)

1 10 100 100010000 1 10 100 100010000
ke

with g~0 for O<k,=<|q|, 0=g=3 for |g|sk,=<k,, 1=g

<5 for ky=k,=<Ke;, 1=g=2 for koj=k,<|h|, andg~5 _ o2 TR ®
for k,=|h|. ol N\

The inequalities result from the fact thBtis summed, ; 132 \\\\t\\
and the value taken depends on the r&tig/W;, and onw, * D 12_4 R
and w,, which we investigate more fully in Sec. V B. Note 1 10 100 100010000 1 10 100 100010000
that the varying contribution from the head filter function kx ke

F(k) as ky mcrease_s from belowolto above ¥, has been FIG. 3. Dependences of the power spectrum on individual pa-
included. The locations of the various knees can be roughlyameters for the frequency range 0.5<<40 Hz, with other pa-
approximated agq|~1/re~10 m*, ko=25m * [24,40, rameters fixed at the values in Table I. Solid, dotted, dashed, dot-
kei=50 m*, [h|=~1/r;j=10°> m~*. For the spectrum shown gashed curves are used in order of increasing magnitude of the
in Fig. 2, only four of the five zones are clearly distinguish- parameter being varied. Values ate) 5 cm<r.<10 cm, (b)
able, withg~0, 3, 2, 5, and only a slight hump &, 1505 '<y,<250s?!, (c) 5 m <ko,<30 m?%, (d) 0.92<W,
=25m L. <0.97,(e) 0.1 mm<r;<0.5 mm, andf) 1<G,,<10.

To relate these results to experiments, one must remember _
that k,<7 m™* on the cortex corresponds to scalp wave-'S relatively weakly qepende_nton them, except at sharp spec-
lengths larger than 60 cm, the approximate circumference otf]f’ll hresonances, Wh'ChI are ;Ptegrgted Over in ;Hny case. Two
the head, and as such is not relevant in practi€his esti- Oh t. em,G%S andG;; ’hisq ?j ect tde powefr at o dge {0
mate is calculated using a cortical folding parameter of 1_§aneérpt?ontr| ution to thé,-independent prefactors in bok,

) . i

[24] to a_clcount for the convolg'uons in the corfeRlso, k, We next examine the spectral dependence on the head
>10* m~ ! corresponds to cortical wavelengths smaller thanrilt

S : S > er function. The quantityk, is varied from 5 m? to
0.6 mm, which is approaching the limit of validity of the 34 ;-1 i, Fig. 3(0),qthe apyprooximate range of values de-

theory, since the model averages over scales smaller than@-aq from the work of Srinivasaat al. [40]. As kg in-
few tenths of a millimeter. Thus, it is primarily the region ¢reases, the onset of the additional filtering is shifted to

7 m1<k,<10* m ! that is of interest here. higherk,, and the overall slope of the region 10 <k,
<100 m ! decreases.
B. Parameter sensitivities Figure 3d) shows the effect of varyingV, from 0.92 to

. . . . ...0.97, which affects,;. Indeed, ad\, increases, the transi-
In this section we examine how the spectrum varies Wlt%

i "tjon from high to lowg at around 100 m! shifts to higher
each of the model parameters, concentrating on those whi

. . ) x» With no transition at all in the limiWw,=1.
most affect the indexy as given in Eq(47). The effects of Figure 3e) shows the effect of varying from 0.1 mm to

Fe, Ve k.O' We. I, andGs, are shown in Fig. 3, the others 0.5 mm, which decreasds| and consequently moves the
briefly discussed. In each frame, all parameters other thei?]hibitory knee to lowelk
X

that being va_ried are fixed at the va_lues in Table I, and pos- The gainGg,, represents input to the thalamus from sub-
sible correlations between changes in parameters are not copp sn

. . alamic regions, and is increased from 1 to 10 in Fid).3
sidered. The reasons for each choice of parameter range A& axternal input to the syster@., is increased, overall
discussed in Sec. VI, and lie near the values in Table I. sn '

We first investigate the parameters which affect the axciPower is increased. This is reflected mathematically in the

tatory knee; i.e., those which significantly influengg. Fig- fact thatGs, appears only in thé-independent factors in
ure Ja) shows the effect of varying, from 5 cm to 10 cm. Pe',l'r?grgr?]ili:;]eiin.g model paramete@,,, G.., G... G
. . res ser Sr» rs»

gsl(r)svlgrcliealsi?gtqua%eb(;rgr?(s)\?vz ?r:‘g g;fzcetnglt\?;or;)i/n;nifomovesandto, have only minor effects on the spectrum, particularly

X" e i i 7 -1
150 s ! to 250 s'1. The knee moves to lowek, as|q| is in the range of interest 7 i<k, <10* m™".
decreased, and the power increases. The remaining param-
eters that appear in Eq10) are a, Gge, Ges, and G;; .
These also affect the excitatory knee, either by a slight shift We now turn our attention to the interplay of spatial and
or by sharpening it; however, the effects are minimal siice temporal frequencies in the brain. The existence of a rela-

C. Spatiotemporal relationships
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FIG. 4. Spatial spectra at 5 Hzolid), 10 Hz (dotted, 15 Hz FIG. 5. Wave-number power spectrum for awake, eyes closed,

(dashed] 20 Hz (dot-dashel] and 25 Hz(triple dot-dasheq using  for 0.5 Hz<f<40 Hz. The theoretical spectrum derived from the
the parameters in Table I. There is a general trend to decreasiri§odel, using parameters for eyes closed in Taliolid ling), and

total power with increasing frequency; however the trend is notscalp data recorded by Shaw from four subjects awake, eyes closed
monotonic since the curve at 10 Hz lies above that at 5 Hz. (broken lineg.

tionship between the two is verified by inspection of Fig. 4 independent factor of about 2. Thus, we expect the slope of

which shows the theoretical spatial spectr(88) at the five 'the spatial spectrum in the regipm| <k.<ke; to be greatest

frequencies 5 Hz, 10 Hz, 15 Hz, 20 Hz, 25 Hz. Parameterfor Small values ofg|.
are for the eyes-closed state, given in Table I. Previous work using this model has shown that small val-

We first note that the qualitative form of the spectrum isUes of|q| correspond to peaks in the frequency spectrum
the same over thé bands; i.e., there is always a ldw- [29]. We would therefore expect the slope of the wave-
plateau followed by a number of roughly power-law de_numbe_r spectrum to have maximums at the frequencies of
creases irP(k, ,w) with varying exponents, as discussed in P€aks in the frequency spectrum.
relation to Fig. 2. There is also a general trend to decreasing A More detailed exploration of the frequency dependence
power with increasing frequency: however the decrease i8f the power-law exponerg is defered to the following sec-
not monotonic since the spectrum at 10 Hz lies above that 4{0N: where it is compared with experimental data from a
5 Hz. In fact, the total power fluctuates with frequency in thedifferent study.
same way as the temporal frequency power spectrum. That
is, for the eyes-closed case, maximums in power occur at V. COMPARISON WITH EEG DATA
multiples of the resonant alpha frequency at 10 Hz, superim-
posed on a background of decreasing power with increasingu
frequency. Indeed, in the eyes-open caset shown the
power maximum at the alpha frequency is greatly dimin-
ished, and in sleegalso not showhn the maximums are

In this section the theoretical scalp wave-number spec-
m is compared with data obtained from recordings by

Shaw[22], for both the awake eyes-closed and awake eyes-
open conditions. The predicted spectrum for slow-wave sleep
is also presented, although we could find no published data

sh!fted fo~5 HZ’ 15 Hz, etc., corresponding to theta andfor comparison. The model parameters used for each of the
spindle peaks in the sleep frequency power specidizi various states are listed in Table |
The background of decreasing power is related to the action '

of the dendrites as low-pass temporal frequency filters, and is
minimized by increasing the parameter
We have established that the spatial power spectrum de- Shaw [22] used a circular 1D montage of 31 equally

pends on frequency, and in fact Idw and loww are corre- spaced electrodes placed around the head in a horizontal
lated via the wave dipersion relation. We now investigate theplane passing just above the ears, to record the EEG wave-
f dependence of the region of power-law decreagewhich ~ number spectra of four subjects, with a single reference elec-
starts at the excitatory knee. Ignoring volume conduction foitrode on the crown of the head. Shaw removed the effects of
the time being, the cortical powd?, is given by Eq.(14), the active reference electrode on the recorded signal by sub-

A. EEG spectrum

with k, dependence given by tracting the spatial average from the data. The array circum-
ference was=60 cm, with interelectrode spacing &f2 cm,
Po(ky, ) L[ Re(\g?+k2) |+ K2[]. (48 giving a wave-number range 7 th<k,<100 m !, incor-

porating a cortical folding parameter of 1.84], and using
The derivative ofP4(k,,w) with respect tdk, is of the form  the Nyquist wave number as the upper bound. Recordings
were made from the subjects in both the awake eyes-closed
dP, —k, and awake eyes-open conditions.
(49 Both theoretical and experimental spectra are shown in
Figs. 5 and 6 for the eyes-closed and eyes-open conditions,
respectively, with parameters for the theoretical curves given
which decreases in magnitude with increadigigfor a given  in Table I. Both theoretical and experimental spectra Have
k.. Including volume conduction simply adds a frequency=0.5-40 Hz.

ak s a2in’
X |kx+q|
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FIG. 7. Dependence of the power-law indgrn frequency for

kx (m_1) thg awake, eyes-closed conditiqn. Theoretical results ar.e obtained
using parameters from Table(golid ling), and mean experimental
FIG. 6. Wave-number power spectrum for awake, eyes open, fofesults are from four subjectbroken ling. The indexg is greatest
0.5 Hz<f<40 Hz. The theoretical spectrum derived from the @ multiples of the alpha frequency of 10 Hz, and decreases with
model, using parameters for eyes open in Tablsolid ling), and  increasing frequency.

scalp data recorded by Shaw from four subjects awake, eyes open ) ) . ) )
(broken line. again calculated using linear regression, with a fixed end

point atk,~40 m 1. The start point, however, was allowed

For the eyes-closed spectra in Fig. 5, there is good quali© vary to reflect the fact that the onset of the power-law
tative agreement between theory and data. Shaw noted th@ecrease is itself a function of frequency. The onset was
the power-law relationshipt7) holds, and calculated the av- taken to be the point at which the instantaneous slgee was
erage experimental exponent in the range 7'mk, halfway between the value a,=0 and atk,=40 m-.
<42 m ! to be g=3.0=0.4[22]. A theoretical value oy ~ Comparing the theoretical results with the data, we see that
=2.7+0.5 was calculated using linear regression over thdhere is good agreement: firgthas maximums at multiples
same range, where the estimated error includes uncertainti€§ the resonant alpha frequency, and second, there is a trend
due to varying the range of the linear regression. to smallerg with increasing frequency. Below 8 Hz there is a

The eyes-open spectrum, seen in Fig. 6, is very similar tgrarrowing of the theoretical peak relative to the experimental
the eyes-closed one, but has a slightly shallower slope. Thef¥€- A possible source of this discrepancy is an experimen-
is also good agreement between experiment and theor ally introduced error due to increasing phase differences be-
Shaw found a mean power-law exponent @f 2.3+ 0.3, ween recording channels as the lower cutoff frequency of
which agrees well with the theoretical value@f 2.3+0.3  the analog band-pass filters is approached, as discussed by
over the samé, range. Shaw([22]. The channels’ low-frequency responses were not

For both eyes closed and eyes open, Shaw assumed tﬁgrrected for this (_effe({l22], howeve_r we would not expect it
exponent in Eq. (47) to be constant for ak,>0: however to influence the slgnal at frequenm_es as large as 8 Hz.
he recognized the reduced slope of the spectra at ldgger W& next examine the work of Wingeiet al. who imple-
(>40 m ) and attributed this to experimental error, citing Mented & spherical harmonic analysis of awake, eyes-closed
as possible sources spatial aliasing, noise, and imprecision REG from six subject§23]. They plotted the ratio of the
electrode placement. Our model suggests that the reductidifer in low wave numbers to power in high wave numbers,
in slope is a real phenomenon, occurring as the power in th&/hich acts as an approximate measure of the slope. Power
inhibitory neuron population becomes larger than the rapidl)f,at'o was plotted against temporal ,ffeq!*e”cy a}t 1 Hz resolu-
diminishing excitatory neuronal power. For the data aboveio: @nd the results are shown in Figlap Figure 8b)

40 m~*, Shaw did not calculate the slope of the spectrum. ashows the t_he(_)retlcal curve from Fig. 7. The Wingeier results

linear regression analysis of this data in the range 42 m agree qualitatively with thos_e reported by S.h@?@] and

<k,<100 ! givesg~1.5 for both eyes closed and open, those presented here. That is, the power ratio is greatest at

which falls within the theoretical range of from Eq. (47) the alpha frequency 10 Hz, with a p.OSS'bIe second peak at 20

for the corresponding wave numbdes <k, < |h| Hz, and an overall decrease with increasing frequency. We
X .

If we removed the effects of volume conduction to exam->¢€ that the width of the peak at 10 Hz varies with each

ine cortical power, the slopes of the spectra abdye individual.

- . Further experimental evidence for a maximum gnat
~25 m ! would be reduced, with the greatest effect kyr . ,
~5k,. That is, the portion of the spectra akg<k, < |h| around 10 Hz is provided by Nun¢24,43. Nunez recorded

2D EEG data which yielded an approximate ramge3 -5
would be flattened to a plateau, and the slopekat |h| ; o
would be reduced frony=5 to g=3. for frequencies at 8.0 Hz and 9.5 Hz, indicating @alue at

these frequencies which was elevated from the base value of
g=2-3. These ranges gfcorrespond closely with the the-
oretical ranges fofq|<k,<ke;, Eq.(47).

For the eyes-closed state, Fig. 7 shows both the theoreti- We now turn our attention to the results for eyes-open
cal and experimental slopes. The parameters used in deriv&EGs. Figure 9 shows both the theoretical and experimental
tion of the theoretical curve, given in Table I, are the same af24] power-law exponents for eyes open. The parameters
those used for comparison with the same four subjectdised in derivation of the theoretical curve are the same as
power spectra in Fig. 5. From the theory, the valugefas those used for comparison with the same four subjects’

B. Frequency dependence of
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@ 3 FIG. 10. Predicted dependence of the expomgemt frequencyf
2 for slow-wave sleep. Theoretical results are produced using param-
1 eters from Table (solid line). Also shown are experimental data for
0 10 20 30 awake eyes closedlotted ling and awake eyes opddashed ling
f (Hz) Peaks shift toward® and spindle frequencies, which dominate in

leep.
FIG. 8. Frameg(a) shows the frequency dependence of the ratioS eep

of power in low wave numbers to power in high wave numbers,
recorded by Wingeieet al. from six eyes-closed subjects. The ex- State. We could not find any data in the literature for spatial
perimental ratios give a crude approximation to the expoment EEG spectra of sleeping subjects, and so use the theory pre-
Frame(b) shows the theoretical dependencegyain f for the awake,  sented here to predict the form of this spectrum, in particular,
eyes-closed state, the same curve as in Fig. 7. its dependence of Predicted spectral slope variation for
slow-wave sleep is shown in Fig. 10, overplotted with the
power spectra in Fig. 6. Comparing the theoretical resultgjata for awake, eyes closed and awake, eyes open.
with the data, the match is less convincing than for the eyes- Recall that peaks of should occur at frequencies which
closed state, however we do find gOOd agreement, espeaalebrrespond to peaks in the tempora| frequency power spec-
for f>5 Hz. The divergence between theory and data belowrym. For the predicted sleep curve, peakg tcur between
5 Hz may be explained by low-experimental error, as dis- peaks in the awake curves, at about 3 Hz and 12 Hz, i.e., at
cussed in relation to the eyes-closed case. The divergenggeta and spindle frequencies, which dominate in slow-wave
between the curves dt>25 Hz may indicate that the form sleep[29,42.
of the head filter function in Eq.28) needs to be adjusted.
Alternatively, th_e experimentaj may be artifically lowered VI. PARAMETER CHOICE AND EXTRACTION
by not accounting for the varying onset of the power-law
decreases; e.g., the value could incorporate both the legiti- The parameters used in generation of the theoretical
mate decrease in power and a portion of the lgwpower  curves are given in Table 1. We now discuss the validity of
plateau. There is a possible indication of a similar effectthe particular values chosen, and their relative magnitudes in
between theory and data above 28 Hz for the eyes-closdtie different brain states. The parameters in the top section of
case. More experiments need to be done in order to distirthe table do not vary between states; the range parameters
guish between these two possibilities. represent the physical extent of the neurons, and there is no
We remark that the peak ig at the alpha frequency is evidence for these changing dynamically. The corticotha-
lower and flatter than for the eyes-closed condition. Mathdamic loop timet, and inhibitory dampingy; have been set
ematically, this results from the larger values|qgf in this  as constants because of the lack of evidence to the contrary.
case due to the different parametrization. Physiologically/ndeed, both the spectrum and expongrare insensitive to
this reflects the diminishment of the alpha rhythm in thechanges iny; until it is decreased by four or five orders of
eyes-open EEG. magnitude. The loop timé, should be approximately con-
The theory is not limited to eyes-closed and eyes-operstant, however it may change under halothane anesthesia
waking states, and we now extend it to explore a sleepin§24], and future experimental work using this drug could
provide a test of the model.
4 The middle section of the table shows those parameters
which vary between states. These reflect values and changes
which have been independently determined using this model
in the time domaii34], and by physiological considerations.

2 7"'
For example, fitting the model to EEG data obtained from
1 100 subjects with eyes closed and open showed a statistically
0 10 20 30 significant decrease in the excitatory damping parameter

for eyes open compared to eyes cloggd]. Similarly, there
was a significant increase i, and significant decreases in

FIG. 9. Dependence of the power-law indgen frequencyf for ~ the composite quantitie§, G, and Gs,G,s. These trends,
the awake, eyes-open condition. Theoretical results are obtaineghich are reflected in Table I, were also independently re-
using parameters from Tablédolid line), and the mean experimen- produced by EEG simulation in the time domain using this
tal results are from four subjectbroken line. model[32]. This simulation also indicated th&,. and G;;

f (Hz)
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are reduced in magnitude for eyes-open EEG, and @hat A fuller parameter investigation indicated those param-
and Gg, are increased. eters which most affect the spectrum. These include the
The actual values taken by various parameters lie withinange, feedback, and head filtering parameters, and the rela-
the range determined by both the EEG fits and the simulative contributions of the two neural populations. An impor-
tion. Certain combinations of these parameters, termeeant outcome of this analysis is an estimation of those param-
X,y,z, have been shown to be robust measures of the braigters which are otherwise ill constrained; in particular, the
state[32], wherex=Gee/(1—G;;) provides a measure of wave numbers which are filtered out by the head, and the
cortical activity,y =(GeGset GeGsiGre)[[(1~Gs/Gys) (1 relative contributions of the two populations to observed
—G;;)] provides a measure of corticothalamic activity, andscalp power.
z=—aBGgGs/(a+pB)? provides a measure of thalamic  The existence of a power-law decrease in power for the
activity. For eyes closed and eyes open, respectively, froriange 7 mi<k,<40 m ! was confirmed by experimental
Table I, we havex=0.56,0.91, y=0.22,0.13, z=0.29,  data collected by Shaj2], and the value of was in agree-
—0.02, which corresponds well with other stud{@2,34.  ment for both eyes closed and open. To verify the theoretical
For the sleep curves, the parameter values were taken dredictions at smaller scales, experiments with smaller inter-
rectly from a slow-wave sleep simulation, wik+ 1.00, y electrode distances need to be performed.
=—0.27, andz=0.16. As stated above, the exponenalso depends on temporal
The bottom section of the graph shows those parametefgequencyw, with maximums ing coinciding with peaks in
which could not be well constrained by other considerationsthe frequency power spectrum. An analysis of this frequency
namely, the head filter constaky, and the relative contribu- dependence for the range 7 f<k,<40 m ! and 0.5 Hz
tion of the excitatory populatiohV,, where we have taken <f<30 Hz yielded good agreement with Shaw’s data for
We+W,;=1 for convenience. The parametey was limited  both eyes closed and open. The exponent also agreed with
by consideration of the head volume conductor model develdata collected by Nune24]. For eyes closed, the slope had
oped by Srinivasaret al. [40] and the contribution of the a large maximum at the alpha frequency, 10 Hz. This peak
excitatory population is known to greatly exceed that of thewas much diminished in the eyes-open spectrum, which re-
inhibitory population. The present study, however, allows usiects the phenomenon of alpha blocking in the temporal do-
to more precisely extract these parameters by fitting thenain. Also, increasing frequency led to a decrease in total
theory to the data, with the other model parameters conpower, which relates the established temporal mechanism of
strained as discussed above. We conclude that the head filtefendritic low-pass filtering to the spatial domain, underlining
out wave numbers abovie~25 m !, which is consistent the link between spatial and temporal activity and establish-
with the model results of Srinivasaet al. Also, the excita- ing the relevance of understanding the wave-number behav-
tory neurons contribute- 95% of the measured signal due to jor of the brain.
their higher prevalence, their structure, and their aligned ori- The frequency dependence of the expongrbr slow-
entation. wave sleep was predicted, with maximums shifted to fre-
quencies corresponding to theta and spindle spikes, which
VII. SUMMARY AND DISCUSSION are known to occur in slow-wave sleep. In order to confirm
these predictions, relevant experimental data are required.
We have used our existing neurophysical continuum |et us consider now the model itself. It has been used
model of brain dynamics to explore the EEG power spectrunpreviously to accurately model the temporal power spectrum
in the spatial domain. We argue that this has two main benfor a variety of brain states. The relative wealth of data avail-
efits: insight into the spatial activity of the brain from a new gple in the temporal domain has provided ample validation
perspective, and the extension and validation of the modebf the theory. Here, we have shown that the same model can
We discuss each of these in turn. be used in the spatial domain. The parameters used for the
The scalp wave-number spectrum was found to consist dfifferent states were taken from previous studies, and shown
a lowk, plateau followed by a power-law monotonic de- to produce results which fit the data. We have confirmed that
crease of the fornP=k, ¢, whereg depends on botk, and  changes in brain state, such as eyes-open, -closed, or sleep,
w. Thek, dependence of offers insight into which neural can be modeled by a simple change of parameters, a fact
populations and brain parameters dominate the activity alvhich underlines the unity of brain function. That is, differ-
different scales. At large scalek,&|q|), excitatory contri-  ent states of arousal are simply attributed to a change in
butions to measured power dominate because of the prevéhalamocortical gains, and their description can be unified
lence of excitatory neurons, and their structure and aligninto a single theory such as that explored here, rather than
ment. At slightly smaller scalesk{=|q|), their dominance the approach typically used in the past whereby different
diminishes. For still smaller scaleg,&kg), scalp power is aspects of cortical activity were explained by quite different
further reduced by the filtering out of small-scale activity by models.
the cerebrospinal fluid, skull, and scalp. At even smaller The version of the model used here is infinite, and thus
scales k,=kg;), the excitatory power is so diminished that ignores any possible contribution to the spectrum by cortical
the power in the inhibitory population dominates. This in boundary conditions. Boundary conditions have been shown
turn is reduced at scales approaching that of the inhibitorypreviously to have very minor effects on the cortical dynam-
neural range; (k,=|h|). For smaller scales than this the ics produced by this model under most circumstances, with
continuum approach is no longer valid. the exception being for weak cortical damping. In any case,
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finite model dynamics would be expected to differ from in- " K2dk
finite ones only at the largest scales, so the bulk of the spec- |2(k,w)=J 5 5 y Z 5
trum would remain unchanged. A possible extension of this - (kj+c)(kjy+d)(ky+m)(ky+n)
work would be to investigate these large-scale effects. 1
C\[E(c—d)l(c—m)l(c—n)l

In conclusion, the spatial spectrum has been theoretically
derived and shown to reflect activity in the temporal fre-
guency domain. The results have been shown to agree with

=T

the available data, although such data are limited and further _ E PN STV DTN |
: : dy/5(c—d)"*(d=m)~*(d—n)

experiments with extended frequency and wave-number d

ranges are needed. The wave-number analysis could be gen-

eralized to two-dimensional spectra, rather than their one- +m\/>

dimensional projections, thereby allowing comparison with

%(c—m)*l(d—m)*l(m—n)*1
1

data obtained from 2D electrode arrays. The 1D wave-
number analysis has been integrated into an existing frame- -n \ﬁ(c_n)l(d_n)l(m_n)l
work which describes and explains many disparate aspects of n '
brain behavior.
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APPENDIX: EVALUATION OF INTEGRALS IN
DERIVATION OF CORTICAL P; \ﬁ ) L L
+\/=(c—d)"(d—m) *(d—n)"
The integrals(24)—(26) can be evaluated using the rela- d(C )7 H(d=m)(d=n)
tion |z|?>=z7* for complexz. This gives I
_ (A —1/q_ -1 _ -1
. k‘y‘dky \[m(c m) ~(d—m) “(m—n)
—= (ky+c)(ky+d)(ky+m)(ky+n) 1
+ ﬁ(c—n)‘l(d—n)‘l(m—n)‘l, (A3)
1
= —02\ﬁ(c—d)‘l(c—m)‘l(c—n)‘1
c .
with
+d? \/E(c—d)‘1 d-m)~Yd—n)?
d ( c=k;+a?, (Ad)
2 1 -1 -1 -1 _ 2 *x2
—m?\[—(c—m) H(d—m) H(m-n) d=ki+qg*%, (AS5)
, 1 1 1 1 m=k2+h?, (AB6)
+n ﬁ(c—n) (d=n)"*(m—n) |,
(A1) n=k2+h*2, (A7)
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