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Sonoluminescence is the phenomena of light emission from a collapsing gas bubble in a liquid. Theoretical
explanations of this extreme energy focusing are controversial and difficult to validate experimentally. We
propose to use molecular dynamics simulations of the collapsing gas bubble to clarify the energy focusing
mechanism, and determine physical parameters that restrict theories of the light emitting mechanism. In this
paper, we model the interior of a collapsing noble gas bubble as a hard sphere gas driven by a spherical piston
boundary moving according to the Rayleigh-Plesset equation. We also include a simplified treatment of ion-
ization effects in the gas at high temperatures. The effects of water vapor are neglected in the model. By using
fast, tree-based algorithms, we can exactly follow the dynamics bjpaéticle systems during the collapse.

Our preliminary model shows strong energy focusing within the bubble, including the formation of shocks,
strong ionization, and temperatures in the range of 50 000—500 000 K. Our calculations show that the gas-
liquid boundary interaction has a strong effect on the internal gas dynamics, and that the gas passes through
states where the mean free path is greater than the characteristic distance over which the temperature varies.
We also estimate the duration of the light pulse from our model, which predicts that it scales linearly with the
ambient bubble radius. As the number of particles in a physical sonoluminescing bubble is within the foresee-
able capability of molecular dynamics simulations, we also propose that fine scale sonoluminescence experi-
ments can be viewed as excellent test problems for advancing the art of molecular dynamics.
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I. INTRODUCTION “bounces” back to a much larger size. At some point near
the minimum radius, the resulting internal “hot spot” can
release a burst of light. While the basic bubble collapse dy-
As a gas bubble in a liquid collapses, the potential energyamics can be observed for a variety of gas and liquid com-
stored during its prior expansion is released and stronglyinations, light emission typically requires the bubble to con-
focused. The extent of focusing can be so great that a burghin sufficient amount of a noble gas, and works particularly
of light is emitted at the final stage of collapse. This procesgyg|| in water.
can be driven repeatedly by exciting bubbles with a sound  the mechanism of light emission from the gas is not un-

field, and the resulting transduction of sound into light is yor5t00d, not much is known about related quantities such as

known as spnolumlnescen(:ﬁL) [1-6]. . ) Reak temperatures, pressures, or levels of ionization.
Sonoluminescence can be observed in dense fields of trah-

sient cavitation bubbles produced by applying intense sound

to a liquid, or in a periodic single bubble mode which allows

more detailed experimental observations. In single bubble Itis known that the mechanical conditions during collapse

SL, a single gas bubble in the liquid is created and periodiof a common gas bubble in water are quite extreme: as the

cally driven to expand and collapse by an applied soundubble reaches submicron diameter, the bubble wall experi-

field. The bubble begins its cycle of evolution as the lowences accelerations that exceed§0and supersonic
pressure phase of the sound field arrives, causing it to exparghanges in velocity that occur on picosecond time scales. In
to a maximal radius. As the applied acoustic pressure inerder to understand how this affects the state of the internal
creases, the bubble begins to collapse, first reaching its angas, the standard approach is to apply continuum fluid me-
bient radius and corresponding ambient pressure and internahanics. Some models assume that pressure and temperature
temperature, and then radially collapsing further, with theare uniform inside of the collapsed bubllg] while other
bubble walls falling inward driven by the rising external fluid theories calculate the effects of imploding shock waves
pressure. The collapse accelerates rapidly, until gas trapp¢8,8—10. Various fluid models have been applied both at
inside the bubble is compressed and heated to a pressure timatndissipative(Euler equations and dissipative(Navier-
ultimately halts and reverses the motion of the bubble wallsStokes equationdevels of descriptiof11-14.

Thus the bubble reaches a minimum radius, and then rapidly All these fluid approaches are limited in their predictive
power by the need to represent transport processes and the
equation of state. Under such extreme flow conditions, little

*Email address: sruuth@sfu.ca is known about these effects and one is forced to extrapolate
"Email address: barry@math.ucla.edu from known forms. The net result is that the modeling pre-

A. Background

B. Limitations of hydrodynamic models
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dictions directly reflect these assumptions. This is not satisminescence, including multiple species, asymmetric bubbles,
factory for the purpose of understanding what actually oc-and chemical reaction, has also been carried out in Refs.
curs within the bubble. [19,20. In Ref.[19] the evolution of an argon gas bubble is
An especially fundamental limitation of continuum me- considered. The interior of the bubble is simulated according
chanical approaches is the assumption of local thermodyto a molecular dynamics model. The bubble wall dynamics
namic equilibrium, i.e., it is assumed that the macroscopidollows the Rayleigh-Plesset equation so that the gas and
fluid variables do not change much over molecular lengtHiquid dynamics are coupled by the pressure at the bubble
and time scales. Although the bubble starts out in such aall. The boundary between the gas and the liquid is as-
state, its subsequent runaway collapse ultimately leads to sumed to give energy conserving specular collisions. The
regime where this clearly does not hold. In this state, fromauthors conclude in Ref19] that “the MD simulations pre-
which the ultraviolet picosecond flash of light is emitted, onedict steep compression waves and also shock waves in col-
can question the basic applicability of hydrodynamic modelslapsing bubbles as do comparable continuum approaches.” A
key difference between these simulations and our own is that
C. Molecular dynamics modeling Refs.[19,20 simulate typical (1& particle bubbles using
We propose to remove the assumption of thermodynami(r:' ard sphere particles which each represent tensundreds

o S of thousands of atoms. Particle dynamics must therefore be
equilibrium, and also eliminate the controversy over the cor-

. . modeled using scaled atomic properties. However, the simu-
rect equation of state, by using molecular dynamied) : . Co )
; ) . e ._lations described in this paper use the standard atomic prop-
simulations of the gas dynamics within the bubble. In this .~ ~. . . : )
) ) . erties(including a dependence of particle radius on relative
approach, we directly apply Newton’s laws of motion to the =~ .
. ; . . collision speeyl The bubbles studied here are therefore
gas molecules, including as much detail as is desimd « » ;
. - ._smaller than the “standard” SL bubbles but in fact are com-
practica) about the molecular collisions and related atomic

. ; i : > : . “parable in size to SL bubbles that form at 10 MHZ5].
physics. V\./'th t_he |ncIu5|c_)n of sufficient det_all anc_j efficient Despite these fundamental differences, the temperature pro-
programming, it could ultimately allow the simulation of the

X o . files found in Ref[19] are in qualitative agreement with our
light emission process itself.

While the small length and time scales of sonolumines 2N adiabatic argon simulations in Sec. IV C. Both predict

cence present maior obstacles for hvdrodvnamic modelin rather sharply profiled temperatures, especially near the light
P jor Y yhar . . ghmitting hot spot(in contrast with recent uniform bubble
they actually make it ideal for molecular dynamics: prec'sely{heories—see Sec. DQuantitatively, it is more difficult to

because the final system is SO §mal|, it becomes possible 10 ke comparisons as the simulations in Hd®] do not
perform a complete MD simulation of the collapse. In fact, ider ionization and so naturally obtain temperatures in
sonoluminescence is somewhat unique in this regard. Usonsider loniza y P
. . X -~ excess of our own.
ally the systems directly simulated with molecular dynamics
are many orders of magnitude smaller—fewer particles, . _ L
shorter time scales—than the corresponding systems realized D- Predictive modeling goals and preliminary results
in experiments or in nature, and this gap is too large to be The overall goal of the MD modeling is to generate a
eliminated by increases in computing powds]. In con-  better understanding of the processes that result in energy
trast, the number of particles within the interior of a small SLfocusing during SL. This is to be accomplished through a
bubble is comparable to the number of simulation particlesiual approach of model prediction and model validation: we
that can be handled with current computational facilities. use the model to illustrate the phenomena that cannot be
For example, a typical SL bubble driven at 30 kHz has arexperimentally observed during the collapse, and also to
ambient radius of Gum and contains 2.2610' particles. make predictions that can be experimentally validated.
At the extreme, SL bubbles containing on the order of sev- The basic experimental unknown in SL is the degree of
eral million particles have been observed in systems driveenergy focusing that is achieved inside of the bubble. For
at megahertz frequencigd6]. This compares well with example, the spectral density of light from helium bubbles in
simulations, where we have been able to compute the gagater is still increasing at wavelengths as short as 200 nm
dynamics of a 19 particle bubble collapse using a run time (energy exceeding 6 8Ywhere the extinction coefficient of
of a few days on a single processor workstation-grade comwater cuts off the measuremditi]. Related to the question
puter. Parallel processing simulations would make<10°  of energy focusing are the detailed questions of whether
to 100x 10° particle simulations feasible. As the number of there is shock formation within the bubble, whether there is
simulation particles reaches that in real systems, the remaiplasma formation, and what peak temperatures are achieved
ing computer power can be used to add in more complexiuring the collapse. For example, the most extreme theoret-
atomic physics, and thus allow more detailed study of thdcal estimates suggest that the interior may reach tempera-
processes involved. tures sufficient to induce deuterium-tritium fusif2i]. Over
We note that an interesting and related molecular dynamthe range of parameter space studied, shock formation and
ics simulation of a(planay piston driven shock wave in a strong ionization appear to be typical, and tbevestpeak
hard sphere gas has been carried out recently in[Réffand  temperatures found in our simulations are about 40000 K,
contrasted with the direct simulation Monte Carlo method.with the highest approaching 500 000 K. Our findings also
Also, since the completion of this papel8], it has come to indicate that boundary conditions strongly affect the interior
our attention that a molecular dynamics modeling of sonolumotion. With a low, fixed temperatur@.e., heat bathcon-
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dition the peak temperatures and internal gradients are highéne thermal boundary condition causes a spike with a dura-
than for adiabatic motion. tion that scales with the ambient bubble radius. This result
The nonintuitive effect, whereby a heat bath leads tosuggests that the flash width may scale with the ambient
greater energy focusing.e., higher peak temperatujgso- bubble radius. If valid, this scaling suggests that at high
vides an explanation of a key experimentally establishedcoustic frequencies~10 MHz) [16] the duration of a SL
paradox. Although helium and xenon have strongly differenflash could be about equal to or less than 1 ps.
physical propertiese.g., speed of sound and ionization po-
tential), their measured light emission is simil@2]. In fact, E. Outline of the paper
the speed of sound in helium is so high as to preclude the The outline of the paper is as follows. Sec. Il describes
formation of a shock wave in a collapsing bubbfethe  the model for the bubble collapse in detail. Section Il out-
adiabatic approximationThe low speed of sound in xenon |ines the principle algorithms used to evolve the hard sphere
facilitates the formation of an imploding shock wave. Whensystem. Section IV provides detailed results from our MD
the heat bath boundary condition is imposed on the Hejmulations. Finally, Sec. V contains a summary of our ob-
bubble, the smooth response to adiabatic forcing is replacegeryations, and lists interesting future areas of investigation
by a sharply focused profile that is similar in structure to thesuggested by our molecular dynamics modeling of sonolumi-

xenon bubble. nescence.
This is an appropriate point to comment on the existing
theories of sonoluminescence. All of these theolies., II. MODELING SONOLUMINESCENCE BUBBLES

Refs.[5,7,14) interpret the light emission as being due to
thermal bremsstrahlung from a transparent plasma. These In this section, we present our molecular dynamics model
views are confounded by the observation that SL is in manyor SL bubbles. The overall strategy is to model the system
cases accurately matched by a blackbody spectrum, whichs a spherical piston that compresses a gas of hard spheres,
implies an opaque emittd23]. Whether extensions of the with energy deducted from the system for ionization events
simulation to include photon-matter interactions will shedat higher temperatures. The details and motivations for this
light on this key issue remains an open challenge. Anotheare given in the following subsections.
shortcoming of the weak ionization theory of SL is that Xe
should emit 1000 times more strongly than He. This factor of
1000 contrasts strongly with the experimentally observed ) ] .
factor of about 422,24. The reason for this theoretical dis- We want to focus on the simulation of single bubble
crepancy is the difference in ionization potentials whichSonoluminescence, so that results can be compared to the
leads to an exponentially suppressed response from He. It Rest studied experimental SL systems. Such bubbles remain
interesting to note that our MD model with heat bath bound-SPherical during their collapsg25], and their behavior is
ary conditions leads to a spiked behavior for helium containarametrized by their ambient raditthe radius they have
ing bubbles. In this limit the peak ionization in the helium When at rest at the ambient pressuamd their maximum
bubble is not weak but about 1/5 of that of the xenon bubblefadius (the radius they attain when maximally expanded at
We also find that in the process of forming these steeghe low pressure point of the applied sound field _
profiles the gas passes through states where the mean freeWe cannot directly simulate all such SL bubbles, since
path is greater than the characteristic distance over which tH€y may contain several orders of magnitude more gas par-
temperature varies. See Sec. IV B. This is the regime idicles than our computational budget can accommodate.
which the validity of the continuum approach can be Typically, we can afford to do a calculation with some given
doubted. number of simulation particled\, and the question becomes
Akey experimental observable in SL is the duration of theNOW large of a bubble can we directly simulate. The ambient
light flash, or “flash width”[4], because knowledge of this adius,Ro, is related to the number of gas particlbis by the
puts constraints on the underlying mechanism of light emisideal gas equation of state

A. Model parameters

sion. This can be used as a validation point for any model or 4
theory. For example, volume radiation from a plasma will po(_ng =kToN,
yield a different flash width than surface radiation from a 3

blackbody. Since our simulations do not include fundamental

radiative mechanisms such as atomic excitation or chargedhereT,=300 K andP,=1 atm are the ambient tempera-
particle acceleration, our current MD model cannot directlyture and the pressure, ardis the Boltzmann’s constant.
determine the light emitting mechanism or the flash width.Thus we see that the fewer the simulation particles we use,
However, a prediction about the flash width can be obtainethe smaller the ambient size of the bubble being simulated.
from our calculation of the peak temperature as a function of Once the ambient size is determined by our simulation
time, assuming the light emission occurs while the peak tembudget, we are free to choose any maximum radius. For ex-
perature is high. See Ref12] for a variety of continuum perimentally relevant simulations, the maximum radijsis
calculations for the width of the temperature peak in argorchosen to yield the same ratio Bf,,/R, [ ~10] for the MD
bubbles. Our molecular dynamics simulations for muchsimulation as is seen in experimental SL bubbles. This is
smaller helium bubbles show that simple adiabatic compresaatural because this ratio is a measure of the available energy
sion does not produce a sharp temperature spike in time, bgtored in the expansion, since the stored energy/particle due
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to the work done by expanding to the maximum voluwhg 16
against the applied pressurg is el Pg
Po
PoVin _, - R B
—tloos: ~10}
N RO D.°
a8
B
B. Bubble collapse L o
Since the bubble remains spherical during collapse, its 4t o
boundary dynamics are described entirely by the radius as a s
function of time,R(t). We are concerned with energy focus- 2r afhsfa
ing processes and gas dynamics inside the bubble, and in this ob— . s .
spirit we will takeR(t) as being known. A convenient model 0 02 0.4 R/R 0.6 0.8 1
of the spherical piston that captures some qualitative features 0
of the supersonic collapse is provided by Rayleigh's equation g 1. plots of the adiabatic equations of state for the van der
(5] Waals pressur® and the computed hard sphere presgeygfor
3 helium, using the natural logarithm.
RR+ SR?=[Py4(R) = Pol/p, (1)
which is the minimum radius for random closed
packing[26].
with a van der Waals hard core equation of state
C. Gas dynamics
oRo” _
Py(R) = , (2) It has been observed that for SL in water, the bubble must
(R*-a%)?” contain sufficient amount of a noble gas. Thus in many

single bubble SL experiments, the water is first degassed to
y=5I3, wherea is the radius of the gas in the bubble when remove atmospheric gases, and then resaturated with a noble
compressed to its van der Waals hard coRy/@=10.1, 9as to produce pure noble gas bubbles. We will focus our gas
9.15, 7.84 for He, Ar, Xg p is the density of the surround- dynamic model on this system, since it is a frequent experi-
ing fluid, and the initial condition for the solution to E() ~ Mental model and also because it allows the simplest mo-
is thatR=0 whenR=R,,,. We emphasize that the derivation Ieculgr gas _dynam|cs models. Because the 9as 1S ”Ob"?' I
of Egs. (1) and (2) aprpn)lies only for small Mach number consists of isolated atoms that do not engage in chemical
motion and thus they are invalid as a fundamental theory fofeactions. Thus We can mOdeI I W'th 'S|mple gas particles
SL[22]. However, in our initial attempt to simulate SL with that have no r_otatlonal or internal \_/|brat|onal degrees of ffee'
molecular dynamics, we are interested in possible focusin om, and which do not engage in any chemical reactions
processes within the bubble and use of Hasand(2) as a ith the water walls of the bubble, even at elevated tempera-
launch condition appears appropriate since the resuR{ity tures. . : . .
reasonably approximates the gross bubble puls&hn . Molecqlar dynamics S|mulat|qns for §uch simple gas par-

Consistent with this approximation, viscous damping anti'des.fa" Into two broad categories, deflne_d by the way they

acoustic radiation have also been neglected. At the next lev feat interatomic _forces. The forces_can e|_ther be given by a
of simulation one should include a self-consistently deter-po'[em'aI that varies continuously W't.h rad|u§ from the atom
mined boundary condition on pressure at the bubble’s Wa”center( soft sphere), or by a potential that is a step func-

In this way, energy loss due to acoustic radiation is properl lon of radm;(“hard spherei). The Iattgr particles bghave
accounted for. simply like billiard balls. While the continuous potential are

As a point of comparison, it is worth noting that the more physically realistic, they are also much more costly to

adiabatic equations of state for the van der Waals pressuFeOTrfuée W'th't 'tl)'h|s IS dbctecause nLtJm?hncal t'tr.n? '”tegfa“OF‘
Py4(+) and the computeequilibrium hard sphere pressure methods must be used to compute the particie motions In

P.(-) (the equilibrium pressure as a function of radius as'esponse to the continuously varying forces, and the time

the radius is decreasedowly on the hard spheres with no ste_p mu_st be small enough to accurately _resolve all particle
heat conductiopagree very well, except at bubble radii near trajectories in the system. Thus the motion of a few_fast
the hard core, as plotted in Fig. 1 for helilmith the other moving part|c|e_s W'l.l force the use of a small, costly time

noble gases also in good agreement, except near the ha?‘&eD for all pe_lmcles in the system. In contrast, step pot_ent_lals
corg. At small radii, the van der Waals pressure diverges a%o not experience this prqbllem because they gyolve In time
R tends toa and theP,,(-) diverges aR tends to Dy a series pf discrete cplllspn events. No 'E)'(p|ICI'[ numengal
integration is needed since impulsive collisions are carried
1 out only when atoms interact, and between collisions each
N ) a atom follows an independent linear trajectory. Thus each

5

aps=| == . ! . ) ;
hs™10.63 atom effectively uses its own optimally large time step, in-
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stead of an excessively small step imposed by the the fastest For the case of specular collisions, particles reflect from
particles in the system. Moreover, there is no numerical inthe boundary with a speed equal to the collision speed in the
tegration error because trajectories are evaluated to withilocal rest frame of the wall. The direction of propagation is
the roundoff error of the machird5]. determined according to the law of reflection, where the
Because of this difference in computational cost, it is de-angle of incidence equals the angle of reflection with respect
sirable to use the hard sphere model if it can capture thé& the local normal to the bubble surface.
physics of interest. In our case, we want to get accurate gas For heat bath boundary conditions, when a patrticle hits
dynamics at mid to high energies for fairly large numbers ofthe boundary it is assigned a thermal velocity at the ambient
particles. Whether hard spheres are sufficient to model thibquid temperaturel’ ;, and the direction of propagation back
regime in an SL bubble is an empirical question, but suchnto the interior is chosen according to a suitable angular
models have been shown to yield accurate predictions distribution. We ignore the small time lag that might exist
noble gas viscosity from room temperature up to the gadvetween exit and reentry for the thermalized gas patrticle.
ionization temperaturg®7]. We take this to be a reasonable  For the angular distribution, we use tkesine distribu-
validation that a hard sphere gas provides a good model faion, where the angle of reflectiod is assigned randomly
the gas dynamics encountered during bubble collapse, aiccording to a probability density function,
least up to ionization temperatures. Near that point and be-
yond, it also seems reasonable that a hard sphere model ap- | (M2)cost for —ml2<b<ml2,
plies, since the softer parts of the potential are all the more f(6)= 0 otherwise.
insignificant for high-energy collisions.
The dynamics of a hard sphere system involve processin
impulsive collisions at the collision times. To illustrate, con-
sider two particles separated by a relative positioand

e have also tried a uniform distribution in angle in selected
test cases. This did not significantly change the simulation
, X X - -2 . results.(Nonetheless, we note that there may exist situations
having a relative velocity. These particles collide if their e results differ qualitatively since a uniform distribution
separation equals the atomic diametent some timer in 55 3 greater tendency to cause reflected particles to build up
the future. If such a collision occurs, thenis the smaller a5r the wal),

positive solution of In reality, we expect that the physical boundary will have
some characteristics of both models. By investigating these

r+vr=o,
| =0 extreme casésve hope to see the full range of effects that
which has a solution boundary conditions can have on the bubble dynamics.
1 e
= ﬂ[r'\H— \/(r.V)Z_V,V(r = 0.2)]_ E. Initialization

Initially the bubble is at its maximum radiusRER,,),

Collisions are carried out impulsively so that the change inand particles are moving in uniformly distributed random
velocities preserves energy and momentum. Specifically, directions, with the same thermal spaeg(T;) = y3T;k/m,
whereT; is the initial temperature anch is the mass of the
(re-V)re particle. Randomization of speeds is not necessary, since the
Avy=—Avy=— - 5 particles rapidly thermalize their energies in any case.

7 As mentioned above, the MD simulation will be applied
separately to heat bath and specular reflection boundary con-
ditions. Emphasis is placed on the motion for those times
relative position at the time of collision. when the radius is less than its ambient value. This is the

Extensions to step potentials that consist of a hard repu|i_nteresting, or fast, portion of the cycle where use of molecu-

sive core surrounded by an attractive well are also possibld@r dynamics is indicated. Since motion for radii larger than
see Ref[15] for details. ambient is slow, thermal conduction to the surrounding fluid

will lead to a constant temperature during this part of the
cycle[28] and it is therefore appropriate to require that tem-
perature agrees with its ambient value whBnpasses
When a gas particle hits the bubble wall, it might simply through its ambient value.
be directed back into the interior by a strong collision with a  For calculations that begin at the maximum radius, this
liquid molecule, or it may penetrate into the liquid, undergo-fact is automatically included in calculations that employ
ing multiple thermalizing collisions. In the latter case, as-heat bath boundary conditions. The specular condition, how-
suming the liquid is already saturated with gas atoms, thever, generates unphysically large temperatures when the
thermalized atom(or an equivalent one from the saturated bubble collapses to its ambient size, due to adiabatic heating.
liquid reservoiy will ultimately random walk its way back
into the bubble interior.
For our MD model, we will idealize these two modes of 1They are extreme in the sense that specular collisions do not
boundary interaction either as energy conservépgcular transfer any thermal energy out of the bubble, while heat bath con-
collisions or asheat bathboundary conditions. ditions give the maximal thermal energy transfer.

whereAv, is the change in velocity of the first particléy,
is the change in velocity of the second particle, apds the

D. Bubble wall boundary conditions
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TABLE |. Hard sphere diameters and masses. TABLE Il. VSS molecular parameters.
Gas Masgg/mol) Diameter (A) Gas w et (Nsm 2) a
He 4.00 2.18 He 0.67 1.86%10 ° 1.26
Ar 39.95 3.66 Ar 0.81 2.11%10°° 1.40
Xe 131.29 4.92 Xe 0.85 2.10%x10°° 1.44

In order to achieve the ambient temperatligeat the ambi-  yesents the viscosity at the reference temperatdig (
ent radiusRy, the initial temperature must be scaled down to_ 573 K) and pressurél atm. Finally, E,= (1/2)err2 is the

Ti:_TO/(Rm/RO)ZZTO/lOO' The factor of '_RO/_Rm)Z ap- asymptotic kinetic energy where, is the reduced mass,
proximately cancels the adiabatic heatirigince TR?

=const in ay=5/3 ideal gas at constant entromuring the

initial, slow portion of the collapse. Note that this scaling can m, = '
be viewed as a simple way to roughly account for the heat Mparticle, T Mparticle,

transfer from the gas into the liquid during the slow portion

of the collapse. Another alternative would be to use heat batand c, is the relative velocity between the particles. Tabu-
boundary conditions during the slow part of the collapsejated values for these new parameters are provided in Refs.
While we have not examined this possibility in detail, we [27 36 and are summarized in Table II.

have found that when applied to helium bubbles this alterna-
tive gives ambient temperature profiles that are within 20%
of our adiabatic model.

mparticlelmparticle2

G. lonization Effects

Near the minimum radius of the bubble, collisions may
F. Hard sphere properties become sufficiently energetic to ionize the gas atoms. loniza-
, . ) . tion exerts a very strong cooling effect on the gas, since on
The basic properties associated with the hard spherge order of 10 eV of thermal energy is removed from the gas
model are the gas particle mass and diameter. The massyg each jonization event. Indeed, if such energy losses are
simply taken to be the mass of the noble gas atom beingy; included, xenon simulations can reach temperatures in
simulated, see Table I. The choice of a proper hard sphergycess of 10K, while the inclusion of ionization cooling
diameter is a much more difficult question. The dlameterbringls these peak temperatures down substantistig Sec.
should represent the statistical average distance of approaf\p)_ This clearly shows that some degree of ionization must
of the particles during collisions, and thus in general itoccyr during collapse, and that its cooling effects must be
should depend on the collision energy. , included for proper prediction of peak temperatures. The
In our most basic model we will neglect this temperaturejons and free electrons produced by ionization will move
dependence and choose particle diameters that have been deqording to Coulomb forces, but the need to incorporate
rived from the kinetic theory for the viscosity of a gas at ihege effects is not as clear, and their inclusion is more dif-
room temperaturg29-31. To produce a more realistic e\t and expensive due to the long range effects, so they
model for higher temperature regimes of interest in SL, th&yii| not be included in this first treatment. We will only
hard sphere diameter should depend on the relative velocity,nsider the impact of ionization on energy accounting.
of the colliding par'ticles. A.variety of models h:_alve been  Eor the purpose of energy accounting, an ionization ulti-
proposed to take this effect into accoy#7]. These include  4tely produces two losses: the energy of ionization is lost
the variable hard sphe®HS) model[32], the variable soft iy megiately, and the emitted cold electron will quickly be
sphere(VSS) model[33,34], and the generalized hard sphere heateq to thermal equilibrium with the gas through subse-
(GHS) model[35], which is an extension of the VHS and q,ent electron-gas collisions, thus extracting an additional

VSS models. In this paper, we are mainly interested in congne particle’s worth of thermal energy by the equipartition of
trasting how variable and constant hard sphere diameters aé'nergy.

fect our simulations, so the recent VSS model is chosen for g qur model, whenever the collision energy exceeds the
its combination of simplicity and calibrated accuracy. In fact,jynization potential we will simply assume that ionization
we find that the VSS model and constant diameter model§.c,rs with a probability of 1 and we deduct a suitable
often produce quantitatively similar results, see Sec. IV foryount of energy from the pair. We also keep track of how
details. _ o many electrons each particle has lost, so that we can make
The viscosity based diameter of a VSS particle is use of the appropriate next ionization energies and calculate

the local ionization levels. The direction of gas particle

propagation is updated exactly as without ionization, see
: () .

Sec. Il C for details.

More precisely, if the kinetic enerdyn the center of mass
wherek is the Boltzmann’'s constanin is the mass of the frame of two colliding particles is greater than the next ion-
particle, w is the dimensionless viscosity index, aadis a ization energy of either of the paiwhich may already be
dimensionless constant for each gas. The congtantrep-  ionized, that particle loses an additional electron. We ac-

[ 5(a+ D)(a+2)(mim) kT |
164l (9/2— ) prefES Y2
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TABLE lIl. lonization potential(MJ/mol). Each entry represents rable to the number of particles in the simulation, the size of
the energy required to ionize the indicated state. the cells must be reduced as the bubble collapses. We use a
straightforward subdivision procedure to accomplish this

Gas lon task. Initially, the bubble is subdivided into approximately
Neutral 1+ 2+ 3+ 4+ 5+ 6+ 7+ 8N square, identical cells. Every time the bubble declines by
a factor of two in diameter, cell size is reduced by a factor of
He [37] 237 525 two (keeping in mind that we must stop the procedure once
Ar [37] 152 2.67 3.93 577 7.24 8.78 12.0 13.8 the cell diameters reach the particle diametBiote that we

Xe[37,3g 1.17 2.05 3.10 4.60 576 6.93 9.46 10.8 do not need to recompute which particle belongs to which
cell after each collision. Instead, we introduce a cell crossing
event and update a particle’s cell location only when the
count for the net energy loss by setting the kinetic energy otorresponding cell crossing event is processefl Ref.

the pair to be [15,39).

2

3

Eo— x %) , B. Event calendar

Because we require information on when particle colli-
whereE, is the original kinetic energy of the particlg,is  sions, hard wall collisions, and cell _crossings occur, some
the kinetic energy of both particles before the collision, andgsort of event calendais needed. This calendar will store

x is the ionization potential of the minimally charged par- many future events. As collisions and cell crossings occur,
ticle. newly predicted collisions and cell crossings must be added

Note that the final kinetic energy of the pair is the initial t© the calendar and events that are no longer relevant must be
energy, minus the ionization energy, with an additional 1/3emoved[15].
deducted to represent the subsequent energy lost to thermal- Of course, it is essential that the calendar can be managed
izing the electron. This is not the only possible way to in- efficiently both in terms of memory and CPU usage. To meet
clude this effect, and of course in reality this process in-this requirement, we utilize the binary tree data structure
volves losses from other gas particles besides the collidingescribed in Refd.15,40. It is interesting that estimates of

pair, but this approach is the simplest way to include thethe theoretical performance of the tree structure are possible
effect. in a number of instancef?1,15. For example, if a tree is

We also do not account for subsequent electron-ion reconstructed from a series of events that are randomly distrib-
combination to neutral atoms, although this would be interuted, the average number of nodal tests to insert a new node
esting to include at the next level of description. In particu-into the tree is 2 IN. Also, the average number of cycles to
lar, this could be an interesting source of radiation as the hoielete a randomly selected node is a constant independent of

spot decays. N. It is worth noting that measurements have been performed
For reference, the approximate ionization potentials useé confirm these results in actual MD simulatid@g]. Our
for the three noble gases are provided in Table IIl. sonoluminescence simulations spend most of the CPU time
on compressing the bubble from its maximum radius to the
Il ALGORITHM ambient radius. Since the bubble is fairly uniform in this

regime, the assumption of a random distribution of events

Efficient algorithms are needed to evolve our hard spherseems plausible and we expect that this type of estimate on
model for sonoluminescence since a naive coding is prohibitheoretical performance should holdHowever, near the
tively slow for anything more than a few thousand particles.short-lived hot spot the behavior is far from equilibrium and
To achieve this goal, we modify and extend existing methodshis assumption on randomness may be invakddetailed
[15] rather than develop new algorithms and codes fronstudy of the theoretical performance of the tree structure will
scratch. This section outlines the principal algorithms used tde the focus of subsequent work.
evolve our hard sphere system. Further details and basic

codes are provided in Ref15]. C. Average properties

We need to evaluate spatially dependent average proper-
ties of the gas at various times. To minimize statistical fluc-

The hard sphere simulation proceeds according to a timguations, we assume that the results are radially symmetric
ordered sequence of collision evefis,39. But clearly a and average over shells that &té40)th of the bubble radius.
direct determination of the next event for a given particle isWe calculate dimensionless values for density, temperature,
impractical in our large simulations becau®¢N) work is  velocity, and average charge as follows.
requiredper particleto examine all possible collision part- (1) The dimensionless density is given by the density di-
ners, whereN is the total number of particles. vided by the average ambient density.

Fortunately, this work can be reduced to a constant inde- (2) The dimensionless velocity is given by the velocity
pendent ofN by dividing the bubble into a number of cells divided by the ambient speed of sougdkT,/m, wherey
[15,39. Since we want a relatively small number of particlesis the ratio of heat capacities amdis the mass of a single
in each celland we want the number of cells to be compa- particle.

A. Cell subdivision
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(3) The dimensionless temperature is given by the tem- 2000 300 ot
perature divided by the ambient temperatufg, Specifi- 1500| hot R 250 .
cally, > inter % 200 inter
N g 1000 o g 150 min
m g 100
T 3T, & (T - e
00 50 100 00 50 100
where the summation is over &l particles in the shelly; is r r
the speed of théth particle, andv,, is the normal speed of 10 1
the gas in the shell. hot
(4) lonization is simply the average charge per particle. s 5 03
(5) In each case we plot properties as a function of a 8 o inter s o
dimensionless bubble radius, which equals the physical £ 5
radiusR(t) divided by a constant approximating the atomic = min 05
diameter. For helium, this constant is chosen to be 2.18 A _4, = ~ 1 = -

(see Table)l For argon and xenon these constants are chose
to be 4.11 A and 5.65 A, respectivel§These latter two

r

choices represent average VSS model values at 273 K and FIG. 2. The helium bubble with specular BCs, constant diameter

also approximate the values given in Table I.
See Ref[15] for further details on calculating equilibrium
and transport properties for hard sphere models.

particles, and no ionization. “min” gives properties at the minimum
radiusR,,;,=99.4. “hot” gives properties at the peak temperature.
In this simulation, the peak temperature occurs soon after the mini-

mum radius is attained and corresponds to a radius of 107.7. “inter”
gives properties at an intermediate time. HB{g.,= 101.0.

IV. SIMULATION RESULTS

In this section we simulate the collapse of a sonolumi-

Changing to the VS$liameter modegives very similar

nescing bubble from its maximum radius to its hot spot. Oufresults, except now ionization occurs less frequently because
focus is on how boundary conditions affect the interior dy-the effective size of the particles is smaller. Because less
namics of the collapse. Results for helium, argon, and xenopynization occurs, the temperature continues to increase for a

are presented.

short while after the minimum bubble radius is attained,

The section begins with a study of the collapse of 10 jeaqing to a peak temperature of about 45000 K, see Fig. 4
particle bubbles and concludes by addressing how simulag, yetails.

tions vary according to ambient bubble size.

A. Helium bubbles with specular BCs

We first consider evolving a bubble of @ 6lelium atoms 2000

using specular boundary conditions. 1
With the constant diameter modeind no ionizationthe .
temperature and density increase uniformly as the bubble2 1000
collapses to the minimum radius. After the minimum radius
is attained, the temperature increases towards the center ¢

after

before

the bubble and decreases at the expanding outer boundary Uy

the bubble, with a peak temperature of about 80000 K

reached at the centdiAt these temperatures, it is clear that 10

ionization events will occur; so the remainder of our simula-

tions consider ionization See Fig. 2 for plots of the density, 5

temperature, and velocity as a function of distance from the £

center of the bubble at various bubble radii. §
With the constant diameter modahdionizationwe again -5

find that the temperature and density increase uniformly as

after

the bubble collapses to the minimum radius. However, after
the minimum radius is attained, ionization causes the tem-

temperature

ionization

150

-
o
=]

3

before

min

after

o ©
g

o
(5]

after

mi

before

%

50
r

100

perature to decrease across the entire bubble rather than justg|g 3. The helium bubble with specular BCs, constant diameter
at the boundary of the bubblalthough cooling occurs most particles, and ionization. “min” gives properties at the minimum
rapidly at the bubble boundaryA peak temperature of about ragjusR,,;,=99.4. “before” and “after” give properties at times
40000 K is attained at the minimum radius. It is particularly pefore and after the minimum radius is attained. In this simulation,
worth noting that recorded properties are nearly constampefore” and “after” correspond to radii of 117.2 and 107.7, re-
throughout the bubble when the peak temperature occurs-spectively. We also note that the peak temperature approximately

see Fig. 3.
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FIG. 4. The helium bubble with specular BCs, VSS diameter FIG. 5. The helium bubble with heat bath BCs, constant diam-
particles, and ionization. “min” gives properties at the minimum eter particles, and ionization. “min” gives properties at the mini-
radiusR,,;,=99.4. “hot” gives properties at the peak temperature. mum radiusR,,;,=99.4. “hot” gives properties at the peak tem-

In this simulation, the peak temperature occurs after the minimunperature. In this simulation, the peak temperature occurs soon after
radius is attained and corresponds to a radius of 107.5. “beforethe minimum radius is attained and corresponds to a radius of
gives properties before the minimum radius is attained. Herell7.2. “inter” gives properties at an intermediate time. Here

Rpefore=117.4.

B. Helium bubbles with heat bath BCs

Rinter=114.8.

the effective size of the particles is smaller, see Fig. 7 for

details.

Our next set of simulations evolve a bubble of elium

atoms using heat bath boundary conditi0BEs) and ioniza-

tion.

With the constant diameter modehe density increases
dramatically at the edge of the bubble as the minimum radiu
is attained. Temperature and velocity are also much mort¥
profiled than for specular boundary conditions, with peaks
occurring about 25% of the way from the boundary of the
bubble to the center. No ionization has occurred at the mini
mum radius. For a short time after the minimum radius is
attained? the peak temperature of the bubble continues t
increase(to a maximum of 95000 K and temperature and
density profiles become even more pronounced—see Fig.
At first sight, it is counterintuitive that heat bath boundaries

ation.

create conditions whereby the cooling from the boundary

leads to greater energy focusing and higher peak tempera-
tures. Perhaps cooling lowers the speed of sound and en-

hances the nonlinear response to the high speed col-

lapse.

It is particularly interesting that in the process of forming
these steep profiles the gas passes through states where the
mean free path is greater than the characteristic distance over
which the temperature varies, see Fig. 6. This is the regime
in which the validity of the continuum approach can be

doubted.

Changing to the VSSliameter modebives very similar
results, except now ionization occurs less frequently because %

radius is attained. This is simply an artifact of using EL.as the

forcing equation foriR(t).

- -
= L4

o

mean free path / atomic diameter

C. Argon and xenon bubbles with specular BCs

Our next set of simulations evolve & particle argon and
genon bubbles using specular boundary conditions and ion-

We start by considering an argon bubble with the VSS
diameter model Because the speed of sound is slower in
argon than in helium we expect argon simulations to exhibit
much sharper profiles than helium. This is indeed the case.
CJ\/Ioreover, our simulation results are surprisingly similar to
those for helium withheat bath boundariesDensity in-
greases at the edge of the bubble as the minimum radius is
attained. Temperature and velocity are sharply profiled, with

- 200

1

5

20 25

FIG. 6. A plot of mean free path/atomic diametsolid line)
°Note that a vacuum forms at the bubble wall after the minimumand temperaturgdashed ling at Ri,e,=114.8 for the helium

tion.
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FIG. 7. The helium bubble with heat bath BCs, VSS diameter /G- 8- The argon bubble with specular BCs, VSS diameter
particles, and ionization. “min” gives properties at the minimum par_tlcles, and |on|€at|o”n._ min- gives properties at the minimum
radiusR,,;,=99.4. “hot” gives properties at the peak temperature. rad|u_sRmin=55_3.2. hot” gives properties at the peak temper'at_ure.
In this simulation, the peak temperature occurs after the minimun#n t.h's .S'm“'?‘“"”' the peak temperature ocpurs after trj.e ”“I‘”‘.‘“m
radius is attained and corresponds to a radius of 123. “inter” givesradlus IS attalned_ and cor_respo_nds to aradius of 76.2. “inter” gives
properties at an intermediate time. H&g,o,=117.2. properties at an intermediate time. H&g.,= 72.0.

peaks occurring closer to the boundary of the bubble than t6loser toa; ans/a~0.91. In all cases, the inclusion of a
its center. Also, for a short time after the minimum radius isSelf-consistent boundary condition for the pressure will ac-
attained, the peak temperature of the bubble continues tgPunt for energy losseée.g., radiation dampingthat are
increase rapidlyto a maximum of 100 000 K and tempera- only approximated by the model of Rayleigh’s equation that
ture and density profiles become even more pronounced-Was employed here. In those cases where strong energy fo-
see Fig. 8. cusing occurs in the _|nter|or of the coll_a_psmg bubble, the

Constant diameter hard sphere simulations of argon ar@ffects of a more precise boundary condition on the pressure
also possible. These simulations are unfgimethat the hot Wil most likely be small. For(almos} uniform interiors
spot occurs before the minimum radius value of 58.2—seé€-9., He with specular conditionshe effects of the self-
Fig. 9. As expected, this simulation gives sharper profileonsistent pressure coulq yield substantial corrections to the
than the corresponding model for helium. However, since th@coustic radiation damping. As we have seen, the more
minimum radius is close to the minimum radius allowed by

the packing of the hard spheres, the results are much mor 1000 350

uniform than those derived using the VSS model for argon.  sse 300

Also note that as a result of the collapse of the bubble, en-, . |™~~2 __ — g :22 hot

ergy stored at the maximum radius is converted into heating 2 § 150

ionization, and kinetic energy of the local center of mass.® *® second § 100

From Fig. 9 one can estimate these quantities. The averag 2% first 50 °"dirst
temperature of the atoms is 30000 K, which is a t_he(mal o o 5o a5
energy of about 3.75 eV/atom. As half the atoms are ionized, ‘ (

the ionization energy is about 8 eV/atom. Since electrons 2

have about the same thermal energy as the ions, their enerc
is about 2 eV/atom. Taken together, these channels add t 10 15
about 21 eV/atom, which is less than the 25 eV/atom avail-

velocity
ionization
F
=

able in the initial state but the difference is within the accu- g -10f\_\secon first

racy of the energy estimates. For helium at the hot spot, the  _p| not 05

energy of the hard spher@lus ionization is substantially 3 . s%
less than the energy storedRy,. This can be attributed to 0 20 40 60 80 0 2 40 &0 80
the fact thata,s/a~0.60. For argon, almost all the stored r r

energy ends up in the hard sphere gas siageis much FIG. 9. The argon bubble with specular BCs, constant diameter

particles, and ionization. “hot” gives properties at the peak tem-
perature. In this simulation, the peak temperature occurs just before
3This behavior may be related to the consistency of the minimunthe minimum radiugof 58.2) is attained and corresponds to a radius
bubble radius and the hard sphere radius. See the case of xenoh60.3. “first” and “second” give properties before the peak tem-
below. perature is attained. HerBg;,s;=77.6 andRgecong 64.9.
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FIG. 10. The xenon bubble with specular BCs, VSS diameter

r

r

FIG. 11. The argon bubble with heat bath BCs, VSS diameter

particles, and ionization. “min” gives properties at the minimum particles, and ionization. “min” gives properties at the minimum
radiusR,;,=49.2. “hot” gives properties at the peak temperature. radiusRy,;,=58.2. “hot” gives properties at the peak temperature.

In this simulation, the peak temperature occurs after the minimunin this simulation, the peak temperature occurs after the minimum
radius is attained and corresponds to a radius of 66.7. “inter” givegadius is attained and corresponds to a radius of 73.2. “inter” gives
properties at an intermediate time. Hé&g,,=62.2. properties at an intermediate time. H&g.,=68.1.

physical heat bath boundary conditions lead to energy foge cooling from the boundary leads to greater energy focus-
cused stategeven for He and so the need to introduce the ing and higher peak temperatures than specular boundary

self-consistent pressure is not mandated by the physical comagngitions. see Fig. 11 for details.
Simulations for xenon bubbles with the VSSameter

parisons to sonoluminescence considered here.
Simulations for xenon bubbles with the VSBameter

modelwere also carried out. Because the speed of sound is

modelwere also carried out. Because the speed of sound i§ower in xenon than in argon, xenon simulations exhibit
slower in xenon than in argon, we expect xenon simulationgyen sharper profiles than argon. Indeed, temperatures of up
to exhibit even sharper profiles than argon. Indeed, this is thg, 590 000 K were obtained. see Fig. 12 for details.

case and temperatures of up to 300000 K were obtained ag discussed in the preceding section, the constant diam-

despite the occurrence of multiple ionizati¢exceeding 4
per particle at the centersee Fig. 10.

A proviso for the xenon data is that these calculations bog
down before the minimum radius is attained when the con-

eter model for xenon is not able to compute down to the
minimum radius since that radius is smaller than the mini-

. . . 2000
stant diameter model is used, whereas the helium data ar ot
hardly affected by this modification. The explanation lies in 1500 ° @ 1500
the consistency of the minimum bubble radiusg) and the & min g hot
. e L 2 1000 1000
hard sphere radius for xenon. Specifically, the minimum ra-g §
dius of the bubble wall is less than the minimum radius  soo inter 2 500 inter
allowed by the packing of hard spheres. However, xenon min
simulations carried out using the VSS model are relatively % 20 40 60 % 20 40 60
insensitive to changes ia. For example, increasing by r r
30% changes the peak temperature by about 35%, ani 20 1
leaves the qualitative features invariant. Note that in this 0 08 hot
case,aps<a as with helium simulations. > 5 o6
£ y
i ° g 04
D. Argon and xenon bubbles with heat bath BCs 0 min ° o2 inter
We now consider the evolution of 4@article argon and e . min
0 20 40 60 0 20 40 60

xenon bubbles using heat bath boundary conditions and ion
ization.
Applying the VSSdiameter modeko an argon bubble

to 300 000 K were obtained in this simulation showiogce

r

FIG. 12. The xenon bubble with heat bath BCs, VSS diameter
gives results that have the same qualitative features as thgrticles, and ionization. “min” gives properties at the minimum
corresponding helium simulation, except that all propertiesadiusR,,;,=49.2. “hot” gives properties at the peak temperature.
are much more sharply profiled. Indeed, temperatures of um this simulation, the peak temperature occurs after the minimum

radius is attained and corresponds to a radius of 60.8. “inter” gives

again that heat bath boundaries create conditions wherebproperties at an intermediate time. H&g ., = 63.7.

036310-11



RUUTH, PUTTERMAN, AND MERRIMAN PHYSICAL REVIEW E66, 036310 (2002

350 350
(b)
3001 300
250t 250 .
FIG. 13. Helium peak bubble
200t 200 temperature vs time with tin¥e0
"150_ "150 marking the time corresponding to
108 the minimum radius(a) Heat bath
100t 100 108 boundary conditions(b) Specular
0 boundary conditions.
50t 50 4
10
00 0.5 1 -?.5 -1 -0.5 0 0.5 1
time[ps] time[ps]

mum packing radius of the hard sphere gas. However, argospectively, in order to keep statistical fluctuations to an ac-

calculations are possible. These simulations are qualitativelgeptable level. Thé&N=10° simulation required just a single

similar to the constant diameter model for helium, but pro-simulation for robust statistics.

duce a more highly ionized gdeeaching an average charge

of +6 per particle near the cenfemd much higher tempera- V. SUMMARY AND FUTURE WORK

tures (up to 1.5<10° K) than any other simulations that

were considered. Because such extreme values arise, it seemsSonoluminescence is well suited to investigation by mo-

likely that the constant diameter model for argon also expelecular dynamics because the range of densities and time

riences a significant consistency problem near the minimunscales is large, yet the number of particles involved is rela-

radius. tively small. Because this phenomenon still poses experi-

mentally difficult, unsolved questions regarding its mecha-

E. Flash widths nism and ultimate energy focusing energy potential, we feel

An important experimental measurement for SL bubbleét is an excellent subject for much more detailed MD inves-

is the flash width, i.e., the duration of the light emission,t'gatlons than the initial effort we have presented here.

because this constrains the possible light emission mecha- ' this paper, we introduced a preliminary model for the
nisms and thus provides a point of validation for any pro_mtenor dynamics of single nople gas bubble ;onolpmlnes—
posed model or theory. Since our simulations do not includ€®nce, as a hard sphere gas driven by a spherical piston con-
the fundamental atomic excitation or charge acceleration efrolled by the Rayleigh-Plesset equation. Energy losses due
fects responsible for radiation, the current model does nof© ionization were also accounted for using a simplified
directly yield a flash width. model. We considered both constant and variable radius hard
However, an estimated flash width can be obtained fronsphere models, and these lead to quantitatively similar re-
the computed temperature as a function of time. If we assults. Fast, tree-based algorithms allowed us to evolve 10
sume that whatever process is responsible for the light emigarticle systems through the entire collapse process. Our cal-
sion is strongly dependent on the current temperature, ancllations indicate that extreme energy focusing occurs within
that it does not appreciably alter the gross gas dynamics, thtae bubble, which in some cases is driven by a shocklike
flash width at a particular color is simply the length of time compression in the gas. Peak temperatures range from 40 000
which the temperature exceeds the appropriate turn-oK for He to 500000 K for Xe. These are accompanied by
threshold. In this case, the peak temperature as a function diigh levels of ionization during the final collapse, and for-
time is our key diagnostic quantity. mation of a transient, high-density plasma state seems quite
Our simulations(Fig. 13 show that emission from an likely.
adiabatic compression lacks a strong, sharp temperate spike The imposition of a thermal boundary condition at the
in time, and thus the associated flash from this model wouldvall of the bubble leads to greatly increased energy focusing
be longer and would comprise lower energy photons. In conand nonuniformity within a collapsing bubble. In any case,
trast, the heat bath boundary conditions yield sharp transienthe predicted flash width scales roughly linearly with the
spike in temperature, and thus this model predicts a muchmbient bubble radius.
shorter flash which comprises higher energy photons. In both There are a variety of interesting directions for future re-
cases it appears that the width of the spike roughly doublesearch in this problem. For example, our simulations simply
as the number of particles in the bubble increases by factotseat the bubble wall as a piston moving in with a prescribed
of 10, from N=10* to N=10°. Since each factor of 8 in velocity. A natural improvement would be to couple the in-
particle number corresponds to a doubling of the ambienternal molecular dynamics to the wall velocity to obtain a
bubble radiugRy, this amounts to essentially a predicted lin- self-consistent bubble motion and internal dynamics. This
ear scaling between flash width and ambient bubble radiuscould be done by coupling to Euler or Navier-Stokes models
In both plots, the curves fdd=10°> andN= 10" particles  for the surrounding fluid. This may be particularly important
were derived by averaging over 10 and 20 simulations, refor accurately computing the dynamics through the point of
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minimum radius. In our present model there may be overand a multipole expansion to evaluate interactions with little
compression of the gas in some simulations as the minimurmore than linear effort in the number of particles. See Refs.
radius is approached, since the prescribed piston motion do¢43,44 for details and see also R4flL5] for further refer-
not respond to the rapid increase in the internal gas pressurences on methods for evaluating long range forces. This
Conversely, when the piston retracts after this point, a nonwould potentially allow direct simulation of the ions and
physical gap often develops between the bubble boundarglectrons produced, which may have an important effect on
and the outer extent of the gas, which may undercompregbie dynamics when significant ionization occurs. Moreover,
the gas. by including atomic excitation, this approach would allow
Another important area for future research is adding infor direct simulation of the light emitting processes. With
water vapor into the bubble interior. This provides a potenthese effects included, an extremely detailed picture of the
tially important cooling mechanism, which may strongly SL phenomena could be laid out.
modulate the light emission and energy focusing, and may Of course, larger scale, parallel simulations are essential
explain the strong ambient temperature dependence of the actually achieve direct comparisons with present SL ex-
emitted light intensity. Moreover, it is possible that the waterperiments. Because the simple hard sphere interactions are
could be directly involved in the light emissiofef. Refs.  quite local, the system should be amenable to parallelization.
[22,14,42). We have done preliminary investigations with We expect that the cosin collision counj for a hard sphere
water vapor, by allowing water to exit the bubble upon col-MD simulation scales roughly likBl*3, whereN is the num-
lision with the bubble wall. This preliminary model caused aber of particles, since the collapse time from the ambient to
rapid expulsion of all water vapor from the bubble, suggestthe minimum radius scales linearly wiRy, (and so we con-
ing that water evaporation from the bubble surface into thgecture that the collision rate also increases roughly linearly
interior should also be included. with the Ry). Thus simulations using one hundred times as
Other bubble collapse geometries could also be considmany particles(i.e., N=10%) would require 500 times as
ered, and these may have different energy focusing charagauch computer time assuming near optimality in the algo-
teristics. For example, one could consider a nonspherical cokithm. This is somewhat beyond the range of a single super-
lapse, hemispherical bubbles collapsing on a solid surface, @omputer CPU, but would become quite practical on a 100
consider collapse geometries appropriate for bubble jettingode system of workstation-grade CPUs.
scenarios. Similarly, one could see if special collapse profiles Finally, it would be of great interest to investigate where
can be used to reach much higher internal temperatures, afeks costly continuum models and Monte Carlo simulations
otherwise explore the extremes of the energy focusing poterare appropriate for studying sonoluminescence and to de-
tial. Perhaps a mode could even be found in which smallelop techniques for coupling these methods to detailed mo-
amounts of deuterium-deuterium fusion could be inducedlecular dynamics simulations near the light emitting hot spot,

assuming there is deuterium gas in the bubble as well. in order to produce more complete models with greater pre-
Including additional atomic physics such as atomic exci-dictive validity.
tation, rotational and vibrational degrees of freedeoreeded There is also a great deal to explore experimentally. One

for non-noble gases or water vapaand electron-ion recom- example relevant to our study is that it would be useful to

bination would all allow for more accurate energy account-measure flash width as a function of ambient bubble radius

ing, and may also be directly related to light emission(or, in practice, intensity and frequency of the driving sound

mechanisms. field), for comparison with the scaling predictions of MD
Another major direction would be to include electric field and other models.

effects into the the simulation. Algorithms for such models
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