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Molecular dynamics study on the equilibrium magnetization properties and structure of ferrofluids
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We investigate in detalil the initial susceptibility, magnetization curves, and microstructure of ferrofluids in
various concentration and particle dipole moment ranges by means of molecular dynamics simulations. We use
the Ewald summation for the long-range dipolar interactions, take explicitly into account the translational and
rotational degrees of freedom, coupled to a Langevin thermostat. When the dipolar interaction energy is
comparable with the thermal energy, the simulation results on the magnetization properties agree with the
theoretical predictions very well. For stronger dipolar couplings, however, we find systematic deviations from
the theoretical curves. We analyze in detail the observed microstructure of the fluids under different conditions.
The formation of clusters is found to enhance the magnetization at weak fields and thus leads to a larger initial
susceptibility. The influence of the particle aggregation is isolated by studying ferro-solids, which consist of
magnetic dipoles frozen in at random locations but which are free to rotate. Due to the artificial suppression of
clusters in ferrosolids the observed susceptibility is considerably lowered when compared to ferrofluids.
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I. INTRODUCTION N m?
XLV Bk T )

Ferrofluids(dipolar magnetic fluidsare colloidal suspen-

sions of ferromagnetic particles of about 10 nm diameteiqever, experiments on concentrated ferrofluids have re-
d|sp_ersed in a carrier liquifid] Fhat are usually stab|I|zed. vealed an essential deviation from the Langevin fornfigla
against agglomeration by coating particles with long-chainrpe jnjtial susceptibility increases with the particle concen-
molecules (sterically or decorating them with charged ation much faster than that predicted in E2). This devia-
groups(electrostatically. The small size of the particles fa- o is clearly due to the particle interactions.

vors magnetic mono-domains with a magnetic moment pro-  The influence of the particle interactions on the physical
portional to the volume of the magnetic grains. As a resulty gnerties of ferrofluids is investigated in terms of two di-

the particles interact with each other by the long-range anmensjonless parameters. One is the volume fraction of the
isotropic dipole-dipole potential as well as the short—range}:)‘.jlrtideS

symmetric potentials, such as the steric repulsion, the elec-

trostatic repulsion, and the van der Waals attraction. The N 703

study of both the magnetization properties and structure of b= vV 6 ©)

ferrofluids are of both fundamental and application interests.

h A fer'roflwd system of sufﬁuently low concentration be- with o the particle diameter. The other is the dipolar cou-
aves like an ideal paramagnetic gas. The interactions be-l. tant

tween the particles can be neglected, and the physical progg-mg constan

erties of the system are well described by the one-particle )

model[2]. In this case, the equilibrium magnetization is writ- N = m 4)
ten in terms of the Langevin functiof(«) = coth(@)—1/«, 477/_LO|(T0'3’
N m which relates the dipole-dipole interaction energy of two
M =M L(@), Mgy=c —. (1)  contacting particles to the thermal energy. The two pa-

V o rameters can be combined into the Langevin initial suscepti-

bility x, in Eq. (2) asy_=8¢A\.
Here, Mg, is the saturation magnetization of the fluid, A number of theoretical models allow the evaluation of
=mH/KT is the Langevin parameter, andis the magnetic the equilibrium magnetization of ferrofluidg¢ —13. Among
moment,N/V denotes the number density of the particlds, them, the mean-spherical modd,7], the thermodynamic
is the magnetic fieldT the temperaturek the Boltzmann perturbation mode€l8], and the modified variant of the effec-
constant, anduo=4mx10 " H/m. Equation(1) leads to tive field model[9] have been shown to give good results for
Curie’s law for the initial susceptibility, that depends lin- the magnetic properties of ferrofluids with low or moderate
early on the particle concentration, concentration of magnetic particlésp to 10—12 % Taking
XL a@s a universal parameter in weak magnetic fields, all the
above approaches lead to the same expression for the initial
*Electronic address: wangzuo@mpip-mainz.mpg.de susceptibility,
"Electronic address: holm@mpip-mainz.mpg.de
*Electronic address: hwm@mpip-mainz.mpg.de x=xL(1+x./3). (5)
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For ferrofluids of higher concentration, larger particle size, orof the ferrosolid systems is calculated in Sec. Il D. We end
at low temperature, Ed5) is insufficient[10]. Higher-order  with our conclusions in Sec. IV.
corrections in the dependence gfor M on ¢, \, or in

general ony, , turn out to be crucial. Il. SIMULATION METHOD

An expression fory up to cubic accuracy iy, can be . ) ) ) .
obtained by the mean-spherical mogé], the Born-Mayer The investigated ferrofluid systems consist\b$pherical
expansion methof11], and the statistical model based on Particles of diametes- distributed in a cubic simulation box
the pair correlation functiofil0], which reads a$10] of side lengthL. Each particle has a permanent point dipole

momentm); at its center. Using periodic boundary conditions
in all spatial directions, the dipole-dipole interaction poten-

X=XL(1+ x/3+ x{1144). (6)  tial between particlé andj is given by
The cubic term makes a noticeable difference of 5% over Eq. dip__ = _miemy
(5) for y,=4.14. The significance of the third-order contri- Vo Amp v 2e (| +nL)?
bution has been verified in comparison with experimental
measurements on the temperature dependencg [¥0]. 3[m;- (rij +nL)J{m; - (rij +nL) ] 7
However, in what we classify here as the strong coupling |rij+n|_|5 ' @)

limit, A\>2, the enhanced particle aggregation is not suffi-
ciently accounted for by the analytical studies, thus givingwhererij =r;—r; is the displacement vector of the two par-

rise to considerable deviations from the predictions of Egsticles. The sum extends over all simple cubic lattice points,
(5) and(6). Here the magnetic properties turn out to depenmz(nx,ny,nz) with n,, n,, n, integers.

on ® and\ separately rather thag, alone, a point which In this work, we use the Ewald summation for dipolar

we will try to elucidate with our simulation study. systems to evaluate E) effectively, which giveg28-3(Q
Previous simulation works on dipoldferro)fluids were _

mainly undertaken to explore the phase diagram. Large UiP=U+u{0+ule+ U, 8

ranges of particle concentration and dipolar coupling
strength have been examined. The results are found to dwhere the real-spact(’, the k space(reciprocal spage
pend substantially on the employed short-range interactiond;Ji(jk), the seIfUi(jse'f), and the surfaceli(js“”) contributions
such as hard sphergld—17, soft sphere[18—-21, and are respectively given by
Lennard-JonegLJ) potentials[22,23. As an example, the
question whether a minimum amount of dispersive energy, |, (y
i.e., the attractive van der Waals energy, is required to ob- i(j)_47TMo n§z3 {my-my)B(lry 0D =[m;- (ry + )]
serve the liquid-vapor coexistence is still under discussion
[17,20-25. Recent studies on the magnetic properties in- X[m;- (rij+m]C([rj; +n)}, €)
clude the Monte Carlo simulations on the dispersions of in-
teracting superparamagnetic particles in a solid md2& . 1 A
and on ferrofluids with a finite spherical bound487]. In Ui(j):—3 > — exd — (wk/kL)?](m;-K)
order to compare with the macroscopic theories on ferroflu- Ampol” kezikro K
ids, it is. necessary to simullalte the ferrofluid systems with x(m;-k) exp2mik-r;; /L), (10
truly periodic boundary conditions.
In this paper, the Langevin dynamics simulation method 1 243
is used to study the equilibrium properties of ferrofluids. The Ui(jse'f): - _(mi2+ m]?), (12)
long-range dipolar interactions are dealt with the Ewald sum- 47 po 3\
mation. The initial susceptibility and the magnetization
curves are calculated as a functiongfand\. The simula- 1 A
. . . . (surf) _
tion results are directly compared with the theoretical mod- Uij 4, 2 +1)L3
els. The influence of particle aggregation is investigated sys- Kec
tematically by performing a cluster analysis of the, ..,
microstructure of the systems. The formation of aggregates is
found to enhance the magnetization of ferrofluids at weak B(r)=[erfo( )+ (2«r/\m)exp(— k2r2)]rd, (13
magnetic fields. This is confirmed by comparison with the
calculated initial susceptibility for a ferrosolid, i.e., a ferro- _ 2,2
fluid with the same properties but with the particles’ transla- cn=[3 erfc(xr)+(2xr/ﬁ)(3+2x )
tional degree of freedom frozen in at random positions. X exp(— «k%r?)]/r®. (14
The paper is organized as follows. We describe the simu-
lation method in Sec. Il. The simulation results on the initial Here erfck):=27Y2[; exp(-t?dt denotes the comple-
susceptibility and the magnetization curves are given in Secsnentary error function. The inverse lengthis the splitting
[l1 A and B, respectively. The cluster analysis of the micro- parameter of the Ewald summation. Equatid?) assumes
structure is presented in Sec. Il C. The initial susceptibilitythat the set of the periodic replications of the simulation box

RGP

021405-2



MOLECULAR DYNAMICS STUDY ON THE EQUILIBRIUM . .. PHYSICAL REVIEW E66, 021405 (2002

tends in a spherical way towards an infinite cluster and thatange terms into Eq$16) and(17), the dimensionless equa-
the medium outside this sphere is a uniform medium withtions of motion can now be written as

magnetic permeabilitycgc. In this work, we use the metal-

lic boundary conditionugc=0. The surface term vanishes

in this case and demagnetization effects do not occur. Thus,
the applied external magnetic fielltl coincides exactly with

the internal field. The influence of different boundary condi-
tions on the simulation results will be the topic of a subse- I¥ - =2
guent publicatiorf{31]. The related formulas for the dipolar 171
forces and torques can be found in a previous pgg@r The ) ) o )
theoretical estimates of the cutoff errors in the Ewald sumWhere the variables are given in dimensionless form reduced
mation derived there are used to determine the optimal valy the 2fo||owmg units: lengthr*=r/o, dipole moment
ues for the Ewald parameters which enable us to minimizé*>=M/4m pgeo®, moment of inertid * =1/(Ma?), time

the overall computational time at a predefined accuracy. t*=t(e/Mg?)"? ~ the  friction ~ constants TI'f

\'/i*zgi (FIP* + R ) =TV + &7 (22)

P mEXH -Thof + 8%, (29

Ui'=4e

The short-range interaction potential between the particless I't(0?/ Me) 2 and I'§=Tr/(Mo?€)' magnetic field
is chosen to mimic the steric mechanism for stabilizing theH* =H(4muo0%/€)¥? as well as temperatur@* =kT/e.
colloidal suspension. As mentioned in Sec. |, it is still notThe values of the dimensionless friction constants do not
settled which kind of potential is most suitable to model realaffect the equilibrium properties. Here we addpt=10.0
ferrofluids. It might actually depend on whether the solutionand T';, = 3.0, because in our simulations these values had
is electrically or sterically stabilized. In this work we adopt been found to speed up the equilibration time. These values
the Lennard-Jones potential are also close to that used in RES2]. A value of|* =0.4 is
12 6 used for the dimensionless moment of inertia, corresponding
B T B to that of a rigid sphere with diameter.
. . C(Ry) |, (15) . :
ij ij The simulations were performed at constant temperature
_ 12 6 ) T*=1. The orientational coordinates of the particles were
Wherel,%(Rc)_(_‘T/ Re) "= (0/Rc)” with a cutoff radius of gy ressed in terms of quaternion parameters and the equa-
Rc=2""0. In this way the particles have a purely repulsive jong of motions were integrated with a leap-frog algorithm
interaction force that smoothly decays to zeroRat This 29]. A reduced time stept* =0.002 was employed in all
cutoff range is smaller than the one usually used in the sof{jyjations. The runs were started from initial configurations
sphere pottleznnal which is commonly adopted @s{rij)  wijth random particle positions and dipole moment orienta-
=4z (o/ryj)™ [18-21, and thus closer to the hard sphereions For each case, the system was at first equilibrated for a
potential as employed in most other theoretical calculation$erind of 50 000 time steps. The magnetization and structural
[10,11]. In this context the analytical calculations of Ivanov properties were then calculated from the data for another
[10] reveal that at least for the spatially homogeneous Sysperiod of at least 200 000 time steps. Error bars for the simu-
tems the influence of different short-range repulsive poteniaiion results were determined by dividing the simulation
tials seems to be marginal. _ _ runs into blocks of 10 000 time steps and calculating an es-
The translational and rotational Langevin equations ofjnate for the standard deviation of the mdas).
motion of particlei are given by{29,32]

Mivi =F—Tv+ gIT, (16) Ill. RESULTS AND DISCUSSION

i Results were obtained from simulations on systems with
li-@=7—Treoy+ &, (17 N=1000 particles. The number density of the particles was
o mostly taken in the range qf* =N/V* <0.45, correspond-
whereM; andl; are the mass and inertia tensor of the par-nq g volume fractionsp= p* #/6<0.236. This covers the
ticle, I'y andT'g are the translational and rotational friction tnical particle concentration ranges which are obtainable in
constants, respectively. The Gaussian random force ar}%al ferrofluids. A few more runs were also carried out at
torque have the properties that the first moments vanish, higher concentrations in case of smallein order to reach a
<§T (1))=0 (18) sufficiently largey, . The values of the dipolar coupling con-
te ' stantA were mainly chosen to be 1,2,3, and 4. To get an
(R(1)=0 (19 estimate of realistic\ values, we consider a ferrofluid
te ' sample consisting of monodispersed magnetite particles. The
while the second moments satisfy bqlk magnetizati_on of this material M =4.46X 1(_)rs A/m.
With a magnetic core diameter of the particles of
<§iTa(t) . §,—Tﬁ(t’)>=6kTFT5ij Sapd(t—t'), (20 =10 nm, the value ok amounts tq about_1.3 at room tem-
peratureT=300 K. For larger particles witlr=13 nm,
(fiRa(t)'§Fg(t’)>=6kTFR5ij5a55(t—t'), (21) rises up to 2.9 under the same conditions. Note xhatay
further be enlarged by decreasing the temperature or using
wherea and g denote thex,y,z components in the Cartesian cobalt as working material M y=14.01x10° A/m), for
coordinates, respectively. Introducing the dipolar and shortwhich the previous\ values increase by a factor of around
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3.14. We therefore also carried out some simulations\for 035 -
-8. ©¢-0.026

In all simulations, we fixed the root mean squérms) 03 ¢ :ggg;
absolute errors in the dipolar forces taAFYP A6=0.105
<10 *“m?/4mpoo®, which corresponds to 10/6 of the at- 025 b | 4¢=0.131
tractive force between two contacting particles with dipole ¥ 6=0.157
moments in parallel alignment. The optimal values of the, o2t :;;’:3;;33
Ewald parameters had been determined separately for eac= 0.15

system[30]. As an example, for a sample wigt =0.1 we

getr.=0.429., k=6.78L, and K,=6X2=/L. While p* 01
=0.3 yieldsr.=0.46_, k=6.84L, andK;=7X2x/L to be
the optimum values, respectively. 0.05
A. Initial susceptibility 0 : '0'1 02 03 04 0.5
The influence of the particle interactions on the magnetic o (mH/T)

properties is most evident at weak fields, so we start with the
investigation of the initial susceptibility. The value ofy is Langevin parametex and the volume fractiors for a system with

determined from the linear relationship ™ =xyH at H N=3. The symbols are the simulation results. The dashed curves
—0. S'm_ljlat'ons are th_u_s performEd tc_) ge_t M_éH) CUrVeS  gare the linear fitting data, the slope of which gives the initial sus-
at weak fields. The equilibrium magnetizatibhis evaluated  ceptibility y.

FIG. 1. Dimensionless magnetizatidh* as a function of the

by the prescription
N a function of « and ¢. The results for other values of
M= }fto” 1 S m-)dt (249  display a similar behavior. It can be seen that at first
7Jt, MoV i=1 increases linearly witlw, then at higher field values sublin-
early. We introducew;, as a definition for the maximum
wheretg is the time needed for the system to establish thesalue of « where M* still can be considered to obey the
equilibrium state. linear relationship. Evidently, at a fixed value »fthis «);,

To study the weak field magnetization, we increase thesalue decreases with growing The data in Fig. 1 show that
Langevin parametetr from O to 0.5. As expected, the cal- when ¢ is increased from 0.052 to 0.209;, decreases
culation of M at «=0 does not show the existence of a from 0.45 to about 0.25. On the other hand, at a fixed particle
spontaneous magnetization, becaugeis still not high  concentration, rising. also implies a reduction af;;,, . This
enough. Other workf21] have shown that the transition to a demonstrates that the range over whidhis proportional to
ferromagnetic state occurs &@t~0.44 forA=4. For higher H (or equivalentlya) shrinks with the increase of, . For a
values of\, the critical concentration is arounp~0.35 for  quantitative evaluation of the initial susceptibility we need to
A=6.25[15,21 and ¢~0.31 for A=9 [19]. These condi- determine the linear region for each case separately. This is
tions are clearly not encountered in our simulations. accomplished with the help of a linear regression fit with

The dimensionless magnetizationM*  (=M/  error weighting[34]. The basic idea of that method is to
VAmel wya?) of the system withh =3 is shown in Fig. 1 as minimize the so-calle¢-square merit function,

TABLE I. Linear regression fitting results for th®1(H) [M(a)] curves in Fig. 1. The theoretical
predictions ofy on different orders are also given for comparison.

¢ X Ax  &(Ngop=2)  Q  Nuop x[Eq. (2)] x[Eq. (5)] x[Eq. (6)]
0.0262 0.822 0.017 0.069 0999 11 0.6283 0.7599 0.7616
0.0524  2.040 0.045 0.138 0.997 10 1.2566 1.7830 1.7968
0.0785 3.505 0.069 0.249 0.981 10 1.8849 3.0693 3.1158
0.1047 5.103 0.142 0.085 0999 9 2.5133 4.6188 4.7290
0.1309 7.173 0.330 0.069 0997 7 3.1416 6.4315 6.6468
0.1571  9.237 0.363 0.094 0.993 7 3.7699 8.5073 8.8794
0.1833 11.680 0.741 0.016 0999 6 4.3982 10.8464 11.4372
0.2094 14.356 0.873 0.140 0.968 6 5.0266 13.4486 14.3306
0.2356 17.831 1.114 0.150 0.963 6 5.6549 16.3140 17.5698
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' ' ' ' ] dimensionless fornM* = ya/47w\/T*, are also displayed
in Fig. 1 to show how they fit to the simulation data.
Figure 2a) shows the calculated initial susceptibilityas
a function of\ and ¢, along with the analytical results from
Egs. (5) and (6). Since the Langevin susceptibility, has
been taken as the universal parameter in these theoretical
predictions[8—10], we also map the data gf on x, in Fig.
] 2(b) to show the scaling behavior more directly. In addition
K2 ] to the results in Fig. @), some more data was produced at
:cz/ ] higher concentrationgup to ¢=0.419) for the case ok
- =1 in order to get a larger range gf . We did not combine
o ol o 1 such high concentrations with larger valuesagfsince the
;:,g '*::_’ - __., __..._-.-o-———or--*”"’ ] close proximity to the magnetic phase separation would
= ' ' make the discussion more complex, rendering the results
o more sensitive to the specific short-range interaction.
For the weak interaction range<2 we find perfect
2E @) 1 agreement with Eqg5) and (6) for all investigated volume
l fractions. Actually, because of these coupling parameters we
28 F 7 can reach only up tg, <4, both analytical predictions yield
Ol }’ equally good results for our data and are indistinguishable
within the error bars. Fok =3 we see small but significant
deviations at low values o, meaning that already at low
values ofy, neither Eq.(5) nor Eq.(6) are accurate. How-
ever, at high volume fractionsy(>3), the third-order Eq.
(6) is compatible within error bars. For the numerical values
of the data see Table |, where also the values of the analytical
results for different orders are given for comparison. Even
more drastic deviations from the theoretical predictions are
found for \=4 at low concentrations, in the rangg <6.
We observe again the trend, that at higher volume fractions
the third-order Eq(6) becomes compatible with our data. We
can conclude that the paramelerrather thany, , becomes
FIG. 2. (3 Initial susceptibility y as a function of the dipolar the dominating control parameter far>2. This effect can
coupling constank and volume fractiorp; (b) same data of asin  be attributed directly to the microstructure formation in the
(@), but mapped on the Langevin susceptibility. The theoretical ~system. When <2, what we consider to be the weak inter-
curves are given by the Langevin modal= x, , dashedl Eq.(5)  action limit, the dipolar potential is comparable to the ther-
(dotted and Eq.(6) (dot-dasheyl respectively. mal fluctuation. Then the interparticle correlations are weak,
and the present theoretical models work well. However, go-
Nd M —M(0)— yH;\2 ing to stronger interactions with>2, leads to a consider-
- (4 (25) able amount of particle aggregation. The resulting clusters
AM; amplify the sensitivity of the system to weak external mag-
netic fields and thus lead to an enhanced magnetic suscepti-
bility. We will come back to this point in Sec. Il C.
so as to gely and its error bar. Her&d M; is the error bar The influence of the volume fraction seems to be weak in
related to the simulation data &f;. In Fig. 1 the data were the investigated parameter regime. Noteworthy is that the
taken with a step size df «=0.05 giving 11 data points on third-order equation seems to describe the available data well
each curve. Since no spontaneous magnetization occurs, the larger volume fraction and high coupling parameter
initial data point is always av1(0)=0.0. For each curve, a even better than it does at intermediate values. On the basis
series of linear fittings was generated by increadiggn Eq.  of our available data we cannot decide if this finding is a
(25) from 5 to 11. The fit which gives the minimum value of mere coincidence. To our knowledge, there is no theoretical
£ per degree of freedom is taken to be the optimum lineareason to believe that the third-order equation should become
fitting to the data. The associatéd-value is referred as reliable again at these high values)gf, where higher-order
Ng,opt- The slopey and its error bad y determine the initial ~ corrections of the formp™\" with m, n arbitrary, are ex-
susceptibility. The value a#j;, is roughly given by the prod- pected to become important. Corrections lineaginbut up
uct of Aa with Ny opc— 1. The results of this data fit includ- to ninth order in\ have been assembled for the Born-Mayer
ing the error estimates are compiled in Table I. The degree afxpansion method in Ref11]. These additional terms are all
reliability of the results is reflected by the high goodness-ositive and therefore necessarily increase the susceptibility.
probability Q [34]. The resulting straight linel = yH, orin ~ We have found that they improve the theoretical prediction

32 (a)
28

® =1
24 mA=2
*)=3

16

12
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FIG. 3. Magnetization curves in the case(af y_ =1.256 forA=1 (circles, 2 (squares 4 (diamondg, and 8 (up-triangles; (c) x.
=5.026 forA =3 (circles and 4(diamonds, respectively. The theoretical curves are given by the Langevin njgde{1), dashed ling and
by using Eq.(27) (dotted ling and Eq.(28) (dot-dashed lingin Eg. (26). The corresponding differences between the calculated magneti-
zation and the Langevin modeM(— M )/Mg,, are shown inb) and(d), respectively.

of x only at very small concentrationgs 0.05) fora>2, M(H)=M_(H,), (26)
but they dramatically overestimate the simulation results at
larger values ofp. where the effective field acting on an individual ferroparticle

Note that the simulations presented in R&f7] give rise  is given by
to a susceptibilityy that decreasesvith growing A if x| is
fixed, which isoppositeto our findings in Fig. t). We He=H+M (H)/3, (27
suspect that this trend may be induced by finite size effects,
since afinite spherical simulation volume with only a few rather thanH,=H-+M/3 as done in the Weiss model. The
100 particles had been used in their simulatiowithout a  resulting expression for the initial susceptibility is Ef). A
periodic replication to properly account for the long-rangehigher-order description is obtained by replacidg in Eq.
dipolar interaction as is done in the present wokllde shall  (27) by
clarify this point in a subsequent publicatipdd].

M (H) 1 dM (H)

3 T g @

He=H-+

B. Magnetization curves

In this section, we extend the calculationMfto a larger
range of the applied external field strengitin order to get  Which in the weak field limit reduces to E6) for x [10].
the full magnetization curves. For moderately concentratedhe effective Langevin parameters corresponding to Egs.
ferrofluids, the “modified mean-field model’9] describes (27) and (28) can be written asye=a+ x L(a) and ae
the magnetization curve in terms of the Langevin magneti-=a+xL£(a)+()(E)/16£(a)(d£(a))/da, respectively.
zationM | [Eqg. (1)] as follows: This reflects they, dependence of these two theoretical pre-
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dictions. The Born-Mayer expansion describeth a differ- 20 - -

ent way, where its dependence gnand\ are given sepa-

rately [11]. 15 [ EII - Y. ]
We investigated the magnetization curves for two differ- .4 T S

ent cases. In the first cagg is fixed to a small value of I e

1.256 where the predictions using E¢®7) and (28) practi- or R A

cally coincide. Then\ is taken to be 1,2,4, and 8, respec-

tively. To keepy, constant, the volume fractiof had to be 5 ! !

adapted from 0.157 down to 0.0196. In the second case, Wi, t/&x-ax- ' ' ]

take a larger value of_=5.026 which makes the difference ~ ~ [|#-¢ R

between the two theoretical predictions distinguishable by a -0 | &

few percentage. Onlx=3 and 4 are discussed. The corre- 51'2 F o 1

sponding volume fractions ar¢=0.209 and 0.157, respec- JEEPURIPSEES Ll g

tively. In the latter case, we did not include the results for ! *__*--*"* ]

A=<2 due to the limitation of the particle concentrations and >~ 3 __+——+::+::I::::

for \=8 due to the extremely slow dynamics which prohib- 0 ol = 02

ited us from reaching equilibrium distributions within our o

computational limits. ) )

The calculated magnetization curves are shown in Figs, FI_G. 4. Average size of the clusters formed at zero field as a
3(a) and 3c) together with the theoretical predictions using 'Unction ofA and .
Egs.(26—28. For a more explicit demonstration of the par-
ticle interaction, Figs. @) and 3d) display the difference tropic dipolar interaction implies that two neighboring par-
between the simulation data and the Langevin modél ( ticles can form a stable bonding only if their dipole moments
—M)/Mg,:. The characteristic maximum of this difference are roughly aligned in a head-to-tail orientation.
is found to be at intermediate field strengthaof 1, where it The energetically based cluster analysis of ferrofluids has
may reach more than 35%. The results in Figa) and 3b) been done in several different wajist,16,21,27,3b In this
reveal again the essential role of the dipolar coupling conwork, we adopt the definition of Ref§14,1¢, and [21]
stanth. When\ equals 1 and 2, the simulation and theoret-where two particles are considered to be bound if their dipo-
ical curves agree with each other very well. But for laryer lar potential energy is less than a predetermined value
the calculated magnetizatidn rises witha much faster than  Upong. The influence of using different threshold values for
the theoretical predictions, especially in the weak field reU,ong has been investigated in a recent wgsk]. The val-
gime. This reflects the same result already observed in Fig. 2ies of —1.A\KkT [14,16 and —1.5\kT [21] were shown
that y increases with. at low and moderate concentrations if both to give good results. In our calculations we have varied
XL is held fixed. Due to this effect, the peak positions of theUpong from —1.4ANKT to —1.6AKT. Only slight quantitative
increment M —M, )/Mg,; shift to smaller values ofr with changes of the results have been found without a qualitative
the increase ok. In Figs. 3c) and 3d), the volume fraction difference. The results shown here have been evaluated for
of the particles are relatively high. The maximum absoluteUpong= — 1.9\KT, i.e., 75% of the contact energy of two
difference between the two analytical predictions occurs aperfectly coaligned dipolar particles. The above cluster defi-
a=0.62 where the result given by using E@8) is about  nition implies that aggregates are mainly linear chains and
4.3% larger than that by E§27). Our simulation results are rings. Thicker particle agglomerates or branched chains,
found to be consistent with both of them within the range ofhowever, occur very rarely in our simulations.
error bar. A quantitative analysis of the data indicates that The size of a cluster is defined as the number of particles
Eq. (28) gives a better description in the weak field regime.belonging to it. We first set up the connectivity matrix by
This consequently leads to a better agreement between tiieeans of our cluster definition, and then use it to evaluate
simulation results ory with the prediction of Eq(6). How-  the sizes and numbers of clusters in a given configuration.
ever, both data sets far=3 and\ =4 show deviations from The average cluster size is defined by
the theoretical curves at larger valuesaofvhich cannot be
explained by _statistical errors. Also here we infer that higher- Savg= < E Sns/z ns> , (29)
order corrections are needed to more accurately describe the s s
magnetization curves.

where ng is the number of clusters having sisgand the
triangular brackets denote the time average or, equivalently,
The microstructure and its relation to the magnetic propthe average over the configuration space.

erties of ferrofluids are investigated by performing a cluster Figure 4 plotsS,, 4 as a function ok and ¢ for the case
analysis. In conventional cluster analysis, agglomerates amf zero field (x=0). Clearly, increasing the dipolar coupling
usually defined on the base of the spatial proximity between leads to a larger cluster si&,, . However, in the weak
the particles or by means of an energy criterion. For ferrocoupling limit \=1 or 2, S,,4 exceeds 1 only slightly,
fluids the latter one is more favorable, because the anisaneaning that there are very few dimers present. Interparticle

C. Microstructure analysis
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FIG. 5. Snapshot of the three-dimensional configurations formed at zero field in the systm® 852 withx =1 (a), 3 (b), 4 (c), and
8 (d), respectively. The arrows with lengthindicate the orientation of the dipole moments. The spheres (diamef2) show the center
positions of the particles.

correlations seem to be weak and we already noted that thmusly breaking and recombining with othdrs4,16. Even
simulation results agree well with the theoretical models inclosed ring structures can be observed occasionally. In this
these cases. strong coupling case, the chains have a close analogy to liv-
As \ is increased, the larger values 8f,, indicate the ing polymers[16,36].
formation of more clusters. To elucidate this, we show snap- When the external field is switched on, the tendency of
shots of the three-dimensional configurations in Fig. 5 for thehe dipole moments to coalign with the field direction en-
case ofp=0.052 (p* =0.1) at different\ values. The in- hances the aggregation probability. Accordingly the average
crease of the number and size of clusters witban be seen cluster size is expected to increase with the field strength.
clearly in these figures. For=3 we findS,,;=1.123 at¢ Figure 7 shows the field-dependenceSgf, for the systems
=0.052. About 10% of the particles are organized in dimersstudied in Fig. 8a). The increment ofS,, 4 with « is only
and less than 1% in trimers. At the same densfly,, in-  very weak forA<2, but it is more evident ak=4. As ex-
creases to 1.481 for=4. Correspondingly, 22% of the par- hibited in Fig. 8, the structure character of the system varies
ticles are in dimers, 7% in trimers, and 2% in quadrumersfrom randomly distributed short clusters to stringlike align-
The density dependence of these numbers is shown in Fig.@ents along the magnetic flux with the increasexofCon-
where the average percentage of particles-mers are plot- sequently the cluster analysis in Fig. 9 reflects that more and
ted as a function ofp for A\=3 and 4. It can be seen that more particles merge into larger aggregates. Cluster as long
more than 60% of the particles are still in monomers and thes s=15 could be observed at high. But these stringlike
clusters withs=5 are rarely found in these cases. However,structures in Fig. &) are much more unstable than the
when \ equals to 8, all the particles get involved in the chains formed ak =8 [see Fig. &d)]. They posses a smaller
formation of long chain-like structures. The average chaircontact energy so that thermal fluctuations can easily break
length is larger than 18 at ¢=0.052. Due to thermal fluc- long clusters into smaller segments. This effect is field inde-
tuations, these chains are quite flexible. They are continupendent. In fact, most of the strings observed in Figl) 8
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get new modified theoretical curves. In Fig. 10 it can be seen
FIG. 6. Average percentage of the particlesnimers for the that this simple operating prescription considerably improves

system withx =3 (a) and 4 (b) at zero field. the agreement between simulation and theory, at least at low

concentrations. This proves that the formation of small clus-

consist of a few continuously breaking and recombining seg'gers is responsible for the enhancement of the initial suscep-

ments. As a result, the average cluster sizg, does not tibility.

. At particle concentration abowg=0.1, the modified the-
present a dramatic change as expected from the Sr]a'osmtc?rfetical curves start to overestimate the simulgtedalues
the configurations. Whex= 8, however, the long chains had y

. . In these cases, the increased angular correlations between the
already been formed even at zero field. The increase of thg,iicles are not just limited to the two next nearest neigh-
field strength just arranges these chains to have a bettgh, s and thus make the above definition of clusters ambigu-
alignment along the field direction. But the average Cha”bus[lG]. Although we keep on using the energy criterion to
length does not change too much. obtain the cluster informations for Figs. 4 and 6, these values
The results in Fig. 7 reveal that the magnetic field depengre more likely reflecting the local orientational order of the
dence 0fS,, 4 remains weak at smadt. It is, therefore, legal dipole moments. The clusters we find are not stable entities
to invoke the zero-field cluster analysis in order to interpretinvolving well-defined particle numbers as in the low density
the outcomes related to the initial susceptibiliig. 2. Let  regime. This can be partially seen from tBg4(¢) behavior
us focus to the cases af=3 and 4 at low concentrations in Fig. 4. When\<2, S, 4 slightly increases withp. But it
where the deviation between theory and simulation are mostaturates ah =4 and even decreases a8 for ¢=0.1.
pronounced. In these cases the small clusters are relativeNext, we examine the radial distribution functig(r) of the
stable and spatially well separated from each other. For aystem(Fig. 11), which gives the probability of finding a pair
rough approximation, we treat the clusters as rigid particle®f particles a distance apart, relative to the probability ex-
thus considering our system as a polydispersed sample. Weected for a completely random distribution at the same den-
define the effective dipole moment of each cluster accordingity [29]. We find that the height of the first and second
to peaks, respectively, associated with dimer and trimers, de-
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FIG. 8. Snapshot of the three-dimensional configurations formed in the systerp with0392 and\ =4 [studied in Fig. 8)] under the
magnetic field ofe=0 (a), 1.0 (b), 3.0(c), and 9.0(d), respectively. The arrows on the frame indicate the direction of the magnetic field.
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crease with the increase @f. This implies that the number

of clusters does not increase as rapidly as the defizly In
other words, upon raising the spatial distribution of the
particle positions reapproaches to that of a homogeneous
system. Therefore we expect our suggested modification with
Eqg. (31 only to be valid at low volume fractions belog
=0.1.

The formation of long chainlike structures in the strong
coupling regime makes the systematic investigation of the
magnetization properties at==8 difficult. At ¢=0.0196,
there are very few overlaps between the elongated chains.
They have enough free volume to rearrange in response to
the external field. The magnetization of the system increases
very fast in the weak field regime, as shown in Fia)3The
occasional formation of a few closed ring structures is not
found to affect noticeably the global magnetization behavior.
On the other hand, whe# is enlarged, the chains become
strongly entangled, like in a semiflexible polymer solution.

FIG. 9. Field dependence of the average percentage of particleBhis slows down the dynamics of the system dramatically.

in n mers for the system witkp=0.0392 and\ =4.

An extremely long simulation time is required to reach the
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FIG. 10. Comparison of the simulation results on the initial
susceptibility with the modified theoretical model. The curves are T T T T T
the theoretical prediction of Eq6) (dotted and the modified the- 120 i
oretical results obtained by replacing with the effective Lange- (b) 0013
vin susceptibilityy ¢’ in Eq. (6) (dot-dashef ot [\ 0=0.026 1
---- ¢=0.052
equilibrium state in the weak field regime. For example, ata ¢, | - E:%i ]
density of ¢$=0.0785, the equilibrium value oM at « =031
=0.5is obtained only after 1.5 million simulation time steps. & | [} |- 0=0.157
Simultaneously, since the number of particles is fixed in our % 690 ST ¢=0183 ]
simulation, the increase @ makes the chain length become - ijégz
comparable to the size of the simulation box. This unavoid- 40} .
ably induces finite size effects. For these reasons, we wer:
unable to provide systematic investigationa at8 at higher 50 | l
concentrationgor equivalently largery,), but only for y, '
=1.256 shown in Fig. @&. These numerical difficulties
could well be related to experimental observations which 00,7 ' 5 >0 Y 30 35
find a dramatic increase of viscosities at similar dipolar cou- 1(0)

plings [37].

FIG. 11. Radial distribution functiomg(r) for the cases oh
D. Comparison with ferrosolids =3 (a) and 4 (b) as a function of¢ at zero field.

To further investigate the influence of the cluster forma-rosolidsy also exhibits a nonlinear increase with the volume
tion process we now turn to ferro-solid systems. By this wefraction ¢. Comparing our data with the results of the fer-
denote a suspension of dipolar particles which have theirofluid system in Fig. 2, we see that the suppression of clus-
spatial positions frozen in, but are permitted to rotate freelyters leads to a slower increase of the magnetization at weak
In this way the aggregation related effects in ferrofluids carfields, and hence to a lowgr It is interesting to note that the
easily be separated. discrepancy betweegsoiqg and xsiuiqg 9oes up whem or ¢

We prepared the initial configurations of the ferrosolid are increased. This shows that the positional correlations are
system by placing the particles randomly in the simulationalso very important at high density, and couple strongly to
box with random dipole moment orientations. For each giverthe dipolar rotational degrees of freedom, even if they do not
\ and ¢, several different initial configurations were gener- evidently form stable clusters. A comparison of the phase
ated and simulated. They were found to give very similarbehavior of the spatially frozen and fluid dipolar systems has
results. Computer time limitations prohibited us to averagealso revealed the essential role of the positional correlations
over a large sequence of quenched configurations, whicht high density{38,39. Simulations showed that when the
would be desirable to obtain a good ensemble average for dipole moment has three components as studied in the
ferro-glass system. However, we have investigated this cag@esent work, no long-range ferroelectric order exists in the
only to study the qualitative influence of freezing the posi-randomly frozen systems at nonzero temperature. But the
tional degrees of freedom. Accordingly, only the rotationaltranslational mobility of the particles in the fluid phase al-
equations of motiorfEq. (17)] of the particles need to be lows the build-up of the specific short-range correlations, and
integrated in the simulations. Figure 12 displays the simulathe system can be spontaneously polarized to develop a
tion results for the initial susceptibility at=3 and 4, along ferroelectric phas§l8,19,38—40 We consider the fact that
with the theoretical predictions for the fluid system. In fer-the measured values afs, iy coincide with the theoretical
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' ' ' ' i ranges by means of molecular dynamics simulations. The
vall ferrofluid was modeled as a soft sphere system by means of
’ a purely repulsive Lennard-Jones potential, and the magnetic
cores interacting with a dipolar coupling strengtlfrom 1 to
8. The investigated volume fractions were in the range of
$=<0.24 mostly. Our simulation method used the Ewald
summation with metallic boundary conditions to deal with
the long-range dipolar interactions, and took explicitly into
account the translational and rotational degrees of freedom
I 7 of the dipolar particles. The temperature was kept constant
10 L w - A /% ] by means of a Langevin thermostat for all degrees of free-
A /% dom. Our simulation results for the susceptibility show good
x AK Aﬁ agreement with the theoretical predictions in the weak cou-
- = ¥ pling limit A<2. For higher dipolar couplings, however, we
__!;_4 -~ find systematic deviations from the theoretical predictions at
0 - . L - low and intermediate concentrations. The detailed cluster
0 0.05 0.1 0.15 0.2 025 analysis demonstrates that this is due to the particle aggrega-
tion at higher\. The formation of clusters tend to increase
FIG. 12. Simulation results on the initial susceptibility of the the magnetization at weak field regime and consequently in-
ferro-solid systems withh=3 and 4 as a function of the volume duce a larger initial susceptibility. At high densities, the spa-
fraction ¢ and the dipolar coupling parametar The analytical tial distribution of the particles starts to homogenize again,
results on the ferrofluid system from E@) (dotted and Eq.(6) and the significance of clusters goes down. In fact we specu-
(dot-dashey] as well as the simulation results from Fig. 2 are alsolate that at higher concentrations there are almost no stable
included for comparison. clusters any more, because they can disintegrate and reform

. with other particles rapidly. In this regime we find that the
curves for the fluid system, Eq) and(6), almost exactly  ipjrg-order equation iry, is compatible with our data.

at low concentration for an accidental correspondence. At ko the magnetization curves we find that both, the
higher volume fractions the ferrosolid displays a susceptibilsgcqng- and third-order theoretical curves, describe our data
ity even below the theoretical prediction. This effect is more

. : . well for couplingsA<2. For higher values ok we find
evident for larger\ at higher. Note, that in Ref[27] @ 544in systematic deviations. The system shows at coupling
similar solidified ferrocolloid was investigated. Theyg,iq

) ) strength of A=8 an almost gel-like behavior due to en-
was found to increase withy_, but the values are larger than (angled chain structures. We expect this effect to become
that for the associated ferrofluid. Again we suspect that thig, e rimentally relevant in cobalt-based ferrofluids, where
is due to finite size effects of their sample. is large.

We point out that the particles in our ferrosolid systems 114 influence of the aggregation phenomena was isolated

are supposed to be super-paramagnetic. This means that thgy gy,qying ferrosolids where the particles are randomly

have a negligible crystallographic magnetic anisotropy enpjaced inside the simulation volume, and only rotations are

ergy. There is no energy barrier which prevents the magnetigyiowed to occur. The observed initial susceptibilities are

dipoles from a free rotation. That makes the present systen|g,yer compared to the ferrofluid systems due to the suppres-

different from that studied in Ref26] where the initial sus- g of cluster formation. The deviations to the fluid system
qeptlbnlty is fou.nd to decrease with the increase of the Pargrow with increasing dipolar coupling strength and increas-
ticle concentrations. ing volume fraction.

30 |

O A=3, ferro—solid
A A=4, ferro—solid
& A=3, ferrofluid
A )=4, ferrofluid
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