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Stochastic resonance in the driven Ising model on small-world networks
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We investigate the stochastic resonance phenomena in the field-driven Ising model on small-world networks.
The response of the magnetization to an oscillating magnetic field is examined by means of Monte Carlo
dynamic simulations, with the rewiring probability varied. At any finite value of the rewiring probability, the
system is found to undergo a dynamic phase transition at a finite temperature, giving rise to double resonance
peaks. While the peak in the ferromagnetic phase grows with the rewiring probability, which in the paramag-
netic phase tends to reduce, indicating opposite effects of the long-range interactions on the resonance in the

two phases.
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I. INTRODUCTION netic fields on small-world networks. Defined in Sec. lll is

the dynamic order parameter, which conveniently describes

It has been known that a periodically modulated bistablghe dynamic phase transition. The relaxation behavior is ex-
system may display stochastic resonaf®®B) arising from amined and the relaxation time is computed. Section IV is
the cooperative interaction between random noise and perflevoted to the stochastic resonance phenomena, character-
odic modulation[1]. Namely, when a system with an ener- ized by double resonance peaks in the occupation ratio. The
getic activation barrier is subject to periodic but weak driv-€ffects of long-range interactions on the resonance are inves-
ing, the inherent thermal stochastic noise can enhance tHigated, revealing opposite trends in the ferromagnetic and
signal out of the system rather than weaken it. Such SFParamagnetic phases. Finally, the main result is summarized
phenomena, which have various practical applicatizls @nd discussed in Sec. V.
have been extensively investigated in a variety of systems. In
parallel to studies of systems with relatively small numbers II. ISING MODEL ON SMALL-WORLD NETWORKS
of degrees of freedom, the research focus has been shifting to . .
extended complex systems with many degrees of freedom, 'I_'he WS ”etWOF" in the pres_ent Paper IS consructed fol-
where interesting collective dynamic behavior can emerg(!:o_Wlng Ref. [6]. First, a one-dlmenspnal regular netvyork
[3,4]. In those studies of SR in extended systems, the unde}¥ith only local connectiongof rangek) is constructed with
lying connection topology of dynamic variables has usuall the periodic boundary condition. Next, each local link is vis-

been assumed to be regular. However, recent studies of corfi€d once, and with the rewiring probabiliy removed and

puter networks, neuronal networks, biochemical networks/econnected to a randomly chosen node. After the whole

and even social networks, have revealed that many real syg\_/veep of the entire network, the average number of shortcuts

tems in nature possess quite complex structures, which cdfj the network of sizeN is given byNPk Throughout this
be described neither by regular networks nor by completelP2P€r; the interaction rangeis set equal to 2 for conve-
random network$s]. nlenpe;_longgr rangekt2) are not expected to I_ead to any
In this paper, we consider an Ising model on Watts andlualitative d'lfferen_ce'. After the WS network is built as
Strogatz(WS) type small-world networkg6] and study the 2POVe, an Ising spin is put on every node, and an ¢dga
SR behavior in the presence of temporally oscillating exterlink) connecting two nodes is regarded as the coupling be-
nal magnetic fields. The WS network is characterized by 4V€€n the two spins at the two nodes.
short characteristic path length and high clustefiély both The Hamiltonian for the field-driven Ising model on the
of which are commonly observed properties of real networkeVS network thus reads
in nature. Accordingly, we believe that the study of SR in an
extended system can be mgde more realistic if one uses the H=— ﬂ E 2 aio-—h(t)E o, (1)
WS network as the underlying topology. 29 jeq, ! i
There are five sections in this paper. Section Il introduces
the system, i.e., the Ising model driven by oscillating mag-whereJ is the coupling strengthr;(=*=1) is the Ising spin
at nodei, the neighborhood ; of i stands for the set of nodes
connected ta (via either local edges or shortcyt@and an
*Electronic address: hhong@kias.re.kr oscillating magnetic fieldh(t) = hy cosQt is applied with the
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driving amplitudeh, and frequency). We perform Monte 1
Carlo (MC) dynamic simulations, employing the heat bath
algorithm[7] and measuring the timein units of the MC 08
time step. For thermalization, we start from sufficiently high L
temperatures and lower the temperatiirslowly with the 06+
incrementAT=0.02 (in units of J/kg with the Boltzmann Q .
constantkg). The driving amplitude and frequency are 04 |
mostly taken to bény=0.1 andQ)=0.1, although different

frequencies are also considered. While simulations are per- 02
formed at a given temperature, the data from the first 4

X 10" MC steps are discarded, which turns out to be suffi- 0

cient for stationarity, and measurements are made for the 0
next 1¢ MC steps. Networks of various sizes, up ko

=6400, are constructed as described above, and averages

are performed over 100 different network realizations.

In the absence of the long-range interactiédh=0), the
network structure reduces to that of the one-dimension
regular network with only local couplings. Accordingly,
whenP=0, the driven Ising model described by E@) as ) )
well as the undriven modehg=0) should not exhibit long- 1> Tc, With Tc=3 for P=0.5. In order to determind
range order at finite temperatures. F#0, on the other More precisely, we measure the dynamic fourth-order cumu-
hand, it has been found that thendriven Ising model dis-  lant [11,12
plays ferromagnetic order at finite temperatuf8$ This

FIG. 1. Dynamic order paramet€r vs the temperatur€ in the
WS network of sizéN= 200, 400, 800, 1600, 3200, and 6400, at the
rlewiring probabilityP=0.5. Inset: dynamic fourth-order cumulant

aUN has a unique crossing point &t~ 3.13 (in units of J/kg).

suggests that the driven Ising model in Ef)) should un- [(Q"’)]
dergo a dynamic phase transition at a finite temperature un- Uy=1- —22 (5)
lessh(t) is too large. When all nodes are fully connected, 3(Q]

Eq. (1) describes the infinite-range Ising model, where
double SR peaks have been observed and argued to be

generic property of the system with a continuous dynamicW%ere<' ‘) and[- - -] denote the time average and the av-

phase transitiofi9]. In view of this, similar double SR peaks ir_la_ge t%\;egfﬂjli:nnbnestﬁvgsr drEZiI/Zeagounr? Leessgfl}g/?gz;h_
are naturally expected whelA#0; this contrasts with the essc ,of the size of th':a svstern: this ieldg the estima1§T] n
caseP=0, where the absence of a dynamic phase transitio#\ y ’ y e

S ; ; ~3.13, as shown in the inset of Fig. 1.
implies the emergence of just a single SR pEH. To investigate the time relaxation behavior, we begin with

the initial conditionm(t=0)=1 (i.e., o;=1 for all i), and
. DYNAMIC PHASE TRANSITION measureQ,, in Eq. (3) as a function ot, during MC simu-
The dynamic phase transition in the system can be con@lOns. As time proceed®), approaches the dynamic order

veniently described by the dynamic order parameter. We firgparametefsee Eq(4)] with the valueQ=0 andQ#0 in the
measure the magnetization high- and low-temperature phases, respectively. We find that

the relaxation ofQ, is very well described by the exponen-
N tial form Q,,— Qe /7 with t,=27n/Q, which defines the
> o, (2)  relaxation timer [13]. Figure 2 shows the relaxation behav-
=1 ior for P=0.5 and 0.8 afT=3.5; it is observed that the
exponential decay form describes the simulation results very
and take the time average of(t) during thenth period of  well. We repeat the same procedure at other temperatures
h(t) to obtain and obtain the temperature dependence of the relaxation
time, shown in the inset of Fig. 2. As expected from the
Q (tas1 existence of the finite-temperature dynamic phase transition,
Qn= ﬂft dtm(t), () the relaxation time diverges near the dynamic transition point
" (T,~3.13 and 3.20 folP=0.5 and 0.8, respectivelyand
decreases as we move away frdmin both directionq9].

m(t)=

Zl -

with t,=27n/Q. The dynamic order parameter is then de-
fined to be

. IV. STOCHASTIC RESONANCE
Q=1imQy, 4
n—oo In this section, we study how the long-range interactions
influence SR by varying the rewiring probabiliB; The SR
which takes different values below and above the criticalbehavior is conveniently captured by the occupancy rafio
temperaturel .. Figure 1 shows tha®#0 in the ferromag- first introduced in Ref[4] and defined to be the average
netic phase aT<T, andQ=0 in the paramagnetic phase at fraction of the spins in the direction of the external figld]:
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10 - - ; - substantial size effects fod=800. For the second SR peak

' - at the higher resonance temperatﬂ'l‘ség, finite-size effects
are insignificant in both the heightZ) and the SR tempera-
ture T&) . We thus conclude that the double SR peaks are not
merely finite-size effects, and obtaifii~2.70 and T
~4.46 from the positions of the two SR peaks in Fig. 3.

In Ref.[9], the positions of SR peaks in the infinite-range
Ising model have been analytically obtained from the time-
a T scaling matching condition: The intrinsic time scale given by

T the relaxation timer should match the extrinsic time scale of
1e-05 - 20 20 pos 50 100 the external driving. Furthermore, sinceliverges only af .
t, and decreases as the temperafuig raised or lowered from
T., the presence of double SR peaks should be a general

FIG. 2. Relaxation of the dynamic order parame@@r—Q vst,  property of the system with a finite-temperature continuous
at temperaturd =3.5 is plotted in the semilog scale for the rewir- phase transition. However, the specific form of the matching
ing probability P=0.5 and 0.8. As the measurement titpes in- condition for the infinite-range Ising modelr=1
creasedQ, is shown to approach its steady-state vaueDashed 1 /1+ (=2 found in Ref.[9], may not hold for the Ising
lines represent the least-squares fit to the exponential-decay forpghgdel on the WS network studied in this work. Here we
Qn—Qoe """, from which one can obtain the relaxation time  yoyeq] the relation between the positions of double SR peaks
Inset: inverse of the relaxation time7lys the temperaturg. and the relaxation time in the following manner. We first

draw a vertical line af = T)(~4.46) in the inset of Fig. 2
and locate the crossing point with the plot forr1from
(6) : . > . : .
which a horizontal line is drawn. This horizontal line corre-
) sponds to the time-scale matching condition, and its crossing
In other words R measures how many spins follow the 0s- yoint with the lower temperature branch of the- plot then

cillating magnetic field. It is easy to understand thahas  yie|ds the position of the first SR peakd). This gives
the value of 1/2 in both low- and high-temperature IimitsT(l)% R

2.70, which is in excellent agreement with the value
SR ’

(see, e.g., Ret.9]) and becomes larger near the SR temperay, ained from the first peak & in Fig. 3. The behavior oR
ture, reflecting that more spins follow the external driving.

: ; . ) with the temperaturel at various values of the rewirin
In Fig. 3, R in the system withP=0.5 is plotted as a P g

function of the temperature for various siZzdsThe double probability P is shown in Fig. 4. When long-range interac-

o X . o tions are not presenP(=0), the Ising model does not estab-
SR peaks are clearly. exhibited, W'th .the dip emerging in thqish ferromagnetic order at finite temperatures, thus not dis-
vicinity of the dynamic phase transition temperatiiede-

. ' . M laying a finite-temperature phase transition. Then expected
termined from the crossing &f ,. As the sizeN is increased, playing b P b

X is a single SR peak instead of two pedR$ which is con-
the first SR peak at the lower resonance temperafi#®  fimed in Fig. 4. AsP is increased, the system behaves more

becomes sharper and apparently saturates\NfB00, dis-  gimijarly to the mean-field system, and exhibits clear double
plallylng negI|g|b_Ie flrI|te-S|ze gffects. The SR temperatyreSR peaks, which, in the mean-fielinfinite-range limit,
T&R and the heighhy of the first resonance peak are dis- have equal heightf9]. Note that the maximally connected
played in the insets of Fig. 3, manifesting that there are n@g.55e P=1) of the WS network ha®(N) long-range con-
nections while the infinite-range system HagN?) connec-

o1 b TR

number of spins in the direction of h(t)
total number of spins

0.515

275 " T ' N=100 —— tions. This explains why the double peaksRft P=1 do
e ol not have equal heights in Fig. 4.
285 FTgr" = 800 =~ The SR peaks in Fig. 4 may be located from the condition
0.51 255 Jees dR/dT=0 except for the first resonance peak R 0.1,

where we have used the condition tltER/dT has a mini-

mum positive value. In the insets of Fig. 4, the obtained SR

temperatures and peak heights are shown as functidhslof

0.505 | 7 e ] is noteworthy that a® is increased, the height{) of the

o] first peak also grows, whereagR) reduces. In other words,

' addition of long-range interactions tends to enhance SR in
. . the ferromagnetic phase, while the same addition suppresses

o 1 2 3 4 5 6 7 8 SR in the paramagnetic phase. To understand these conflict-

T ing effects, which appear somewhat counterintuitive, we no-

tice that asP is increased, the critical temperatuFg shifts

FIG. 3. Size effects of the occupancy raRoss the temperature ¢ !
T for P=0.5. The finite-size effects are stronger for the SR peak atoward higher ten;peratures, reducing the relatteenpera-

the lower resonance temperature but become negligibleNfor ture) distance toT' &) in comparison with that tI§3. In the
=800. Insets: size dependence of the SR temperdtgeand of ~ paramagnetic phase, the correlation length should increase
the heighth of the first resonance peak. with P sinceT%) becomes closer @, ; this leads more spins

0.5
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FIG. 5. Occupancy rati® vs the temperature for the rewiring
probability P=0.3 and several driving frequencies. While the inter-
val between the two peaks tends to grow with the driving frequency
), the heights of the peaks generally reduce withAt high fre-
guencies (1=0.3), the lower peak in the ferromagnetic phase is
observed to disappear.

ing and saturating tendency has also been found in the syn-
chronization behavior of the coupled oscillators on small-
world networkg 15], as well as in the standafdingle-peak
SR behavior of the system of coupled bistable elemflrk

We have also considered different driving frequencies and
investigated how the occupancy ratio behaves. Figure 5 dis-
plays the behavior oR depending on the temperatufefor
various driving frequencies. The interval between the two
resonance peaks is observed to grow as the driving frequency
is increased, which is consistent with the obtained relation
between the relaxation time and the driving frequency. On
the other hand, the heights of the two peaks tend to reduce
with the driving frequency; eventually, the lower peak in the
ferromagnetic phase disappears, which reflects that at high
driving frequencies there exists only one crossing point be-
tween the relaxation time and the driving frequency.

V. SUMMARY

We have examined the stochastic resonance phenomena in
the Ising model driven by oscillating magnetic fields on
small-world networks. Double resonance peaks have been
found to develop as the rewiring probability is increased, and

FIG. 4. (8 Occupancy ratioR vs the temperaturd and the  explained in terms of the diverging time scale at the dynamic
rewiring probabilityP in the system of siz&l=800.(b) Lower and  phase transition. It has been demonstrated that the resonance
upper resonance temperatufi§ and T$2 as well as the dynamic behavior, essentially the same as that of the random network,
transition temperaturd vs P. (c) Heightsh§3 and h( of the  can be achieved with a relatively small number of shortcuts.
resonance peaks & The most interesting finding in our system is that while sto-

chastic resonance is enhanced with the number of long-range
to be correlated and thus resistive to the change of the exteconnections in the ferromagnetic phase, it is suppressed in
nal driving field, resulting in the suppression of SR. In thethe paramagnetic phase. As an interpretation based on anal-
ferromagnetic phase, on the other hand, a larger number @igy, we suggest considering the opinion formation in a social
shortcutd(i.e., long-range connectionsicreases the distance system: an instructor and a group of students. More long-
to T, yielding a shorter correlation length. Accordingly, the range connections in this analogy correspond to stronger in-
spins are allowed to better follow the external driving, andteractions, i.e., more active discussions between students far
the SR is enhanced. It is also to be noted that in the preseaivay, and thus help the group behave as a whole with a
system SR tends to saturate & 0.7, and that almost the majority of students having the same opinighis situation
same SR as the random netwoiR=€1.0) can be achieved is closely related to the enhanced synchronization for larger
with a relatively small number of shortcuts. Similar enhanc-P in Ref.[15]). However, this opinion, developed by active
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