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Stabilization of stationary excitation pulses in an open flow
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We study numerically and experimentally the stabilization of stationary excitation pulses in an open flow
system. Since all the species have equal flow and diffusion coefficients, stabilization of stationary pulses by
long-range inhibition is excluded. Upstream propagating pulses slow down as they approach the inflow bound-
ary, where a constant forcing establishes a downstream extending subexcitable boundary layer. When the flow
velocity is low, successive pulses vanish as they reach the subexcitable region. When the flow velocity is
increased, the incoming pulses pile up near the inflow one after the other to form a stationary and space-
periodic structure. This occurs in such a manner that the system remembers and stores the number of incoming
pulses. We show that flow-induced stabilization of stationary pulses involves a mechanism by which the
upstream subexcitable region and the flow cause the arrest of the pulse front and the pulse back, respectively.
We discuss how the flow-stabilized structures compare to, and are different from those stabilized by a long-
ranged, diffusive inhibition and from those observed in boundary-forced open flows of media showing
relaxation-type oscillations.
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[. INTRODUCTION local kinetics is oscillatorf14—16. Exceptions to this rule
are found in systems with subcritical behavi&7] and sys-

The formation of sustainable stationary structures in distems with differential transporftl8], where space-periodic
sipative systems has for many years been a central area structures were found to exist outside the region of oscilla-
nonlinear science and pattern formation. In reactiontory local kinetics.
diffusion systems of the activator-inhibitor type, one usually In this paper, we investigate numerically and experimen-
distinguishes between two classes of structures. The firgally the effect of constant boundary forcing on an open flow
class includes the classical Turing structufés-3], where  of an excitable medium where all flow and diffusion coeffi-
the symmetry breaking occurs as the result of fast inhibitorcients are equal. A number of recent studies of pulse propa-
diffusion that destabilizes the homogeneous steady state. fation in flow systems have focused on the effect of nonuni-
the second class of structures, the homogeneous steady stédem flow profiles[19-22, differential flows[23], and on
remains stable to small amplitude fluctuations and symmetryhe effect of hydrodynamidsee, e.g., Ref$24—27). To the
breaking requires a finite and localized perturbation to bebest of our knowledge, global organization due to forcing at
applied. These structures are typically associated witlthe inflow boundary has not previously been considered in
bistable and excitable local kineti¢gd—10] and they also excitable open flows. The present study is further motivated
require a rapidly diffusing inhibitor, i.e., a long-range inhibi- by our earlier work on boundary-forced open flows of oscil-
tion. latory media showing oscillations of the relaxation type

In recent years, there has been an increasing interest in th&5,28,29. Although the FDO mechanism cannot be respon-
spatiotemporal dynamics of boundary-forced open flowssible for the formation of stationary structures in the excit-
While it has been known for some tinmig¢1,12 that the be- able regime, it is known from studies of reaction-diffusion
havior of convectively unstable open flows is determined bysystems that excitable media may show structures, such as
the dynamics at the inflow boundary, the implications of thistarget patterns and spirals, that are superficially similar to
ability to exert aglobal organizationdue to alocal forcing  structures observed in oscillatory media of the relaxation
have yet to be fully explored. For instance, it was only re-type[30]. On this basis, we hypothesized that excitable open
cently predicted theoretically13,14 and verified experi- flows may be able to support stationary structure that in
mentally [15] that the constant boundary forcing of open some aspects are similar to FDO waves but are governed by
flows of oscillatory media may cause the formation of sta-an entirely different mechanism.
tionary space-periodic structures without a rapidly diffusing In Sec. I, we show that stationary, space-periodic struc-
inhibitor. These essentially kinematic “flow-distributed os- tures are indeed supported in the boundary-forced open flow
cillations” (FDO) are the result of a boundary forcing that of an excitable medium. Stationary space-periodic structures
locks the oscillation phase at the inflow while the flow re-arise when excitation pulses, emitted periodically from a
solves the oscillation spatially. As a result, FDO waves are irdownstream pacemaker, propagate upstream against the flow,
general confined to the region of parameter space where trebow down and come to a rest near a constantly forced sub-
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A 50- excitation pulses, which are unstable in the absence of a flow

or at low-flow velocities. Before the experimental verifica-
tion in Sec. IV, we discuss in Sec. lll the qualitative basis of
this flow-induced stabilization. It is shown that the formation
of a stable stationary pulse is the result of a mechanism by
which an upstream subexcitable region, established by the
boundary forcing or by a previously stabilized stationary
pulse, arrests the pulse front, while the flow causes the front
B back to come to a rest downstream of the motionless pulse
T ] front.
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B II. NUMERICAL SECTION

A prototype model of an excitable flow system is the
FitzHugh-Nagumo (FHN) reaction-diffusion system aug-
mented with flow terms. The FHN system is a generic model
of excitable systems and diffusion-induced stabilization of
stationary excitation pulses due to long-range inhibition is
0 100 200 200 200 well uno_lerstood |n_th|s systefnl—lO]_. The experiments pre-

space sented in Sec. IV involve the ferroin-catalyzed BZ reaction.
This reaction can be modeled fairly well using Oregonator

FIG. 1. (8 Phase plane of an excitable medium. The twotype models. However, there is for the present purpose no
nullclines intersect at a unique steady-stateé finite perturbation  qualitative difference in the excitable properties of the two
may bring the system across the unstable branch of the activateypes of models and we have for generality chosen the sim-
nullcline (broken ling to pointA. Activator accumulates rapidly to pler FHN system.
point B and the system returns ®following a trajectory through It is assumed that the activatarand the inhibitor flow
points C and D. (b) Excitation pulse in an excitable reaction- at the same velocityp. The FHN-flow-diffusion system is

u,vlevels

diffusion system. The pulse profile, full line for the activator, bro- given by
ken line for the inhibitor, is dictated by the local kinetics and the
nulicline structure, as described in the text. The front and back of 5
the pulse is indicated by closed and open circle, respectively. The a_u:u_us_v_ ¢ﬁ_u+ a_u
reaction-diffusion velocity is denoted fzy. The pulse moves to the at X Yox2’
left. (1)
. . Jdv Jdv &v
excitable inflow boundary. In contrast to FDO waves, a spe- = elau—v+B)— ¢& +D, —
X

cific boundary forcing is required and a domain-filling struc-
ture is not formed spontaneously. Instead, a space-periodic
structure is established by the piling up of incoming pulsesvherea, 8, ande<<1 are kinetic constants anlis the flow
such that the system remembers and stores the number w¢locity. D, andD, are the diffusion coefficients af andv,
large amplitude perturbations applied downstream. Hencggspectively. They are assumed to be eqDa:D,=D,, .
the stationary structures observed in the excitable region are The simulations presented below involve a constantly
the result of a mechanism that is unrelated to the FDJorced inflow boundary ak=0 and a no-flux boundary at
mechanism. In fact, the observed structures turn out to bg=L. It is however useful first to consider the behavior of
closely related, at least mechanistically, to the stationarjg. (1) in an infinite domain. It is easy to show that in a
structures stabilized by long-range inhibition. However, de-domain of infinite extent, the flow term in Eql) can be
spite the mechanistic difference, the domain-filling structuresliminated by changing to the reference frame x— ¢t,
formed in the excitable region by applying multiple pertur- that moves with the flow. Hence, sufficiently far from the
bations are indistinguishable from and superficially identicalinflow boundary, Eq(1) behaves as a reaction-diffusion sys-
to waves observed in the region showing relaxation oscillatem that is translated through space.
tions. The local dynamics of the excitable FHN system is sum-
The numerical predictions are verified experimentally us-marized in Fig. 1a). The system can be either monostable,
ing the Belousov-Zhabotinsk{BZ) reaction medium. Both bistable, or oscillatory. The system is confined to the
the simulations and the experiments show that the flow veN-shaped activator nullcline,=u— u®, when the time-scale
locity has to exceed a certain critical value for the stationaryseparation is largee<<1. The relaxation oscillation, which
structures to form. From studies of reaction-diffusion sys-arises when the steady-stdafeis located between the ex-
tems, it is well known that an excitation pulse is annihilatedtremes of the activator nullcline, involves fast transitions be-
when it enters a subexcitable region where the excitatiomween the stable branches of the activator nullcline. The
threshold(e.g., the level of inhibitdris too high to support steady state is unique and excitable when the nuliclines in-
further propagation of the pulse. Hence, an increased flowersect once on one of the stable branches of activator
velocity exerts somehow a stabilizing effect on stationarynulicline. Bistability occurs when the inhibitor nullicline,
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v=au+ B, intersects both of the the stable branches of the A e 2500
activator nullcline, e.g., when its slope is relatively low.
Note thata is the rate constant for the accumulation of in-
hibitor in the high-activator state whewe>0 and of inhibitor
depletion in the low-activator state whewe<0. If the FHN
kinetics supports a unigue and excitable steady sgite
=(us,vs), as illustrated in Fig. (), a change from excit-
ability to bistability ensues whea is decreased. As it will be
discussed in Sec. Ill, decreasing the rate of inhibitor accu-
mulation within the excited, high-activator state is central to
the formation of stationary excitation pulses.

When the system rests in the excitable steady state g

00S

[markedSin Fig. 1(a)], a perturbation that takes the system 1.0 4 t=200 t=100
across the unstable branch of the activator nullcline causes a

large excursion in phase space. The initial autocatalytic ex- _ 5] t300

citation and the subsequent recovery follows a trajectory %

through the point#, B, C, andD indicated in Fig. 1a). The _E, 00 - ! |

initial perturbation, indicated by a broken arrow, takes the 2 t~ o

system to poinA. FromA, there is a very rapid autocatalytic 5 1 -qt--—--=-
growth of the activator, which brings the system to pdnt 057

on the activator nulicline. The inhibitor accumulates in this e

region of phase space and the system slowly moves along the -1 -
activator nullcline toward the saddle point @ Once the
system passes through the saddle point, the activator is rap-
idly depleted and the system is taken to pdinbn the left
branCh Of the aCtiVator nu”CIine. The |nh|b|t0r iS depleted in FIG. 2. Excitation pu|se5 vanish when they interact with a sub-
this refractory phase and the system slowly returns to thexcitable inflow boundary at low flow velocityy=0.3. (a) Space-
steady-stat&. time plot showing the fate of pulses initiated periodically at the
The behavior of excitation pulses in a reaction-diffusionoutflow boundary. White corresponds to a high level of activator.
system is closely tied to the local nullcline structure. FigureThe length of the system is 500 space units. The system was inte-
1(b) shows the activator and inhibitor profiles for a propa-grated for 2500 time unitgb) The activator profile(full lines) at
gating excitation pulse in the absence of a flow or in thedifferent times. The broken line shows the inhibitor profileai0.
moving reference frame=x— ¢t. The letters on the pulse The pulse collapses as the front and the back of the pulse collide.
profile mark the corresponding poings-D in phase space Other parameter values ane=1, 3=0.4, €=0.01, andD=1.
[Fig. 1(@]. The propagation of the pulse is driven by the
autocatalytic growth of the activator and the velocity of thethe tendency of the autocatalytic front to spread upstream is
pulse is determined by the velocity of this autocatalytic exactly counterbalanced by the flojwp.=cy(vs)]. The
front (marked with a closed circle The reaction-diffusion pulse can hence be made stationary by setting the flow ve-
velocity cy depends on the magnitude of the diffusion coef-locity equal tog. . The critical flow velocity corresponds, at
ficientD, the rate constant of the autocatalytic reacfionity  least in a bistable system, to the transition between nonlin-
in Eq. (1)], and on the level of the inhibitar(x) ahead of the early convective ¢>¢.) and nonlinearly absolute ¢(
autocatalytic front. In Fig. (b), the region ahead of the front <¢.) unstable flow conditiong32]. Any perturbation is
is in the stable steady state wittfx) =vs. The propagation eventually washed out of the system whér ¢ and inter-
velocity increases(lower excitability threshold if v(x) action with the inflow boundary will occur only in the non-
<uvs, While it decreases if the inhibitor level ahead of thelinearly absolute unstable regime, i.e., whgr ¢...
front is higher than the steady-state lewe{x)>vs. When Figure 2a) illustrates what may happen when successive
v(X) exceeds a certain critical value, the excitability thresh-upstream propagating pulses interact with a constantly forced
old is too high to support propagation. A region where a highinflow boundary at a relatively low-flow velocity ap=0.3.
level of v(x) prevents the propagation of the autocatalyticMultiple pulses are initiated by applying at regular time in-
front is referred to asubexcitableg[31]. An example of a tervals an excitatory perturbation at the downstream bound-
subexcitable region is the early part refractory phase thatry, located atx=L with L=500. The state at the inflow
follows after the rapid depletion of the activator, i.e., near theboundary is chosen to be(x=0)=—1 andv(x=0)=0.
point markedD is Fig. 1(b). The relatively high level of inhibitor at the boundary estab-
When the pulse is sufficiently far from the constantly lishes a downstream extending subexcitable boundary layer
forced inlet, the effect of the flow is to translate the propa-see Fig. &)]. As a consequence, the upstream propagating
gating pulse in the downstream direction. The pulse velocitypulses vanish before they can reach the inflow boundary.
is thus given byc= ¢ —cy(vs), Wwherev denotes the steady- Figure Zb) shows in more detail the fate of a pulse as it
state level of the inhibitor. Upstream propagation is only suppropagates deeper into the inhibitor-rich region near the in-
ported if the flow velocity is below a critical valué. where  flow. It shows in full lines the activator profile at different

=350
0 50 100 150
space
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’ markedD. The system is subexcitable whegh>0.56 and shows
) V V M V V V relaxation oscillations whep<0.19. Space-periodic structures are
<10 4 v formed spontaneously in the latter region.
0 100 200 300 400 500

flow velocity (Fig. 2) or in the absence of a flow.

The space-periodic structure shown in Figh)3is com-

FIG. 3. Formation of a space-periodic structure in a simulationposed of eight spatially repeating units, each one being a
identical to the one in Fig. 2 except fab=0.4. (@ Pulses are flow-stabilized stationary pulse. The conditions for the stabi-
initiated periodically at the outflow boundary. Rather than disap-lization of the first and the second pulse are generally not the
pearing as in Fig. 2, subsequent pulses become stationary and stasime since the formation of the first pulse is sensitive to the
up one after the other to form a space-periodic structlmeThe  state imposed at the inflow boundary. It is possible to find
activator and inhibitor profiles for a stationary structure comprisedpoundary conditions where the first pulse becomes stationary
of eight stationary flow-stabilized pulses. while any subsequent pulse that enters its subexcitable re-

fractory tail vanishegnot shown. In the present case, how-
times. The broken line shows the inhibitor profiletatO. It  ever, the state at the boundary was chosen to correspond to
is included to illustrate the increasing inhibitor level near thean early stage of the refractory phase. The conditions for the
inlet. The autocatalytic pulse front is marked by a closedstabilization of any subsequent pulses are therefore the same
circle and the pulse back is marked by an open circle. Thas for the first one and there is a one-to-one correspondence
pulse is observed to slow down as it approaches the inflonbetween the number of units in the structure and the number
This is due to the gradual increase in inhibitor levels ahea@f perturbation applied at the downstream boundary. Apply-
of its autocatalytic front. Eventually, the velocitg{v(X)] ing one perturbation gives a stable structure composed of one
=colv(X)]— ¢, of the autocatalytic front reaches zero andflow-stabilized stationary pulse; applying two perturbations
the front is at rest at=200. However, the arrest of the gives a stable structure comprised of two pulses, etc. In other
autocatalytic front does not mean that the pulse becomesords, when the distance between two flow-stabilized sta-
stationary. As it is dictated by the local kineti¢Big. 1), tionary pulses is\, a system of length. is multidegenerate
inhibitor continues to accumulate within the pulse and thewith a total ofn=L/\ different nonuniform stationary states.
back of the pulséopen circl¢ continues to propagate. The  Figure 4 summarizes the regions of e ¢ parameter
result is a steady decrease in the width of the pulset At space where different pulse behavior was observed in nu-
=300, the pulse is very narrow and it has vanished at merical simulations. The system is subexcitable wifeis
=350. Note how the autocatalytic front is pushed slightlygreater than about 0.56 and it does not support upstream
downstream before the front and the back collides. The reggropagating pulses at any flow velocity. In the region marked
son for this is addressed in Sec. lll. “A,” pulses collapse when they reach the subexcitable re-

Figure 3a) shows the dramatic effect of increasing the gion near the inflow boundary. Stationary structures are ob-
flow velocity to ¢=0.4 in a simulation that is otherwise served in the region markedC.” For 3>0.19, space-
identical to the one shown in Fig(&. The successive pulses periodic structures are only formed if multiple excitations are
now stack up, one after the other, to form a space-periodiapplied. In the region of parameter space where the FHN
stationary structure that, if a sufficient number of perturba-system shows relaxation oscillation8<0.19), the domain-
tions are applied, eventually fills the entire domaéfig. filling space-periodic structure is formed spontaneously and
3(b)]. Increasing the flow velocity from 0.3 to 0.4 thus external perturbations are not necessary. In the region
causes the stabilization of a structure that is unstable at lowmarked “B,” the first pulse persists, but does not become

space
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FIG. 5. Example of a solitary pulsating structure established at 40
the edge of the subexcitable region. Parameter values are the same 0.0 o1 02 0s 04 05 06
as in Fig. 2 except forp which is increased t@»=0.31. The figure ) ) ) ’ ’ ) )
shows 1000 time units and 150 space units. The oscillation period is B
about 290 time units long.

FIG. 6. The wavelength is continuous at the transition from
stationary. Instead, it performs an oscillatory motion at theexcitable to oscillatory local dynamics. The space-filling structure
edge of the subexcitable region as shown in Fig. 5. Thidormed by the_FDO m_echanlsm is |nd|§_t|ngU|shabIe from that com-
behavior is discussed in more detail in Sec. lll. The re|axposed of multiple stationary flow-stabilized pulses. Parameter val-
ation time may be quite long near tReC boundary as each U€S @réx=1,€=0.01,D=1, and$=0.3.
subsequent pulse may settle at a fixed location through a
long-lived damped oscillation. No upstream propagatingth
pulses are observed in the region labeldd”“where the

The ability of a flow to arrest back of a pulse stems from
e marginal differences in phase plane structure of excitable
: i e ) and bistable media and from the fact that an excitable system
flow velacity exceeds the reaction-diffusion velocity(vs), can be converted into a bistable system by a slight shift in

of the pulse. : . . the inhibitor nulicline(see Sec. )l This slight shift however

n f[he_ C_)SC|IIatory region, the spontaneous formation O.fhas profound implications for the local dynamics since the
domain-filling space-peno@c patterns can be understood IEresence of a steady state on the right branch of the activator
terms of t_he FDO mechanism. 'V'“'t_'p"? perturbatlons aré NoL jjicline prevents the inhibitor from accumulating to the
required in order to create a domain-filling structure and th

degeneracy of available stationary states is lost. The domaierlsaj—addle pointpoint C in Fig. 1) where the activator is rapidly

filing structures formed in the oscillatory and in the excit- epleted. In other words, a small shift in the phase plane

allbllegregili)ng of paramettlar space allre hgweverl indistin)g(;ulis structure is sufficient to maintain the system in an excited,
s D ligh activator state indefinitely.

able from each other. This is demonstrated in Fig. 6 where g Y

the wavelenath is plotted as a function &f The transition As discussed in Sec. Il, a transition from excitability to
fromWe:citab?e tc; ozcillator IocallJ d rl1am'?cs is accomI Ianiedbis’talbility occurs in the FHN system when the value of ahe
y y p is decreased, i.e., when the rate of the inhibitor accumulation

i i
by a de;tab|l|zat|oq of the homogeneoug S“’?‘te through.a HOF?i the high-activator state is lowered. An increased flow has
bifurcation. There is however no quantitative or qualitative

change in the domain-filling structure at the critical point

Bropt Where a limit cycle solution is born. 1.0 =200 =100 t=0
Ill. FLOW-INDUCED STABILIZATION 5 05 - t—>o0
>
In order to gain further insights into the mechanism of 2
flow-induced stabilization, we consider the results in Figs. 2 -§ 0.0 -
and 3. Figure 7, shows how the activator profile changes asa %
@

pulse slows down and becomes stationary by interacting with 05
the constantly forced inflow. All parameter values are the
same as in Fig. 3, but only the first pulse is considered. As in E
Fig. 2, the velocity of the autocatalytic front, marked by a

closed circle, decreases to zero as it reaches the subexcitable o 50 100 150
region. In contrast to the low-flow simulation in Fig. 2, the
back of the pulse comes in Fig. 7 to a rest at a finite distance
from the arrested autocatalytic front. Thus, the formation of a F|G. 7. Activator profiles at different times during the flow-
stationary pulse is the result of the frofmlosed circl¢ and  induced stabilization of the first pulse in Fig. 3. The back of the
the back(open circlg of the pulse never colliding and an pulse slows down and comes to a rest at a distance from the auto-
elevated flow velocity somehow prevents the propagation ofatalytic front and the pulse can thus maintain a finite width
the back of the pulgs). indefinitely.

-1.0 1

space
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FIG. 9. The evolution of the maximal value of(x) during the
eformation of the first stationary pulse in Fig(fill line) and during
the collapse of the first pulse in Fig.(Broken ling.

FIG. 8. Inhibitor profiles at different times during the formation
of the first stationary pulse in Fig. 3. The profile becomes steep
within the pulse at the front as the width of the pulse decreases.

a similar effect. As dictated by the local kinetics, the inhibi- t8mporal evolution of the maximal value of(x) is shown
tor gradientw,(X) = dv/dx, is positive in the portion of the N Fig. 9. The full line shows the evolution of max(x)] to
pulse where activator levels are high. This is clearly seen i constant level as the first pulse in Figajsslows down and
Fig. 1(b). The flow term,— ¢v(x) in Eq. (1), is therefore becomes stationary. The broken line shows the evoluthn of
negative within the pulse. As a result, the flow causes théh@{vx(x)] for a pulse that collapses at low-flow velocity.
local rate of inhibitor accumulation to decrease. As expected, the value of max(x)] becomes higher at the
We know that the flow term counterbalances the rate ofoW-flow velocity, but a stationary pulse nevertheless fails to
inhibitor accumulation at the critical flow velociig, where establish. The reason for this is fairly simple. Recall, that the
the entire pulse is stationary. The same can be achieved attocatalytic front comes to rest within the region of reduced
sub-critical flow velocities provided that the autocatalytic €XCitability where the flow counterbalances its reaction-
front slows down and comes to a rest. Figure 8 shows howliffusion velocity. The front |n|t|a!ly comes to rest exactly at
the inhibitor profile changes as a pulse slows down and behe edge of the subexcitable region established by the bound-
comes stationary. The parameter values are the same as th@¥ forcing whereg=co[v(x)]. However, the gradual in-
in Fig. 3. Once the autocatalytic front is at rest, the continued'@ase in the inhibitor gradient within the pulse causes the
propagation of the pulse back causes the region of high adohibitor levels ahe_ad of the autocatalytic frpnt to increase.
tivator to narrom(see Fig. . This, in turn, causes the inhibi- As a result, the region where the autocatalytllc front is at rest
tor profile to become steeper and the flow termpu (X), to becomes _sub_excnable._ Now the flow velocity exceeds the
become more negative. Eventually, the flow term become&gaction-diffusion velocity¢>colv(x)], and the autocata-
sufficiently negative to prevent further accumulation of thelytic front is pushed downstream into the oncoming pulse
inhibitor. As a result, inhibitor never reaches the level of theback[see Fig. 2)]. This causes the pulse to vanish at low
saddle pointpoint C in Fig. 1), rapid depletion of activator flow velocity. o _
is prevented and the pulse back comes to rest. The flow thus If the flow velocity is the right range, however, the front
plays the same role as does fast inhibitor diffusion during thénd back of the pulse may not collide as the front is
stabilization of stationary excitation pulses in reaction diffu-Pushed downstream. The inhibitor level ahead of the pulse
sion. In both cases, rapid removal of inhibitor from within May have sufficient time to return to its original value before
the activator-rich region of the pulse prevents the inhibitorthe collision occurs. As the region ahead of the front regains
from accumulating to the level where activator is rapidly xcitability, a front that was initially pushed downstream
depleted. Since a decreased rate of inhibitor accumulatiof’y @gain move upstream. Once it has come to rest, there is
causes the excitable system to become bistable, we may s&pPuildup of a steep inhibitor profile within the pulse and the
that the effect of a flow and of rapid inhibitor diffusion is to Process repeats itself. This alternating upstream and down-
cause a local bistability within the activator-rich portion of Stréam motion of the front gives rise tpalsating structure
the pulse. ie.,a pulse th_at p_erlodlcally moves up- and downstream, as
The steepness of the inhibitor profile depends on the disl Was shown in Fig. 5.
tance between the pulse front and the pulse back. It continues
to increase as the pulse narrows. It thus seems paradoxical
that stationary pulses cannot form at low-flow velocity. The
flow should be able to prevent the local accumulation of The experimental verification of flow-induced stabiliza-
inhibitor when makv,(x)] has increased to an appropriate tion was carried out using the excitable BZ reaction
value. This argument, however, ignores the fact that an inmedium. A mixture  containing [H,S0O,]=0.16
creased steepness of the inhibitor profile also causes an iM,[BrO; 1=0.10M, [ferroin+ferriin]=4.0x10 M and
crease in the upstream diffusive flux of the inhibitor. The[ malonic acid=0.020M, was pumped through a packed bed

IV. EXPERIMENTAL SECTION
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5%
4>
FIG. 10. Experimental observation of flow-
T > induced stabilization a$p=0.12 cm/min. White
bands correspond to regions of high ferriin con-
w4 — centration. The snap shots of the flow reactor are
4> taken at intervals of 30 min. The labeled arrows
ol 4> indicate the location of subsequent pulses. Note
3. that the first few pulses become stationary in the
‘ region where the flow velocity is increased due to
-t 2% the conical shape of the reactor inlet.
L . .

T 0

1h 2h 3h 4h

5cm

flow

reactor(PBR) using a peristaltic pump. The PBR was a 20- The BZ reaction medium originated from a continuously
cm-long 0.635-cm inner-diameter glass tube filled withstirred tank reactofCSTR). Special care was taken to ensure
500 um glass beads to various heights. It had a conicalthat the state of the medium in the CSTR corresponds to a
shaped inlet. The liquid medium was removed by suctiorpoint early in refractory phase. The subexcitable state of the
such that the outflow boundary of the PBR coincides withCSTR establishes a boundary layer near the PBR inlet where
the height of the glass beads. the medium has reduced excitability. The experimental setup

The vertically mounted PBR was illuminated from the used to achieve this is described in detail elsewhag
back by two fluorescent tubes. The propagation of excitation Figure 10 displays nine snapshots showing about 5.8 cm
pulses was monitored using a charged-coupled device canaf the PBR and taken at half hour intervals. The flow veloc-
era fitted with a 450-550 nm bandpass filter. This setup ality is 0.12 cm/min and the flow is directed upward, against
lows for the detection of bands of oxidized blue ferriin com- gravity. Volume elements spend abaut 48 min in the dis-
plex, a precursor for the inhibitor, bromide, as white on aplayed region and the residence time of the roughly 7-cm-
black background. long PBR is about 60 min. Since the residence times

The glass beads ensures that the flow field is more or legsnger than the oscillation pericii=46 min, it is expected
uniform (“plug flow” ). The one-dimensional description in that a spontanous excitation, due to the presence of the slow
Eq. (1) is a fairly good approximation even at low-flow ve- oscillation should occur 46 min into experiment at a distance
locities. While incomplete mixing within the packed bed andof about¢T=5.5 cm from the inlet. However, a large num-
an inhomogenous flow field does affect the propagation oper of excitation pulses can be generated during this time
excitation pulseq33], there were no indications that such period and diffusion-induced excitation occurs before the
factors significantly alter the formation of flow-stabilized oscillation-induced excitation in a reactor of this length at
structures. this flow velocity. As a result, the system behaves in all as-

Preliminary experiments showed that spontaneous excitgects as if the medium was excitable and the slow oscillation
tion occurs for all bromate concentrations between 0.03 angoes not manifest itself in Fig. 10.
0.14 M. It manifests itself simultaneously over a long length  Subsequent excitation pulses are initiated at the outflow
scale and appears to be the result of a very slow oscillatiorby inserting a silver wire into the glass beads. The wire was
The period of oscillation was estimated to be about 80 angept in the PBR for the first hour of the experiment. A single
30 min for bromate concentrations of OMand 0.1M, re-  pulse(labeled 1 is visible 30 min after the experiment was
spectively. Spontaneous excitation is suppressed only if thetarted. At this time it is located about 4 cm from the inflow.
solution is open to air in a stirred batch reactor. The oscilla-Thirty minutes later it has moved about 2.8 cm upstream at
tion appears to be the result of a slow bromide-generatingn average velocity of 0.09 cm/min. During the two subse-
step that is inhibited in the presence of molecular oxyld&n  quent 30 min intervals it first travels 0.73 and then 0.02 cm.
Fields private communicatign The time before the first Two hours after the experiment was started, the pulse has
oscillation-induced excitation is about 46 min when come to rest about 0.45 cm from the bottom of the displayed
[BrO; ]=0.10M. During this time period, as many as nine region.
excitation pulses were emitted when a 1-mm-thick silver Sixty minutes after the experiment was started, a second
wire was inserted between glass beads at the upper end of thalse, labeled 2 in Fig. 10, is visible at a distance of about
reactor(not shown. The first six pulses were emitted at in- 3.9 cm from the boundary. It propagates at a velocity that is
tervals of~4.4 min. The result of this tenfold difference in significantly decreased compared to that of the preceding
time-scales is that the slow oscillation does not manifest itpulse in the same region of the reactor. This is presumably
self and does not interfere with the excitation pulses, at leastue to an increased excitability threshold of the medium,
when the residence time in the flow reactor, definedras induced by the passage of the first pulse. After about 2.5 h it
=L/¢, is kept less than or comparable to the oscillationcomes to rest little more than 0.5 cm behind the first pulse.
period. The same behavior is observed for each subsequent pulse

046202-7



MADS KAERN AND MICHAEL MENZINGER PHYSICAL REVIEW E 65 046202

time (min) 16 17 min after the first pulse was initiated. Four pulses are visible

18 19 20 21 22
i at this time. Two(labeled 1 and Rare motionless within the
conical shaped region near the infptilse 1 is located at the
- very bottom and its upstream edge is not visibldile the
S

other two(labeled 3 and ¥propagate upstream. Pulse 3 ap-
proaches the subexcitable tail of pulse 2 and comes to rest
about 0.14 mm from it. The reactor is about 0.45 mm wide at

time (min) 23 24 25 26 27 28 29 ) .
5= the point where pulse 3 becomes stationary. The flow veloc-
ity is estimated to be 0.08 cm/min at this point.
4= As pulse 4 approaches the motionless pulse 3, it slows
S Av3 down and almost comes to rest after 26 min at a location

indicated by the arrow. However, it fails to maintain its am-
plitude and it has vanished one minute later. The same is
observed after 35 min when the fifth pulse approaches the

32 33 34 35 36
third pulse, as well as any subsequent pais® shown. The
pulses are annihilated at the same pdindicated by the

. W arrow) where the width of the reactor is about 0.52 cm and
—

time (min) 30 31
6 —>
5 ' ,
il the flow velocity is approximately 0.06 cm/min. This dem-
onstrates that a stable stationary pulse can only form if the
) o _ ~ flow velocity is higher than 0.070.01 cm/min. Note that
FIG. 11. Flow-induced stabilization requires a super-critical {he pulses are perpendicular to the flow. This shows that the

flow velocity. Snapshots of the flow reactor taken one minute apar&ystem can indeed be approximated by a one-dimensional
are shown next to each other with time proceeding from left tﬁPlug-fIOW model

right. Each row corresponds to 7 min. The bar corresponds to 1 cm.
The first displayed snapshot was taken 16 min after the experiment
was started. At this time, three pulsgsbeled 1-3are observed in V. DISCUSSION
the region where the flow velocity is high due to the conical shape
of the reactor and one pulse, labeled 4, is located at a distance of The formation of static structures in excitable reaction-
about 2 cm from the reactor inlet. This pulse propagates upstreariffusion media has traditionally been associated with rap-
with a decreasing velocity. It has vanished at27 min. The same idly diffusing inhibitor. The diffusion-stabilized structures
behavior is observed for the pulse labeled 5, which has vanished are the result of rapid removal of inhibitor from within the
time t=35 min. The pulses vanish at a distance from the reactofront, which has a twofold effect. First, fast inhibitor diffu-
inlet where the flow velocity is about 0.07 cm/miimdicated by  sjon slows down the accumulation of inhibitor within the
arrow). front and prevents it from reaching the critical level where
activator is rapidly depleted. Second, fast inhibitor diffusion
(labeled 3, 4, and )5 which stack up, one after the other to causes the level of inhibitor ahead of the autocatalytic front
form a fairly space-periodic structure with a wavelength ofto increase. This causes an arrest of the autocatalytic front as
about 0.52 cm. the medium ahead of the pulse becomes subexcitable.
Once the space-periodic structure has been established, aThis paper has presented experimental and numerical evi-
volume element that is carried downstream from the inledence for an alternative mechanism that involvefloav-
experiences an excitation at regular intervals. When assuninducedrather than a diffusion-induced stabilization. From a
ing a constant flow velocity of 0.12 cm/min, i.e., neglecting mechanistic point of view, the flow affects the dynamics in
the conical narrowing of the PBR, a volume element carriednuch the same way as does rapid inhibitor diffusion. Both
through the space-periodic structure experiences an excit@revent the accumulation of inhibitor within the pulse, which
tion roughly everyT=0.52/0.12 mir=4.3 min. In the ab- can introduce a local bistability in the system. This allows
sence of a flow, the time interval between the emission ofhe high activator state to persist indefinitely. However, the
pulses is determined primarily by the time it takes for theflow can only counterbalance the upstream propagation of
system to recover excitability during the refractory phasethe autocatalytic front at a critical flow velocity. In a bistable
The good agreement between the time interval of excitatiosystem, this flow velocity corresponds to the transition be-
observed in the presence-¢.3 min) and in the absence of tween nonlinearly absolute and convective instabjl&g]. In
a flow (~4.4 min) suggests that the wavelength of theorder for stationary pulses to establish at subcritical flow
space-periodic structure also depends on the time it takes te@locities, i.e., in the nonlinearly absolute unstable regime, a
recover excitability. special boundary condition is needed. This special boundary
Figure 11 displays snapshots of the region near the reactdorcing has to establish a subexcitable region at the inflow
inlet in an experiment where the flow velocity is relatively such that an incoming autocatalytic front comes to a rest.
low at about 0.04 cm/min. The length of the PBR is de-Once the front is at rest, the flow may stabilize the activator-
creased to a length of about 2 cm to prevent spontanousch portion of the pulse by preventing local accumulation of
excitation induced by the slow oscillation. The snapshots arehibitor. After the first stationary pulse is established, its
taken at intervals of 1 min and are placed in sequence fromefractory tail constitutes an upstream subexcitable region
left to right. The sequence starts with a snapshot taken 1&nd the appropriate boundary condition is reestablished. As a
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result, subsequently approaching pulses also come to rest atite excitable regiofiFig. 3(b)] is identical to that of sponta-
pile up to form a space-periodic structure. neously formed FDO waves in the oscillatory regime. The
There are other significant differences between flow- andvavelength of the space-periodic structure extends continu-
diffusion-induced stabilization. For instance, in a system thapusly from one kinetic region to the other. This is not sur-
supports diffusion-stabilized solitary structures, the pulsedrising since the global structure of the phase plane does not
cannot propagate Very far away from the site where the pe[depend on the |0ca| structure near the Steady state. For in-
turbation was initially applied. This is not so in the flow Stance, the strong dependence of the FDO wavelength on the
system, where a pulse continues to propagate until it reach ffusion coefficients obs_erved in the oscillatory BZ m_edlum
an upstream subexcitable region. This allows multiple perl 1] ¢an be understood in terms of the same mechanism that
turbations to be applied at the same spot. At sufficientl)f:‘."\‘_uses arrest of the aqtocatalyﬂc frpnt under excitable con-
high-flow velocities, there is a one-to-one correspondencg't'onS: the'autocatalytlc front pontlnues to propagate up-
between the number of perturbations applied and the numbéltre.a".1 af‘d Into the refractor_y tail of the preceding pulse until
of flow-stabilized stationary pulses that stack up near thdS intrinsic velocityco[v(x)] is matched by the flow veloc-
inflow. An open flow of an excitable medium can thus act as . . .
a counting and memory device whose capacity depends lin- Finally, the transient dynamics of patterns formed in an

early on its length. When the distance between subsequeﬂ’?c'"atory ”?ed'“m of the Te'é?xa“on type might be_ bette_r
pulses is\, a system of lengtiL supports a total of understood in terms of excitation pulses than the kinematic

=L/N nonhomogeneous stationary states in addition to th DO mechanism. For instance, under certain qondmons, It
homogeneous steady state. Second, an increased rate of S been observe{34,3§] th‘."‘t some OT the incoming waves
hibitor diffusion actually has aestabilizingeffect on flow- van!sh 'ra'ther thgn settll_ng Into a stat|onar_y pgttern. T.h's .be-
stabilized pulses. Increased inhibitor diffusion not only de_h_awor IS Inconsistent with a temp"fa' oscillation that is d'.s'
creases the steepness of the inhibitor profile, but also causgébUte_d spatially by_the flow. It IS on the other hand consis-
an increase in the upstream flux of the inhibitor. Conversel fent with the dynamics of an excitable medium in the region

the flow-induced stabilization is enhanced when the diffusiv-O Parameter space where the refractory tail of the upstream
ity of the inhibitor is reduced. The predicted effects of aloqated pulse is SIOV‘.’ to settle mtq .the. stationary .prof|le' re-
changed inhibitor diffusivity have been verified by numericalqu'rmj for the flow-induced stabilization of an incoming
simulations(not shown. pulse

While there are significant differences between the
mechanisms of formation of stationary structures reported
here and the FDO waves previously reporfé8-15, the The Natural Sciences and Engineering Research Council
visual appearance of the domain-filling structure observed if Canada provided an operating grant.
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