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Identification of coupling direction: Application to cardiorespiratory interaction
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We consider the problem of experimental detection of directionality of weak coupling between two self-
sustained oscillators from bivariate data. We further develop the method introduced by Rosenblum and Pik-
ovsky @Phys. Rev. E64, 045202 ~2001!#, suggesting an alternative approach. Next, we consider another
framework for identification of directionality, based on the idea of mutual predictability. Our algorithms
provide directionality index that shows whether the coupling between the oscillators is unidirectional or
bidirectional, and quantifies the asymmetry of bidirectional coupling. We demonstrate the efficiency of three
different algorithms in determination of directionality index from short and noisy data. These techniques are
then applied to analysis of cardiorespiratory interaction in healthy infants. The results reveal that the direction
of coupling between cardiovascular and respiratory systems varies with the age within the first 6 months of life.
We find a tendency to change from nearly symmetric bidirectional interaction to nearly unidirectional one
~from respiration to the cardiovascular system!.
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I. INTRODUCTION

Theoretical insights in nonlinear dynamics have be
widely used in time series analysis@1#. In particular, the
concepts of generalized@2# and phase@3–5# synchronization
have been exploited for the identification of interdepe
dences between coupled sub~systems! from multivariate data
and have found a number of applications in the studies
biological time series@5–11#. One can formulate two main
problems in such an analysis. The first problem is to rev
whether the systems under investigation are coupled an
quantify the intensity of interaction, while the second one
to characterize the driver-response~causal! relationships, or
directionality of coupling.

Many natural phenomena can be modeled by coupled
regular self-sustained oscillators. The description of a w
interaction between such systems can be reduced to
phase dynamics@5,12#. Hence, if one considers an invers
problem—characterization of weak coupling from data—it
sufficient to analyze interrelation between the phasesf of
oscillators; the phases can be beforehand estimated from
scalar signals. In this way, the intensity of interaction can
assessed quantitatively@5,9,11#. Moreover, a recent approac
@13# demonstrated that the asymmetry in interaction of t
oscillators could be also detected. The idea of this appro
is as follows: if, say, system 1 is driven by system 2, then
evolution off1 depends also onf2; in other words, predic-
tion of f1 from its previous values can be improved by ta
ing into account the prehistory off2 only if system 2 drives
system 1.

*Electronic address: www.agnld.uni-potsdam.de
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In the present paper we further develop the technique
detection of the directionality in coupling. We propose tw
algorithms and compare them with that of Ref.@13#. Next,
we exploit the presented method to address an impor
physiological problem—analysis of the direction of the ca
diorespiratory interaction.

Different aspects of interaction between cardiovascu
and respiratory systems in humans have been the subje
interest of many researchers. In physiological terms, th
are different levels where interaction between heart rate
respiratory rhythm might occur. Foremost, the central n
vous interaction in the cardiorespiratory region in the br
stem plays an eminent role. A well-studied phenomenon
the modulation of the heart rate by respiration, known sin
19th century as respiratory sinus arrhythmia@14#. Another
possible effect of interaction is synchronization. So, 1m
locking between the cardiac and respiratory rhythms was
vestigated in Ref.@15#. Graphical tools and quantificatio
measures allowing one to assess the general case of int
tion with n:m frequency relation were introduced i
@8,10,11# and used in Ref.@16#. In our previous work@17#,
we analyzed cardiorespiratory interaction in a large group
healthy infants and we found that intensity of interacti
increased with the age.

It is widely believed that coupling between the cardiova
cular and respiratory system is unidirectional, i.e., the res
ratory rhythm influences the heart rate via vagal stimulat
and direct mechanical action on the primary cardiac pa
maker, the sinus node; this is called irradiation theory. N
ertheless, some evidence@18# conflicts with this theory sug-
gesting that the respiratory oscillator in the central nervo
system is not always dominant, i.e., the cardiorespirat
©2002 The American Physical Society09-1
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MICHAEL G. ROSENBLUM et al. PHYSICAL REVIEW E 65 041909
coupling is bidirectional. To obtain further insight into th
controversy, we investigated the direction in cardioresp
tory interaction in healthy babies and its age dependence
show that within the first 6 months of life there is a tenden
to change from roughly symmetric interaction to a nea
unidirectional one~from respiration to heart rate!. Further-
more, our directionality indices clearly demonstrate a dep
dence on breathing frequency. We explain this depende
by two classes of frequency response properties of the p
way transmitting information from the central nervous sy
tem to the heart.

The paper is organized as follows. In Sec. II, we pres
our techniques of data analysis and discuss their relatio
other methods; in Sec. III, we illustrate the techniques
several model examples; in Sec. IV, we describe and dis
the analysis of experimental data; and in Sec. V, we sum
rize our results.

II. TECHNIQUES OF DATA ANALYSIS

Estimation of interdependence between two time serie
a traditional problem of signal processing. Widely used to
such as cross spectra@19#, mutual information@20# or maxi-
mal correlation@21# provide symmetricmeasures and are
therefore, not suitable for evaluation ofcausality in inter-
relation. The latter issue was addressed in recent stu
where one can outline two main approaches. One appro
based on the information theory, used entropy measures@22#.
A second approach, arising from studies of generalized s
chronization, exploited the idea of mutual predictability:
quantified the ability to predict the state of the first syst
from the knowledge of the second one@6#. While both ap-
proaches are rather complicated to implement and interp
neither requires any assumptions on the systems under in
tigation. On the contrary, the approach to analysis of cau
ity or directionality of interaction, introduced in Ref.@13#
and further developed here, is explicitely based on the
sumption that experimentalists deal with weakly interact
self-sustained oscillators. In this particular, but pretty of
encountered case the direction of coupling can be efficie
quantified.

The main idea of Ref.@13# is to use the fact that wea
coupling affects the phases of interacting oscillators, wher
the amplitudes remain practically unchanged@5,12#. Hence,
the dynamics can be reduced to those of two phasesf1,2:

ḟ1,25v1,21«1,2f 1,2~f2,1,f1,2!1j1,2~ t !. ~1!

Here, random termsj1,2 describe noisy perturbations that a
always present in real-world systems; small parameters«1,2
!v1,2 characterize the strength of the coupling. Equation~1!
describes also the phase dynamics of coupled continu
time chaotic systems; in this casej1,2 are irregular terms tha
reflect the chaotic nature of amplitudes@3#. The fact that the
regular component of the phase dynamics is two dim
sional, essentially simplifies detection of the asymmetry
interaction. Functionsf 1,2 are 2p periodic in both arguments
and combine the description of the phase dynamics of
tonomous~uncoupled! systems and the coupling betwee
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them. If the coupling is bidirectional,f 1 and f 2 depend on
both f1 andf2. In case of unidirectional driving, say from
system number 1 to system number 2,f 15 f 1(f1), whereas
f 25 f 2(f1 ,f2) is the function of two arguments.

In the following discussion of the algorithms, we assum
that the time series of phases are known. Practically,
phasesf1,2(tk), tk5kDt, k51,2, . . . ,whereDt is the sam-
pling interval, can be estimated from the experimental d
as discussed in Sec. IV.

A. Evolution map approach „EMA …

Here we briefly describe the technique introduced in R
@13#, we call it the EMA. Let us consider increments
phases during some fixed time intervalt ~Fig. 1!:

D1,2~k!5f1,2~ tk1t!2f1,2~ tk!, ~2!

the choice of the parametert is discussed below. Note tha
the phases are unwrapped, i.e., not reduced to the inte
@0,2p); henceD1,2 can be larger than 2p. These increments
can be considered as generated by some unknown
dimensional noisy map

D1,2~k!5v1,2t1F1,2„f2,1~ tk!,f1,2~ tk!…1h1,2~ tk!. ~3!

The deterministic partsF1,2 of the map can be estimate
from the time seriesD1,2(k) and f1,2(k). For this purpose,
we fit ~in the least mean square sense! the dependences ofD1
and D2 on f1 ,f2. As the phases are cyclic variables, t
natural choice of the probe function is a finite Fourier seri
F1,25(m,lAm,le

imf11 i l f2. Note that fitting also filters out the

FIG. 1. Evolution of trajectories of system~1! on the torus
(f1 ,f2) ~schematically!. Open symbols show some arbitraril
taken points, closed symbols show the positions of these po
after time intervalt, wheret is a parameter; evolution of one poin
~boxes! is shown by arrows. Phase incrementD15f1(t1t)
2f1(t) depends on bothf1 ,f2 if there is a driving from system 2
to system 1, and only onf1 if 2 does not act on 1~similarly for
D2). Thus, analysis of dependencesD1,25F1,2(f1,2,f2,1) helps to
reveal and quantify asymmetry in the coupling between two os
lators; smooth functionsF1,2 are obtained by an approximation
Note that D1,2 are computed with account of possible trajecto
revolution around the torus, so that generallyD1,2.2p.
9-2
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IDENTIFICATION OF COUPLING DIRECTION: . . . PHYSICAL REVIEW E 65 041909
noise. A similar procedure was used for noise reduction
discrete dynamical systems@23# and~with t→0) for extract-
ing model equations from experimental noisy data@24#.

From the smooth functionsF1,2 obtained via approxima
tion one can compute the measuresc1,2 of the cross depen
dences of phase dynamics of two systems

c1,2
2 5E E

0

2pS ]F1,2

]f2,1
D 2

df1 df2 . ~4!

Finally, thedirectionality indexis introduced as

d(1,2)5
c22c1

c11c2
. ~5!

Normalized in this way, the index varies from 1 in the ca
of unidirectional coupling (1→2) to 21 in the opposite case
(2→1) with intermediate values21,d(1,2),1 correspond-
ing to bidirectional coupling. Note that the index is an int
grated measure of how strong each system is driven an
how sensitive it is to the drive.

To understand exactly how the asymmetry in coupling
characterized by the indexd, i.e., how d is related to the
parameters of the model equation~1!, we estimate the deter
ministic componentsD1,2 of the phase increase within th
interval t. As follows from Eq.~1!, in the absence of noise
we obtain for small«1,2,

Df1,2'v1,2t1«1,2E
0

t

f 1,2~f2,1,f1,2!dt

5v1,2t1F1,2~f2,1,f1,2!. ~6!

So, for a particular~but rather common! case of antisymmet
ric coupling functionf 1(f2 ,f1)52 f 2(f1 ,f2), we obtain
from Eq.~4! c1,25a«1,2, where the constanta is determined
by the integral in Eq.~6!. In general case the coefficien
c1,25a1,2«1,2, where a1Þa2 reflect also the difference in
coupling functionsf 1,2. Thus, the directionality indexd char-
acterizes the asymmetry in coupling but does not incorpo
the difference in the frequencies of autonomous systems

B. Instantaneous period approach„IPA …

Let us now compute the time needed for the ph
f1,2(tk) to increase by 2p; in other words, we compute th
instantaneous periods or Poincare´ return times, for allk @25#.
Obviously, for uncoupled noisy and/or chaotic systems
return times fluctuate around a constant~mean period!,
T1,2(k)5T1,2

0 1h1,2(tk), while for coupled systemsT1,2(k)
5T1,2

0 1Q1,2@f2,1(tk),f1,2(tk)#1h1,2(tk). The deterministic
componentQ1,2 of this dependence can be again found
fitting a Fourier series, and the cross dependences ofT1 on
f2 and ofT2 on f1 can be characterized in the same way
above, by computing coefficientsc1,2 from partial derivatives
of Q1,2 with respect tof2,1, similar to Eq.~4!. Then, the new
directionality index r (1,2)5(c22c1)/(c21c1) is computed
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@cf. Eq. ~5!#. An important advantage of the proposed alg
rithm is the absence of parameters.

Now we show that this algorithm provides different cha
acterization of asymmetry than EMA. Indeed, for weak co
pling, «1,2!v1,2, the deterministic component of the insta
taneous periodT1 can be estimated from Eq.~1! as

T1~f1 ,f2!5E
f1

f112p df8

v11«1f 1~f2 ,f8!

5
1

v1
E

f1

f112p df8

11
«1

v1
f ~f2 ,f8!

5
2p

v1
2

«1

v1
2Ef1

f112p

f ~f2 ,f8!df8

5T1
01Q1~f2 ,f1!, ~7!

and similarly forT2. Clearly, for coupling functions satisfy
ing f 1(f2 ,f1)52 f 2(f1 ,f2), this algorithm providesc1,2

5a«1,2/v1,2
2 . Hence, directionality indexr reflects not only

asymmetry in coupling coefficients«1,2 and asymmetry in
coupling functionsf 1,2, but also in natural frequenciesv1,2.

C. Mutual prediction approach „MPA …

As already mentioned, mutual prediction is used for e
mation of causal relations in the methods based on the c
cept of generalized synchronization. These methods im
existence of a functional relationship between the~phase!
states of two systems; such a relation arises due to a c
paratively strong coupling. We exploit here a different und
standing of mutual prediction, and this allows us to asses
weaker interaction. Namely, we look whether the predicta
ity of, say, first time series can be improved by the know
edge of the second signal. A similar concept, initially intr
duced in Ref.@26# was very recently used by several grou
@27,28#. The main distinction of our approach is that w
work with phases, not with raw signals.

Thus, we take one series, say,f1(tk) and use some
scheme to predict a future of its points. For thekth point we
compute theunivariate prediction error E1(tk)5uf18(tk)
2f1(tk1t)u, wheref18(tk) is thet-step ahead prediction o
the pointf1(tk); remember that phases are unwrapped. Ne
we repeat the prediction forf1(tk), but this time we use both
signalsf1 ,f2 for construction of the predictor. In this wa
we obtain thebivariate prediction error E12(tk). If system 2
influences the dynamics of system 1 then we exp
E12(tk),E1(tk), otherwise~for sufficient statistics! E12(tk)
5E1(tk). The root mean squaredE1(tk)2E12(tk), computed
over all possiblek and denoted byI 12, quantifies thepredict-
ability improvementfor the first signal. This measure chara
terizes the degree of influence of the second system on
first one. Computing in the same wayI 21, we end with the
directionality index
9-3
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MICHAEL G. ROSENBLUM et al. PHYSICAL REVIEW E 65 041909
p(1,2)5
I 212I 12

I 121I 21
. ~8!

Particularly, we use simple prediction scheme due to
low dimension of the phase dynamics. In constructing p
dictor, we exploit a common idea that similar states ha
similar future. So, we pick up one point of the signalf1(tk),
say at the timetK and search for all points in the signal th
have value close to the chosen point; important that here
phases are taken in@0,2p) and the distances between poin
are defined on the unit circle. Namely, for a chosen po
f1(tK) we find all points f1(t l) such that ueif1(t l )

2eif1(tK)u,d, where d is a constant; these points form
stripe on the (f1 ,f2) torus ~see Fig. 2!. Then we compute
the predicted phase incrementD18(K)5^D1( l )&, whereD1( l )
are phase increments@see Eq.~2!#, and^& denotes averaging
Univariate prediction errorE1(K) is thenuD18(K)2D1(K)u.
To make the bivariate prediction, we choose amongt l the
subset of pointstm ~mutual neighbors! satisfying ueif2(tm)

2eif2(tK)u,d, and proceeding as described above, comp
the errorE12 @29#. The errorsE2 ,E21 corresponding to the
signalf2(tk) are obtained in a similar way.

Several remarks are in order. First, the described sch
can be understood as a kind of local~constant! approxima-
tion technique. Generally, different prediction schemes
be used to estimate directionality. Second, as we are in
ested in the predictability improvement, not in the predi
ability itself, it is not required to search for the optimal pr
diction scheme. Finally, we emphasize that the MPA does
directly use the assumption of weakly coupled oscillato
generally, it can be applied to arbitrary signals. If the

FIG. 2. Illustration of the mutual prediction approach. A chos
point, f1(tK), evolves during the time intervalt from position 1 to
position 2; the points that have closef1 coordinate~delineated
vertical stripe! evolve to the dotted stripe. The average of the
evolved states gives a univariate predictionf8. A better prediction
f9 can be obtained using only the points that have close coo
nates in bothf1 and f2, i.e., points in a square neighborhood
point 1. Note that the stronger is the dotted stripe bent, the la
is the predictability improvement. As follows from Eq.~6!, this
bending is proportional to«1; hence, the indexp(1,2) quantifies
bidirectional coupling in the same way as the indexd(1,2).
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sumption of weak coupling is correct, then the choice
phases is crucial as these variables are mostly sensitive t
coupling.

To summarize this section, we emphasize two poin
First, it is clear that all methods fail if oscillators synchr
nize. Indeed, in this casef1,2 are functionally related, and no
information on the coupling direction can be obtained@30#.
Practically it means that the points on the (f1 ,f2) torus
collapse to a line, and the approximation procedure fa
Thus, the direction of interaction can be revealed if the c
pling is too weak in order to induce mode locking~i.e., in the
quasiperiodic state! or the noise in the system is stron
enough to cause large deviations from the synchronous s
If the noisy systems are close to a synchronous state,
points on the torus form a band with some~rare! excursions
from it. In this case the described global approximation p
cedures, i.e., EMA and IPA are not efficient and a sche
based on local approximation is required. Next, we emp
size that there is no unique way to quantify the directiona
in case of bidirectional coupling; different methods ca
therefore, give noncoinciding characteristics~e.g., d and r
indices do not coincide!. The choice of a quantification mea
sure is to large extent a matter of taste.

III. TESTS OF ALGORITHMS WITH SIMULATED DATA

In this section we illustrate the introduced algorithms
application to simulated data and discuss the choice of
rameters. Note that the IPA is parameter free, EMA has o
one parametert, and MPA has two parameterst and radius
of the neighborhoodd. Next, we briefly discuss the cas
when the frequencies of two oscillators are essentially diff
ent and the case of more than two interacting systems.
especially pay attention to the case of short and noise c
taminated data. The ability of the techniques to work w
such records is particularly important for biomedical app
cations.

A. Two coupled phase oscillators

We start, following Ref.@13# with the model of coupled
noisy phase oscillators:

ḟ1,25v1,21b cos~f1,2!1«1,2sin~f2,12f1,2!1j1,2~ t !,
~9!

where f1,2 are phase variables evolving on a tw
dimensional torus, parametersv1,2 govern the natural fre-
quencies of oscillators~although do not coincide with them
for bÞ0), «1,2 are the coupling coefficients, andj1,2 are
noise terms. In the following simulationsj1,2 are Gaussian
d-correlated noise terms,̂ j i(t)j j (t8)&52Dd(t2t8)d i , j .
The model~9! describes the phase dynamics in the gene
case of weakly coupled noisy limit cycle oscillators@12#; it
also appears in the description of interacting continuous-t
chaotic systems, Josephson junction arrays@31#, and phase-
locked loops@32#.

First, we consider the effect of noise on the estimates
directionality ~Fig. 3!. The parameters of the system~9! are

e

i-
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v1,25160.1, b50.5. Coupling coefficient«1 is fixed at
0.05 while «2 is varied in the interval@0,0.25# and three
directionality indicesd(1,2), r (1,2), andp(1,2) are computed for
different values of the noise intensityD. For the noise-free
case, all indices correctly recover the information on
asymmetry of coupling as long as the system remains
quasiperiodic state~for «2,'0.17). The estimated indice
d(1,2) andp(1,2) closely follow the theoretical curve

«22«1

«11«2
, ~10!

whereas the indexr (1,2) follows

«2v1
22«1v2

2

«1v2
21«2v1

2
. ~11!

The performance of all algorithms degrade rapidly with t
synchronization transition~traced by means of the synchro
nization indexr @33#!. Indeed, direction of interaction canno
be estimated in case of synchronization, when phasesf1,2
are functionally related. The influence of noise is twofo
On one hand, it naturally makes the estimation less prec
especially for very weak coupling@clearly, correct estimation
is not possible if the noise term in Eq.~9! is in average larger
than the coupling#. On the other hand, noise facilitates es
mation of the indices for larger coupling values~correspon-

FIG. 3. Effect of noise on the estimation of directionality ind
ces. One coupling coefficient is kept constant,«150.05, whereas
the second coefficient is gradually varied. The indices are show
~b!–~d! for different values of noise intensity. The solid curv
show the dependencey5(«22«1)/(«21«1) in ~b!,~d! and y
5(«2v1

22«1v2
2)/(«2v1

21«1v2
2) in ~c!. The degree of synchroniza

tion can be traced by the synchronization indexr ~a!. In the absence
of noise, all indices correctly reflect the asymmetry in interaction
long as the system remains in the quasiperiodic state~for «2,
'0.17); noise helps to estimate the indices for«2.0.17, causing
deviations from the synchronous regime.
04190
e
a

.
e,

dent for the synchronized regimes in the noise-free syste!.
Note that the records used for estimation of indices con
only '100 periods of oscillations; with such short record
the MPA approach works better in the noisy case. Increas
the data length allows for better estimation of directional
from noisy data, the corresponding results are shown
Fig. 4.

Now we discuss the selection of parameters for EMA a
MPA, starting with the parametert. Clearly, the value oft
should be related to the periods of oscillationt5T1,2. In-
deed, the influence on the own dynamics of an oscilla
@note theb cos(f1,2) term in Eq. ~9!# averages out during
each cycle. As the frequencies of two oscillators are diff

in

s

FIG. 4. Effect of data length on the estimation of directional
index d for noise intensityD50.1 ~a! and D50.2 ~b!. The esti-
mates are shown for different numbers of cyclesNc in the data; the
solid line shows the dependencey5(«22«1)/(«21«1).

FIG. 5. Dependence ofd and p indices on parameters for on
coupling configuration («150.05,«250.03) and different levels
of noise. ~a! d vs t, ~b! p vs t for d50.3, and~c! p vs d for
t5(T11T2)/2. The vertical dashed lines in~a!,~b! show the values
corresponding to mean oscillation periods of both systems.
9-5
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MICHAEL G. ROSENBLUM et al. PHYSICAL REVIEW E 65 041909
ent, we have to find a compromise. Our tests suggest
following choice: t5min(T1,T2) and t5(T11T2)/2 for
EMA and MPA, respectively. The computed dependence
d andp indices ont are shown in Figs. 5~a!, 5~b! for differ-
ent levels of noise. Regarding the parameterd, we emphasize
two counteracting tendencies:d should be small enough t
resolve the influence of coupling and large enough in or
to cope with the noise contamination dominating at sm
scales; the computed dependences are shown in Fig. 5~c! and
Fig. 6. Clearly, short records require largerd. Note that by
definition 0,d,2.

We have also tested the algorithms in case when the n
ral frequencies of coupled oscillators are essentially diff
ent, v1'0.4, v2'1.2, b50. The computations show tha
the indices follow the theoretical curves~10! and~11! in this
case as well. Note, that these curves are now essentially
ferent due to the factorv1 /v2. In conclusion, tests with the
data generated by two coupled phase oscillators demons
that all indices allow reliable estimate of the asymmetry
coupling from short noisy data.

B. Asymmetric coupling

We discuss now the case of asymmetric coupling. For
sake of definiteness, we considerf 15sin(f223f1), f 2
5sin(3f12f2). Clearly, in computation of the coefficientc2
according to Eq.~4! we obtain, due to derivation, an add
tional factor of 3. Hence, the indicesd(1,2) and r (1,2) follow
now the dependences (3«22«1)/(«113«2) and (3«2v1

2

2«1v2
2)/(«1v2

213«2v1
2), respectively. Important, for this

case the results of the MPA differ from the results of EP
index p(1,2) follows the curve («22«1)/(«11«2). Indeed,
the predictability improvement is proportional to the amp
tude of the coupling function and does not depend on
period ~see caption to Fig. 2!. Thus, MPA fails to reveal the
asymmetry in coupling functionsf 1,2. We note that the dif-
ference in estimates obtained by EMA and MPA may be u
to extract information about the coupling function.

The above considerations were tested with the model~9!,

FIG. 6. Dependence ofp index on parametersd andt for one
coupling configuration («150.05,«250.03) in the absence of noise
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for which parameter values arev1'0.4, v2'1.2, b50,
«150.01, and«1 varied in the range from 0 to 0.018.

C. A note on more complex cases

In our tests of the techniques we always assumed tha
deal with two coupled oscillators. In real-world applicatio
we nevertheless can encounter more complex situations,
when two systems are a part of a complex oscillatory n
work. Here, we comment on several important cases.

Uncoupled systems.Our algorithms cannot properly trea
this situation. Hence, one should check whether bothc1,2 are
close to zero and, if the presence of interaction is not obvi
a priori, it is recommended to conduct first standard cro
correlation~or other! analysis to check whether the two sig
nals are inter-related.

Two coupled oscillators versus two uncoupled oscillato
under common forcing.Two noninteracting systems can b
driven by a common force. Certainly, in this case estimat
of directionality indices is senseless. In order to exclude t
case, we can exploit the cross-spectrum analysis, as i
trated by the following example. We simulate the outputx1,2
of two coupled noisy van der Pol oscillators

ẍ1,220.2~12x1,2
2 !ẋ1,21v1,2

2 x1,21«1,2~ ẋ2,12 ẋ1,2!1j1,250,

to be compared with the output of two uncoupled syste
under common driving

ẍ1,220.2~12x1,2
2 !ẋ1,21v1,2

2 x1,21«1,2ẋ31j1,250,

where

ẍ320.2~12x3
2!ẋ31v3

2x31j350

andv150.9, v251.1, v351, «1,250.05, and intensities o
noise s1,250.1, s350.5. From the result of the cross
spectrum analysis shown in Figs. 7 and 8 we definitely c

FIG. 7. Coherence function~a! and power spectra~b!,~c! for two
coupled oscillators. High coherence is seen around the natural
quencies of oscillatorsv1,2/2p.
9-6
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distinguish these two cases.
Three oscillators in a ring.Finally, we perform a fre-

quently used test and consider three noisy van der Pol o
lators with unidirectional coupling, arranged in a ring~Fig.
9!:

ẍi20.2~12xi
2!ẋi1v i

2xi5« ẋ( i 12)mod 31j i .

Computing a directionality index for, say, oscillators 1 and
we expect this index to be between 0 and 1. Indeed, osc
tor 2 acts on the oscillator 1 indirectly, via the system 3, a
this action should be weaker than direct forcing of 2 by 1.
check this, we take the parametersv150.95, v251.05, v3
51, «50.05, a noise intensity 0.1, and estimate thed index
from '500 oscillation periods;«50.05, t is of the order of
the period. The results~see also Fig. 9! d(1,2)50.41, d(1,3)

520.7, andd(2,3)50.57 correctly reveal the direction of in
teraction in the ring structure. Next, we take identical s
tems,v15v25v351, so that in the absence of noise t
systems synchronize. With a sufficiently strong noise~with

FIG. 8. Coherence function~a! and power spectra~b!,~c! for two
uncoupled oscillators driven by a common force. High coherenc
observed at the frequency of that drive, but there is no coheren
the frequencies of oscillators.~Note that the frequency peak corre
sponding to the drive is barely seen in power spectra because
drive is very noisy.!

FIG. 9. Three oscillators arranged in a ring. The unidirectio
~clockwise! coupling is revealed by pairwise estimation of the d
rectionality index.
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intensity 0.2!, direction of coupling can be nevertheless d
tected:d(1,2)50.12, d(1,3)520.19, andd(1,3)50.27.

IV. DIRECTIONALITY OF CARDIORESPIRATORY
INTERACTION IN HEALTHY NEWBORNS

The goal of our experimental study is to clear the cont
versy concerning the direction of cardiorespiratory inter
tion. For this purpose we analyze bivariate data, nam
heart rate and respiration obtained from healthy newbo
The presence of interaction is indicated by the presenc
respiratory sinus arrhythmia as well as the results of cro
spectral ~Fig. 10! and synchronization@17# analysis per-
formed on the same group of subjects. On the other ha
synchronous epochs are rather rare, so that the coupling
be considered weak. Next, we study the dependence o
rectionality indices on age as well as on heart rate and
piratory frequency.

A. Measurements and data analysis

We measured the electrocardiograms~ECG! using a bipo-
lar limb lead ~Biomonitor 501, Meßgera¨tewerk Zwönitz,
Germany! and obtained thoracic respiration with the indu
tive plethysmographic method~Respitrace, Studley Data
Systems, Oxford, UK! in 25 newborn infants; data sets from
five newborns are used in the present paper. Measurem
were performed on each of the first 5 days of life, then ev
week and later monthly up to the 6th month of life. Da
acquisition began 30–60 min after feeding, in the even
hours between 8 p.m. to 11 p.m., and took approximately
Data were stored on a digital audio tape~DAT! multichannel
recorder ~DAT, DTR-1800, biologic, France! for further
analysis. The data were off-line digitized with a compu
based monitoring system~XmAD, ftp://sunsite.unc.edu/pub
Linux/science/lab/! with a sampling rate of 1000 Hz.

is
at

the

l

FIG. 10. Cross-spectral analysis demonstrates the presenc
interaction between heart rate and respiration. For each of 16
jects the maximal value of the coherence function was determin
the line and vertical bars show the mean and the standard e
respectively.
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An artifact free,'10-min-long segment of each measur
ment was chosen for the further analysis; these segm
correspond to the stage of quiet sleep.R waves were detecte
with the precision of 1 ms by means of a convolution tec
nique applied to a fifth-order high-pass filtered ECG~20 ms
moving average! and a typical QRS template. The instant
neous phase of the cardiac signal has been estimated ac
ing to

fh~ t !52pk12p
t2tk

tk112tk
, ~12!

wheretk are the times of appearance of akth R peak in the
ECG. Phase of the respiratory signal has been obtaine
means of Hilbert transform applied on the whole segme
Prior to phase derivation, the respiratory signal has been
trended~linear or polynomial, up to fourth order, trend wa
removed with manual check of all records!, and smoothed
using a second-order Savitzky-Golay filter of 501 data po
length. See Refs.@5,11# for discussion of phase estimatio
techniques.

In order to trace the variation in the direction of couplin
due to nonstationarity in the system, the corresponding in
ces were computed in a sliding window~with 3/4 overlap!
and the average for each day was obtained. We found tha
three methods provide consistent results~Fig. 11!, supporting
our assumption of weak coupling. Next, the stability of EM
and MPA with respect to parameter variation was check
Comparing EMA and MPA we found that thed index is more
stable with respect to parameter~s! variation than thep index;
we remind that IPA has no parameters. In order to illustr
the robustness of EMA towards parameter variation, we
cus on two distinct data sets from the same subject, co
sponding to the first and the last~180th! recording day. An

FIG. 11. Three directionality indices as a function of age for o
subject. Each symbol shows the estimate of the respective in
computed in a running window, the dashed lines connect the m
value for a particular day. Note the smaller variability of thed
index.
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'100-s-long segment was extracted from each of these
records, thend(hr) was computed fort<10 s @see Fig.
12~a!#; the average interbeat interval was, respective
^Th&50.46 s and̂ Th&50.54 s. A good stability of direc-
tionality index estimates with respect to the window size
reflected in Fig. 12~b!. Further, data sets for five babies ha
been analyzed, with the window length corresponding to 2
heartbeats andt taken as the average cardiac cycle within
window.

B. Results and discussion

Below we present only the results of the EMA approa
(d index!. This choice is motivated by our interest in th

e
ex
an

FIG. 12. Robustness of the estimates of the directionality in
d(hr) with respect to parameters.~a! d(h,r ) vs t for the first ~dash-
dotted line! and 180th~solid line! day of life; each estimate wa
computed from a data segment containing 200 heartbeats.~b! Influ-
ence of the window length. Open circles show the average of e
mates of d(h,r ) computed with different window size
(100,200, . . . ,800heartbeats!.

FIG. 13. Directionality indexd(hr) versus age~log scale! for five
newborns. Symbols show the values obtained from different w
dows; dashed lines show the average~for a certain day! values. All
subjects demonstrate tendency towards unidirectional coupling~res-
piration drives heartbeat! with maturation.
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FIG. 14. Scatter plots of the
d(hr) index versus breathing fre
quency (f r) have a characteristic
n shape.~a! All five subjects to-
gether. Opened and filled square
denote the estimates during th
first month and 2–6 months, re
spectively. ~b!, ~c!, and ~d!
show the results for two subject
~denoted by different symbols!.
One can see that the points from
some subjects fall only onto on
branch of then curve ~c!, while
the estimates from other subjec
fall onto both branches~b!. In one
subject the first days fall onto one
others fall onto the second strip
~d!.
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dependence of the directionality on both respiratory f
quency and heart rate. We remind also thatd index does not
directly include oscillator frequencies@cf. Eqs. ~10!,~11!#
what results in a smaller variability of its estimates~cf. Fig.
11!.

The main results are summarized in Fig. 13 clearly in
cating the evolution from an approximately symmetric int
action during the first days of life to a dominant unidire
tional coupling~respiration drives the heart rate! at the age of
6 months. Next, we analyzed the dependence of the di
tionality index d(h,r ) on the frequency of respirationf r and
on heart ratef h . No dependence betweend(h,r ) and f h was
seen, whereas the plot ofd(h,r ) vs f r displays a characteristi
n shape@Fig. 14~a!#. It can be seen that, for all measureme
with f r,0.5 Hz the interaction occurs dominantly in on
direction, from respiration to heart rate. We suggest the
lowing explanation. The cardiac influence on respiration
weak and frequency independent, while the coupling fr
the respiration to heart rate is similar to a low-pass filt
Then, for low frequencies (f r,'0.5 Hz in our case! the
respiratory driving effect is relatively strong compared w
the strength of the cardiac influence; correspondingly,
directionality index is close to21. For higher frequencies
the signal from the respiratory center@35# is attenuated and
therefore the interaction appears as nearly symmetrical.
explanation is supported by the fact that variability ofd in-
dex estimates is larger for higher frequencies~influence of
noise on the estimate of an index is stronger for weak c
pling, see discussion in the Sec. III!.

The basis of the low-pass behavior of the informati
transmission channel can be found in the physiolog
mechanisms of the coupling. Indeed, signals from the va
nerve to the sinus node are transmitted by means of the
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rotransmitter acetylcholine. The release and the enzym
degradation of the acetylcholine is frequency limited@37#.
Note also, that respiratory sinus arrhythmia is a frequen
dependent phenomenon as well@14#.

The presence of two branches in then-shaped plot ofd
index vsf r indicates two possible modes of interaction, ch
acterized by different characteristics of the low-pass fil
~see Fig. 14!. At very young ages~first week of life!, the
value of the cutoff frequency appears to be lower. Maturat
of the functions of the central nervous system as well
cardiovascular adaptation processes to extrauterine co
tions such as closure of fetal shunts may account for
finding. Correlation to hemodynamic data could give furth
insight into this hypothesis. Another possible explanation
the existence of two modes of interaction may be related
different substages of quiet sleep@38#.

In summary, our results support the ‘‘irradiation theor
in the sense that there is a clear effect of respiration on h
rate. However, at physiological conditions, characterized
high breathing rates, this unidirectional action is abolish
The reason for this abolishment is explained by the w
known neurotransmitter kinetics of acetylcholine at t
vagal-atrial junction. To reveal mechanisms responsible
the n shape of the dependence of the directional index
breathing frequency further investigations are necessary.

V. CONCLUSIONS

We have proposed and analyzed approaches for iden
cation of direction of weak coupling between two se
sustained oscillators. We have compared the efficiency
three algorithms and have shown that they can be used
analysis of real-world data. One algorithm EMA requir
9-9
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only one parameter, is generally more stable towards
variation and easier to use than the algorithm based on
idea of mutual predictability. The essential advantage of
proposed method IPA is that it has no parameters. More
portant, all methods work with rather short and noi
records, that makes them suitable for applications to biolo
cal, geophysical, astrophysical, and other real-world sign

Application of the considered methods to a particu
problem, analysis of cardiorespiratory coupling, revea
that this interaction is age dependent: it evolves from
proximately symmetric coupling during the first days of li
to unidirectional after 6 months of age. Moreover, the dep
a
,
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dence of the directionality index on the respiratory frequen
indicates the possible existence of two regimes of inter
tion.
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