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Identification of coupling direction: Application to cardiorespiratory interaction
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We consider the problem of experimental detection of directionality of weak coupling between two self-
sustained oscillators from bivariate data. We further develop the method introduced by Rosenblum and Pik-
ovsky [Phys. Rev. E64, 045202 (2001)], suggesting an alternative approach. Next, we consider another
framework for identification of directionality, based on the idea of mutual predictability. Our algorithms
provide directionality index that shows whether the coupling between the oscillators is unidirectional or
bidirectional, and quantifies the asymmetry of bidirectional coupling. We demonstrate the efficiency of three
different algorithms in determination of directionality index from short and noisy data. These techniques are
then applied to analysis of cardiorespiratory interaction in healthy infants. The results reveal that the direction
of coupling between cardiovascular and respiratory systems varies with the age within the first 6 months of life.
We find a tendency to change from nearly symmetric bidirectional interaction to nearly unidirectional one
(from respiration to the cardiovascular sysjem
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I. INTRODUCTION In the present paper we further develop the technique for
detection of the directionality in coupling. We propose two
Theoretical insights in nonlinear dynamics have beeralgorithms and compare them with that of REf3]. Next,
widely used in time series analysid]. In particular, the e exploit the presented method to address an important
concepts of generaliz§@] and phas¢3—-5] synchronization  ppysiological problem—analysis of the direction of the car-
have been exploited for the identification of '”terdepe”'diorespiratory interaction.

gﬁgcﬁ:\v%emﬁg goﬁﬁﬁge%tggﬁifé(;?orrgumvﬁr:?tsetgg?s of Different aspects of interaction between cardiovascular
biological time serieg5—11. One can formulate two main and respiratory systems in humans have been the subject of

ilnterest of many researchers. In physiological terms, there

problems in such an analysis. The first problem is to revea i . .
whether the systems under investigation are coupled and e (_jlfferent levels where interaction between heart rate and
respiratory rhythm might occur. Foremost, the central ner-

quantify the intensity of interaction, while the second one is , SR . . g .
to characterize the driver-respon@ausal relationships, or  VoUS Interaction in the cardiorespiratory region in the bralr_1
directionality of coupling. stem plays an eminent role. A Well-stud_|ed_ phenomeno_n is
Many natural phenomena can be modeled by coupled itthe modulation of the heart rate by respiration, known since
regular self-sustained oscillators. The description of a wealk9th century as respiratory sinus arrhythrfid]. Another
interaction between such systems can be reduced to thHssible effect of interaction is synchronization. Soml:
phase dynamic§5,12]. Hence, if one considers an inverse locking between the cardiac and respiratory rhythms was in-
problem—characterization of weak coupling from data—it isvestigated in Ref[15]. Graphical tools and quantification
sufficient to analyze interrelation between the phagesf =~ measures allowing one to assess the general case of interac-
oscillators; the phases can be beforehand estimated from thien with n:m frequency relation were introduced in
scalar signals. In this way, the intensity of interaction can bg8,10,11 and used in Refl16]. In our previous worK17],
assessed quantitativelly,9,11. Moreover, a recent approach we analyzed cardiorespiratory interaction in a large group of
[13] demonstrated that the asymmetry in interaction of twohealthy infants and we found that intensity of interaction
oscillators could be also detected. The idea of this approacimcreased with the age.
is as follows: if, say, system 1 is driven by system 2, then the It is widely believed that coupling between the cardiovas-
evolution of ¢; depends also or,; in other words, predic- cular and respiratory system is unidirectional, i.e., the respi-
tion of ¢4 from its previous values can be improved by tak- ratory rhythm influences the heart rate via vagal stimulation
ing into account the prehistory @, only if system 2 drives and direct mechanical action on the primary cardiac pace-
system 1. maker, the sinus node; this is called irradiation theory. Nev-
ertheless, some evidenfE3] conflicts with this theory sug-
gesting that the respiratory oscillator in the central nervous
*Electronic address: www.agnld.uni-potsdam.de system is not always dominant, i.e., the cardiorespiratory
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coupling is bidirectional. To obtain further insight into this 1
controversy, we investigated the direction in cardiorespira- A1(¢1,¢2)
tory interaction in healthy babies and its age dependence. We o 7
show that within the first 6 months of life there is a tendency (-l:‘; :
to change from roughly symmetric interaction to a nearly -
unidirectional one(from respiration to heart rateFurther- g
o

<

more, our directionality indices clearly demonstrate a depen-

dence on breathing frequency. We explain this dependence

by two classes of frequency response properties of the path-

way transmitting information from the central nervous sys-

tem to the heart. 0
The paper is organized as follows. In Sec. Il, we present 0 ¢ mod 271 2n

our techniques of data analysis and discuss their relation to 1

other methods; in Sec. _”.I’ we illustrate the .teChnique.S by FIG. 1. Evolution of trajectories of systerfl) on the torus

several model examples; in Sec. IV, we describe and dISCU%S L.b,) (schematically Open symbols show some arbitrarily

the analysis of experimental data; and in Sec. V, we SUMM&zyen points, closed symbols show the positions of these points

rize our results. after time intervalr, wherer is a parameter; evolution of one point
(boxes is shown by arrows. Phase incremeft= ¢4(t+ 7)
Il. TECHNIQUES OF DATA ANALYSIS — ¢4(t) depends on botkp,, ¢, if there is a driving from system 2

. . fi d d b . . .to system 1, and only ow, if 2 does not act on Isimilarly for
Estimation of interdependence between two time series |§2)_ Thus, analysis of dependencas,=F b1 5,55 helps to

a traditional problem of signal prpcessing_. Widely used_toolsfevem and quantify asymmetry in the coupling between two oscil-
such as cross spectfa9], mutual informatior{20] or maxi-  |5tors: smooth function&, , are obtained by an approximation.

mal Correlation[2_1] provide symme_:tricmeasu_res_ a_nd are, Note thatA,, are computed with account of possible trajectory
therefore, not suitable for evaluation o@usalityin inter-  yevolution around the torus, so that generally,> 2.

relation. The latter issue was addressed in recent studies,
where one can outline two main approaches. One approach,
based on the information theory, used entropy meas@&ls  them. If the coupling is bidirectionaf; and f, depend on
A second approach, arising from studies of generalized syrpoth ¢, and ¢,. In case of unidirectional driving, say from
chronization, exploited the idea of mutual predictability: it system number 1 to system numberfg=f,(¢;), whereas
quantified the ability to predict the state of the first systemf,=f,(¢,,,) is the function of two arguments.
from the knowledge of the second of@]. While both ap- In the following discussion of the algorithms, we assume
proaches are rather complicated to implement and interprefhat the time series of phases are known. Practically, the
neither requires any assumptions on the systems under invfhase&bl,z(tk), t,=kAt, k=1,2, ... ,whereAt is the sam-

I

tigation. On the contrary, the approach to analysis of causapling interval, can be estimated from the experimental data
ity or directionality of interaction, introduced in Reff13] 35 discussed in Sec. IV.

and further developed here, is explicitely based on the as-

sumption that experimentalists deal with weakly interacting

self-sustained oscillators. In this particular, but pretty often

encountered case the direction of coupling can be efficiently Here we briefly describe the technique introduced in Ref.

quantified. [13], we call it the EMA. Let us consider increments of
The main idea of Ref[13] is to use the fact that weak phases during some fixed time interva(Fig. 1):

coupling affects the phases of interacting oscillators, whereas

the amplitudes remain practically unchandél2]. Hence, ApAK)= 1 At +7)— 1 Aty), 2

the dynamics can be reduced to those of two phases

A. Evolution map approach (EMA)

the choice of the parameteris discussed below. Note that
S the phases are unwrapped, i.e., not reduced to the interval
hro= w1t €181 A bo1, 1)+ AL). @ [0,27); henceA; , can be larger than2. These increments
can be considered as generated by some unknown two-

Here, random term§; , describe noisy perturbations that are ~° : ;
: dimensional noisy map

always present in real-world systems; small parametess
< w; , Characterize the strength of the coupling. Equatibn
describes also the phase dynamics of coupled continuous- A 5(K)=wq o7+ F1 2 1(tk), 1 Atk))+ 71 Ate).  (3)
time chaotic systems; in this cage, are irregular terms that

reflect the chaotic nature of amplituded. The fact that the The deterministic partsF; , of the map can be estimated
regular component of the phase dynamics is two dimenfrom the time series\; ,(k) and ¢, Ak). For this purpose,
sional, essentially simplifies detection of the asymmetry inwe fit (in the least mean square sente dependences df;
interaction. Function$, , are 2 periodic in both arguments and A, on ¢;,¢,. As the phases are cyclic variables, the
and combine the description of the phase dynamics of ausatural choice of the probe function is a finite Fourier series,
tonomous(uncoupled systems and the coupling between F1,2=Em,|Aml|eim‘/’l+“¢2. Note that fitting also filters out the
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noise. A similar procedure was used for noise reduction ifcf. Eq. (5)]. An important advantage of the proposed algo-

discrete dynamical systeri23] and(with 7—0) for extract-  rithm is the absence of parameters.

ing model equations from experimental noisy de4]. Now we show that this algorithm provides different char-
From the smooth functiong, , obtained via approxima- acterization of asymmetry than EMA. Indeed, for weak cou-

tion one can compute the measumgs of the cross depen- pling, &, ;<1 ,, the deterministic component of the instan-

dences of phase dynamics of two systems taneous period’; can be estimated from E¢l) as
27 ( gF )2 ¢1t2m do’
2 12 —
C = d d . 4 T I )_ f
1,2 f fO (ad’Z,l d’l ¢2 ( ) 1(4)1 ¢2 " w1+81f1(¢2,¢5’)
Finally, thedirectionality indexis introduced as _ 1 (darem do’
w1J¢ €1 ,
o1+ —f(¢2.¢")
Cr—Cq w1
dd=—=—=, (5)
C1tC2 2w &g [b1t2m , ,
R _ _ _ =—-= f(¢2,¢")de
Normalized in this way, the index varies from 1 in the case ®1 wi)é
of unidirectional coupling (2-2) to — 1 in the opposite case 0
(2—1) with intermediate values 1<d*?<1 correspond- =T1+04(d2,¢1), ™

ing to bidirectional coupling. Note that the index is an inte-

grated measure of how strong each system is driven and of

how sensitive it is to the drive. and similarly forT,. Clearly, for coupling functions satisfy-
To understand exactly how the asymmetry in coupling isiNg f1(¢2,¢1) = —f2(¢b1,¢2), this algorithm provides; ,

characterized by the inded, i.e., howd is related to the =aej,/w?,. Hence, directionality index reflects not only

parameters of the model equati(l), we estimate the deter- asymmetry in coupling coefficients; , and asymmetry in

ministic components\, , of the phase increase within the coupling functionsf, ,, but also in natural frequencies ».

interval 7. As follows from Eq.(1), in the absence of noise,

we obtain for smalk ,,
' C. Mutual prediction approach (MPA)

7 As already mentioned, mutual prediction is used for esti-
Ady~wq 7+ 81,4 f1Aho1, 1 )dt mation of causal relations in the methods based on the con-
0 cept of generalized synchronization. These methods imply
=017+ Fid bo1, b1 (6)  existence of a functional relationship between tpaase

states of two systems; such a relation arises due to a com-

So, for a particulatbut rather commoncase of antisymmet- paratively strong coupling. We exploit here a different under-
ric coupling functionf; (¢, é,) = —fo(b1,d,), we obtain standing of mutual prediction, and this allows us to assess a
from Eq.(4) ¢, ,=ae, ,, where the constartis determined weaker interaction. Namely, we look whether the predictabil-
by the integral in Eq(6). In general case the coefficients Ity Of, say, first time series can be improved by the knowl-
Ci,=a1.61, Wherea,;#a, reflect also the difference in ©dge of the second signal. A similar concept, initially intro-
coupling functionsf; ,. Thus, the directionality indest char- ~ duced in Ref[26] was very recently used by several groups
acterizes the asymmetry in coupling but does not incorporatt?/-28. The main distinction of our approach is that we

the difference in the frequencies of autonomous systems. WOTK with phases, not with raw signals.
Thus, we take one series, say,(t,) and use some

scheme to predict a future of its points. For #th point we
compute theunivariate prediction error E(t,)=|1(ty)

Let us now compute the time needed for the phase-¢,(t,+ 7)|, whereg;(t,) is the r-step ahead prediction of
¢1Aty) to increase by 2; in other words, we compute the the pointe, (t,); remember that phases are unwrapped. Next,
instantaneous periods or Poincageurn times, for alk[25].  we repeat the prediction fap,(t,), but this time we use both
Obviously, for uncoupled noisy and/or chaotic systems thesignalse, , ¢, for construction of the predictor. In this way
return times fluctuate around a constamean periofl e obtain thebivariate prediction error E(t,). If system 2
T1AK)=T3 o+ 71.Aty), while for coupled system3; (k) influences the dynamics of system 1 then we expect
=T9,1 014 b21(t), b1 At) 1+ 71.(ty). The deterministic  E,(t,) <E;(ty), otherwise(for sufficient statistics E,(t,)
component®, , of this dependence can be again found by=E,(ty). The root mean squards} (t,) — E;5(tx), computed
fitting a Fourier series, and the cross dependencés @n  over all possiblé& and denoted by, ,, quantifies thepredict-
¢, and of T, on ¢, can be characterized in the same way asability improvemenfor the first signal. This measure charac-
above, by computing coefficients , from partial derivatives  terizes the degree of influence of the second system on the
of ®, , with respect tap, ;, similar to Eq.(4). Then, the new first one. Computing in the same way;, we end with the
directionality indexr?=(c,—c;)/(c,+c,) is computed directionality index

B. Instantaneous period approach(IPA)
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¢1(t1<) q)" q)’ sumption of weak coupling is correct, then the choice of
. phases is crucial as these variables are mostly sensitive to the
: coupling.

To summarize this section, we emphasize two points.
First, it is clear that all methods fail if oscillators synchro-
nize. Indeed, in this casg; , are functionally related, and no
information on the coupling direction can be obtairj&d).
Practically it means that the points on the(¢,) torus
collapse to a line, and the approximation procedure fails.
Thus, the direction of interaction can be revealed if the cou-
pling is too weak in order to induce mode lockifig., in the
quasiperiodic stajeor the noise in the system is strong
enough to cause large deviations from the synchronous state.

¢1m0d 27 If the noisy systems are close to a synchronous state, the
points on the torus form a band with sorfrare excursions

FIG. 2. lllustration of the mutual prediction approach. A chosenfrom it. In this case the described global approximation pro-
point, ¢4(tx), evolves during the time interval from position 1 to  cedures, i.e., EMA and IPA are not efficient and a scheme
position 2; the points that have closg coordinate(delineated  based on local approximation is required. Next, we empha-
vertical stripg evolve to the dotted stripe. The average of thesesjze that there is no unique way to quantify the directionality
evolved states gives a univariate predictiph A better prediction  in case of bidirectional coupling; different methods can,
¢" can be obtained using only the points that have close Coorditherefore, give noncoinciding characteristi@sg., d and r

nates in bothg, and ¢,, i.e., points in a square neighborhood of ngices do not coincide The choice of a quantification mea-
point 1. Note that the stronger is the dotted stripe bent, the Iargeéure is to large extent a matter of taste.

is the predictability improvement. As follows from E¢6), this

bending is proportional te,; hence, the indexp®? quantifies

bidirectional coupling in the same way as the ind#k?. Ill. TESTS OF ALGORITHMS WITH SIMULATED DATA

¢,mod 2n

In this section we illustrate the introduced algorithms by
application to simulated data and discuss the choice of pa-
(1,2):|21_|12 (8) rameters. Note that the IPA is parameter free, EMA has only
o+ 1o one parameter, and MPA has two parametersand radius
of the neighborhoods. Next, we briefly discuss the case
Particularly, we use simple prediction scheme due to th&vhen the frequencies of two oscillators are essentially differ-
low dimension of the phase dynamics. In constructing preent and the case of more than two interacting systems. We
dictor, we exploit a common idea that similar states haveespecially pay attention to the case of short and noise con-
similar future. So, we pick up one point of the sigral(t,), taminated data. The ability of the techniques to work with
say at the timeéy and search for all points in the signal that such records is particularly important for biomedical appli-
have value close to the chosen point; important that here theations.
phases are taken [i0,27) and the distances between points
are defined on the unit circle. Namely, for a chosen point
é1(ty) we find all points ¢,(t;) such that |e ¢ _ ,
—el*1(| < 5, where § is a constant; these points form a We start, foIIo.wmg Ref[13] with the model of coupled
stripe on the &, ,$5) torus (see Fig. 2 Then we compute NOiSy phase oscillators:
the predicted phase incremeXf(K)=(A (1)), whereA (I)
are phase incremenfisee Eq(2)], and() denotes averaging. ¢, ;= w; o+ b cOS ¢y ) + 1 2SN o 1— by o) + &1 A1),
Univariate prediction erroE;(K) is then|A1(K)—A;(K)|. 9
To make the bivariate prediction, we choose amonthe
subset of points,, (mutual neighborssatisfying |e'¢2'W  where ¢,, are phase variables evolving on a two-
—e'%2(t| < §, and proceeding as described above, computeimensional torus, parametets, , govern the natural fre-
the errorE,, [29]. The errorsE,,E,; corresponding to the quencies of oscillatorg&although do not coincide with them
signal ¢,(t,) are obtained in a similar way. for b#0), €1, are the coupling coefficients, angl , are
Several remarks are in order. First, the described schemmise terms. In the following simulationt , are Gaussian
can be understood as a kind of lo¢abnstant approxima-  5-correlated noise terms(¢;(t)¢;(t'))=2Do(t—1")4; ;.
tion technique. Generally, different prediction schemes caThe model(9) describes the phase dynamics in the general
be used to estimate directionality. Second, as we are intecase of weakly coupled noisy limit cycle oscillatdf<?]; it
ested in the predictability improvement, not in the predict-also appears in the description of interacting continuous-time
ability itself, it is not required to search for the optimal pre- chaotic systems, Josephson junction arf@4d, and phase-
diction scheme. Finally, we emphasize that the MPA does ndbcked loopq 32].
directly use the assumption of weakly coupled oscillators; First, we consider the effect of noise on the estimates of
generally, it can be applied to arbitrary signals. If the as-directionality (Fig. 3). The parameters of the systg®) are

A. Two coupled phase oscillators
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(a) 3
8 ol A e J
3,0
(5) ] .
3 > g N
~ N SN A TR 4
e 0 o
i a 7 ——e N = 100
&~ N°= 200
1 1 1 1 . ;n N§= 500
) 0.05 01 _ 0I5 0.2 0.25

FIG. 4. Effect of data length on the estimation of directionality
FIG. 3. Effect of noise on the estimation of directionality indi- index d for noise intensityD=0.1 (a) and D=0.2 (b). The esti-
ces. One coupling coefficient is kept constant=0.05, whereas mates are shown for different numbers of cyd\esin the data; the
the second coefficient is gradually varied. The indices are shown isolid line shows the dependenge (e,—¢&1)/(g5+€1).
(b)—(d) for different values of noise intensity. The solid curves
show the dependencg=(e,—¢;)/(e,+&41) in (b),(d) and y

= (o201~ 8103)/ (8,01 +210) in (). The degree of synchroniza- o v for the synchronized regimes in the noise-free system

tion can be t_rac.ed by the synchronization ingete). 'n.th'.a absen.ce Note that the records used for estimation of indices contain
of noise, all indices correctly reflect the asymmetry in interaction as

long as the system remains in the quasiperiodic sthte &,< only ~100 periods of oscillatior_ls; with s_uch short records,
~0.17); noise helps to estimate the indices 495>0.17, causing .N€ MPA approach works better in the noisy case. Increase of
deviations from the synchronous regime. the data length allows for better estimation of directionality
from noisy data, the corresponding results are shown in
Fig. 4.
w1,=1%0.1, b=0.5. Coupling coefficients, is fixed at Now we discuss the selection of parameters for EMA and
0.05 while &, is varied in the interva[0,0.25 and three MPA, starting with the parameter. Clearly, the value ofr
directionality indicesd™?, r(2, andp‘*2) are computed for should be _related to the periods of OSCI!|atI®FF Tio. In_—
different values of the noise intensify. For the noise-free d€€d, the influence on the own dynamics of an oscillator
case, all indices correctly recover the information on thelnote thebcos(d, ;) term in Eq.(9)] averages out during
asymmetry of coupling as long as the system remains in gach cycle. As the frequencies of two oscillators are differ-
quasiperiodic statéfor £,<<~0.17). The estimated indices

d®2 and p*? closely follow the theoretical curve 1 T
a)
2, (10) o T o
81+ Eo L
g (b) I
whereas the index*? follows - L ) o
\:: O-'_'_ /.~\_',’“‘T-ffi»"::w—-'\”""/-'\""/ T
82(,()2_81(1)2 : :
1 2 _ i . . .
— - (11) o 100 200 300 400
£1W5 T Erw7] 1 : T :
(© TSBZ8)
The performance of all algorithms degrade rapidly with the & | .. ... e D=02 |
synchronization transitioftraced by means of the synchro- ™= RN b dob b P SIS SO D n
nization indexp [33]). Indeed, direction of interaction cannot . . . .
be estimated in case of synchronization, when phases - 02 04 0.6 0.8 1

are functionally related. The influence of noise is twofold.
On one hand, it naturally makes the estimation less precise, F|G. 5. Dependence af and p indices on parameters for one
especially for very weak couplinglearly, correct estimation  coupling configuration €,=0.05s,=0.03) and different levels
is not possible if the noise term in E@) is in average larger of noise.(a) d vs 7, (b) p vs 7 for 6=0.3, and(c) p vs & for
than the coupling On the other hand, noise facilitates esti- r=(T,+T,)/2. The vertical dashed lines {@),(b) show the values
mation of the indices for larger coupling valugorrespon-  corresponding to mean oscillation periods of both systems.

041909-5



MICHAEL G. ROSENBLUM et al. PHYSICAL REVIEW E 65 041909
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c’8’320
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FIG. 6. Dependence gf index on parameterg and = for one f

coupling configuration&,;=0.05¢,=0.03) in the absence of noise. )
FIG. 7. Coherence functiof@ and power spectré),(c) for two

coupled oscillators. High coherence is seen around the natural fre-

) ) quencies of oscillators; /27
ent, we have to find a compromise. Our tests suggest the

following choice: 7=min(T,,T,) and 7=(T,+T,)/2 for

EMA and MPA, respectively. The computed dependences ofor which parameter values at@,;~0.4, w,~1.2, b=0,
d andp indices onr are shown in Figs.®), 5(b) for differ- ¢, =0.01, ande, varied in the range from 0 to 0.018.
ent levels of noise. Regarding the parameterve emphasize

two counteracting tendencies: should be small enough to C. A note on more complex cases

resolve the influence of coupling and large enough in order ,
to cope with the noise contamination dominating at small N our tests of the techniques we always assumed that we

scales; the computed dependences are shown in feigasd ~ deal with two coupled oscillators. In real-world applications
Fig. 6. Clearly, short records require largérNote that by W€ nevertheless can encounter more complex situations, e.g.,
definition 0< < 2. when two systems are a part of a complex oscillatory net-

We have also tested the algorithms in case when the nat{{ork. Here, we comment on several important cases.
ral frequencies of coupled oscillators are essentially differ- _Uncoupled system©ur algorithms cannot properly treat
ent, w;~0.4, w,~1.2, b=0. The computations show that this situation. Hence, one should check whether logthare
the,indices f;)”OW the ’theoretical curvér0) and(11) in this  close to zero and, if the presence of interaction is not obvious

case as well. Note, that these curves are now essentially dit Prior, it is recommended to conduct first standard cross
ferent due to the factan, /.. In conclusion, tests with the correlation(or othep analysis to check whether the two sig-

data generated by two coupled phase oscillators demonstrdi@'S are inter-related. ,
that all indices allow reliable estimate of the asymmetry in WO coupled oscillators versus two uncoupled oscillators
coupling from short noisy data, under common forcingTwo noninteracting systems can be

driven by a common force. Certainly, in this case estimation

of directionality indices is senseless. In order to exclude this
B. Asymmetric coupling case, we can expl_oit the cross-spectrum analysis, as illus-
trated by the following example. We simulate the outpu

We discuss now the case of asymmetric coupling. For th%f two coupled noisy van der Pol oscillators

sake of definiteness, we considér=sin(¢,—3¢;), f,

=sin(3¢1—q§2). Clearly, in computation of the goeﬁicien§ _ ;(1’2_ 0-2(1—Xi2)5<1,2+ wile,z"'sl,z().(z,l_ )'(1’2)+§1'2:0,

according to Eq(4) we obtain, due to derivation, an addi-

tional factor of 3. Hence, the indice™? andr*? follow o be compared with the output of two uncoupled systems

now the dependences £3—&,)/(s;+3¢,) and (%,05  under common driving

—g,05)/(g105+ 3s,02), respectively. Important, for this

case the results of the MPA differ from the results of EPA: X1 0~ 0.21— X3 )X o+ 05 Xq o+ €1 Xg+ €1 ,=0,

index p? follows the curve £,—&,)/(e,+¢5). Indeed, ' '

the predictability improvement is proportional to the ampli- where

tude of the coupling function and does not depend on its _

period (see caption to Fig.)2 Thus, MPA fails to reveal the X3— 0.2 1—X3)X3+ wiXg+ £3=0

asymmetry in coupling functiont, ,. We note that the dif-

ference in estimates obtained by EMA and MPA may be use@ndw;=0.9, w,=1.1, w3=1, &, ,=0.05, and intensities of

to extract information about the coupling function. noise o1,=0.1, 03=0.5. From the result of the cross-
The above considerations were tested with the m@el  spectrum analysis shown in Figs. 7 and 8 we definitely can
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FIG. 10. Cross-spectral analysis demonstrates the presence of
FIG. 8. Coherence functiof) and power spectréb),(c) for two ?nteraction be_tween heart rate and respiration._For each of 16_ sub-
uncoupled oscillators driven by a common force. High coherence igects_the maX|ma! value of the coherence function was determined;
observed at the frequency of that drive, but there is no coherence J€ ine and vertical bars show the mean and the standard error,
the frequencies of oscillatoréNote that the frequency peak corre- '€SPECtively.
sponding to the drive is barely seen in power spectra because the
drive is very noisy.
intensity 0.2, direction of coupling can be nevertheless de-
tected:d+?=0.12,d*¥=-0.19, andd*¥=0.27.
distinguish these two cases.
Three oscillators in a ring.Finally, we perform a fre-
quently used test and consider three noisy van der Pol oscil- V- DIRECTIONALITY OF CARDIORESPIRATORY
lators with unidirectional coupling, arranged in a ritfgjg. INTERACTION IN HEALTHY NEWBORNS

9): The goal of our experimental study is to clear the contro-

versy concerning the direction of cardiorespiratory interac-

;(i_o-z(l_xiz)xi—"wizxizax(i+2)mod & tion. For this purpose we ana_lyze bivariate data, namely,

heart rate and respiration obtained from healthy newborns.

Computing a directionality index for, say, oscillators 1 and 2’The presence of mtira(r:]thn IS |nd|c|:|ated r:)y the lpres;ance of
we expect this index to be between 0 and 1. Indeed, oscillar-eSp'tratlog. smrs arrdyt mlahas Wet. aslt7 € reslu t; o cross-
tor 2 acts on the oscillator 1 indirectly, via the system 3, an(fpec ré" ( Igt]h 0 and sync r](c)nlzg. 'O't{ g)ar;ﬁ ySItSh peL— q
this action should be weaker than direct forcing of 2 by 1. To'°fMed on the same group of subjects. LUn the other hand,

check this, we take the parametesg=0.95, w,=1.05, w synchronous epochs are rather rare, so that the coupling can
—1 £=0 65 a noise intensity 0.1 and es’tirrfate ;Ih'e,dei( be considered weak. Next, we study the dependence of di-

from ~500 oscillation periodss =0.05, 7 is of the order of rectionality indices on age as well as on heart rate and res-

the period. The resultésee also Fig. 9d*?=0.41, d*3 piratory frequency.

=—0.7, andd®>®=0.57 correctly reveal the direction of in-

teraction in the ring structure. Next, we take identical sys- A. Measurements and data analysis
tems, w;=w,=w3=1, so that in the absence of noise the

systems synchronize. With a sufficiently strong ndia&th We measured the electrocardiografBEG) using a bipo-

lar limb lead (Biomonitor 501, MeRgetawerk Zwanitz,
Germany and obtained thoracic respiration with the induc-
tive plethysmographic methodRespitrace, Studley Data
Systems, Oxford, UKin 25 newborn infants; data sets from
d(3,1)_0 7 L 0.41 five newborns are used in the present paper. Measurements
0 e were performed on each of the first 5 days of life, then every
week and later monthly up to the 6th month of life. Data
acquisition began 30—60 min after feeding, in the evening
hours between 8 p.m. to 11 p.m., and took approximately 1 h.
d(2’3)=0 57 Data were stored on a digital audio taf@®AT) multichannel
: recorder (DAT, DTR-1800, biologic, Frangefor further
FIG. 9. Three oscillators arranged in a ring. The unidirectionalanalysis. The data were off-line digitized with a computer
(clockwis@ coupling is revealed by pairwise estimation of the di- based monitoring systeifXmAD, ftp://sunsite.unc.edu/pub/
rectionality index. Linux/science/lab/with a sampling rate of 1000 Hz.
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i g age [days]
R B ’ ::”'!'“'I'“‘“i'm' \\i\ NEian FIG. 12. Robustness of the estimates of the directionality index
° i d™ with respect to parameter&) d™" vs r for the first(dash-
-1 - 00 dotted ling and 180th(solid line) day of life; each estimate was
1 10 age [days] 1 computed from a data segment containing 200 heartb@atflu-

S ) ence of the window length. Open circles show the average of esti-
FIG. 11. Three directionality indices as a function of age for onemates of d™" computed with different window size

subject. Each symbol shows the estimate of the respective index 00,200 . . . ,800heartbeats

computed in a running window, the dashed lines connect the mean

value for a particular day. Note the smaller variability of tte

index. ~100-s-long segment was extracted from each of these two
records, thend™ was computed forr<10 s [see Fig.
12(a)]; the average interbeat interval was, respectively,

An artifact free,~ 10-min-long segment of each measure-(T)=0.46 s andT,)=0.54 s. A good stability of direc-

ment was chosen for the further analysis; these segment®nality index estimates with respect to the window size is

correspond to the stage of quiet sleBwaves were detected reflected in Fig. 1). Further, data sets for five babies have

with the precision of 1 ms by means of a convolution tech-been analyzed, with the window length corresponding to 200

nique applied to a fifth-order high-pass filtered ECZZ® ms  heartbeats and taken as the average cardiac cycle within a

moving averageand a typical QRS template. The instanta- window.

neous phase of the cardiac signal has been estimated accord-

ing to B. Results and discussion
Below we present only the results of the EMA approach
t—t, (d index. This choice is motivated by our interest in the
¢h(t)=27rk+2'nﬁ, (12)
k+17 Lk - 1 ' T (@)

wheret, are the times of appearance ok R peak in the ] S E i _____
ECG. Phase of the respiratory signal has been obtained b -1 "‘,“9' "e‘*’j&h
means of Hilbert transform applied on the whole segment.. g o _g_ (b)
Prior to phase derivation, the respiratory signal has been desy g~ 777 = =«g=-"77 g TR T “i\ ~~~~~~~~~~~~~~~~~~
trended(linear or polynomial, up to fourth order, trend was _; . & 4
removed with manual check of all recojdend smoothed 1 ' ' (c)
using a second-order Savitzky-Golay filter of 501 data pointsg | . 8. ]
length. See Refd5,11] for discussion of phase estimation = E -l i _
techniques. -1 ; - 0--0-p0

In order to trace the variation in the direction of coupling —~ o (d)
due to nonstationarity in the System, the Corresponding |nd|'.‘:;§ l\i\\\i ........... !,/i_\ ........................................ 8.
ces were computed in a sliding windolwith 3/4 overlap _ \ﬁ “‘-i-ﬁ——__i/'l\.’.‘g
and the average for each day was obtained. We found that a } 8 T e ' (e)
three methods provide consistent res(fiig. 11), supporting 3 [ § e g l"'{g ........................ )
our assumption of weak coupling. Next, the stability of EMA S s B8 S’ \!\ *y

and MPA with respect to parameter variation was checked. -11
Comparing EMA and MPA we found that tlikindex is more
stable with respect to parame®rvariation than the index; FIG. 13. Directionality indexd™ versus agélog scal@ for five

we remind that IPA has no parameters. In order to illustratéewborns. Symbols show the values obtained from different win-
the robustness of EMA towards parameter variation, we fodows; dashed lines show the averdfpe a certain dayvalues. All

cus on two distinct data sets from the same subject, correubjects demonstrate tendency towards unidirectional coufstisg
sponding to the first and the lagt80th recording day. An  piration drives heartbeatvith maturation.

10 age [days] 100
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(a) (b)
- 0.5t A L
Pl B ® . FIG. 14. Scatter plots of the
2 o Ve o0 0 o e d™ index versus breathing fre-
e ;‘O ° go %0": “ quency ,) have a characteristic
.’ @.g{‘% " g:‘* 32 v shape.(a) Al five subjects to-
-0.5 % zﬂg{.{'g o ';' gether. Opened and filled squares
& nfa.f:‘;:" denote the estimates during the
£ ‘:, . first month and 2-6 months, re-
12 . 06 £ (H; 09 1.2 spectively. (b), (c), and (d)
g show the results for two subjects
1 1 , . (denoted by different symbols
e (c) o (d) One can see that the points from
—r? . 8 o some subjects fall only onto one
0.5 s ,' 0.5 & ° &° o .« o branch of thev curve (c), while
"?f' &%ﬁ L the estimates from other subjects
2 & o® = T B S e fall onto both brancheg). In one
<9 Y | ° 2 S o o%é'.' RS 1 subject the first days fall onto one,
oy g o 2 ;90':: ‘. ':-'.° s others fall onto the second stripe
-0.5 z.{.‘.v. ‘%, 3§° —05| %?&3 ":' ¢ ] (d).
& & : p o
° &.!':’
6.3 0.6 fr [Hz] 09 1.2 6.3 0.6 fr [Hz] 09 1.2

dependence of the directionality on both respiratory fretotransmitter acetylcholine. The release and the enzymatic
quency and heart rate. We remind also th&dex does not degradation of the acetylcholine is frequency limi{&Y].
directly include oscillator frequencieef. Egs. (10),(11)]  Note also, that respiratory sinus arrhythmia is a frequency-
what results in a smaller variability of its estimates. Fig.  dependent phenomenon as wdli].
11). _ _ o ~ The presence of two branches in theshaped plot ofd

The main results are summarized in Fig. 13 clearly indi-index vsf, indicates two possible modes of interaction, char-
cating the evolution from an approximately symmetric inter-,cterized by different characteristics of the low-pass filter
action during the first days of life to a dominant unidirec- (see Fig. 14 At very young agesfirst week of life, the
tional coupling(respiration drives the heart rawt the age of 4y of the cutoff frequency appears to be lower. Maturation
6 months. Next(,h\:\)/e analyzed the dependence of the diregst the functions of the central nervous system as well as
tionality indexd™ " on the frequency of rﬁsplratlof} and  cardiovascular adaptation processes to extrauterine condi-
on heart ratef,,. No depepdence bgtwedﬁ " andf, Was  tions such as closure of fetal shunts may account for this
seen, whereas the plot df"" vs f, displays a characteristic finging. Correlation to hemodynamic data could give further
v shape(Fig. 14@)]. It can be seen that, for all measurementsinsignt into this hypothesis. Another possible explanation of
with f,<0.5 Hz the interaction occurs dominantly in one the existence of two modes of interaction may be related to
direction, from respiration to heart rate. We suggest the folyifferent substages of quiet slef8].
lowing explanation. The cardiac influe_nce on respi_ration iS In summary, our results support the “irradiation theory”
weak and frequency independent, while the coupling fromp, the sense that there is a clear effect of respiration on heart
the respiration to heartl rate is similar tg a low-pass filter.rate. However, at physiological conditions, characterized by
Then, for low frequenciesf(<~0.5 Hz in our casethe  pigh breathing rates, this unidirectional action is abolished.
respiratory driving effect is relatively strong compared with The reason for this abolishment is explained by the well-
the strength of the cardiac influence; correspondingly, thgnown neurotransmitter kinetics of acetylcholine at the
directionality index is close to-1. For higher frequencies, yagal-atrial junction. To reveal mechanisms responsible for
the signal from the respiratory cent@5] is attenuated and the 5, shape of the dependence of the directional index on

therefore the interaction appears as nearly symmetrical. Thigyeathing frequency further investigations are necessary.
explanation is supported by the fact that variabilitydoiin-

dex estimates is larger for higher frequenciggluence of
noise on the estimate of an index is stronger for weak cou-
pling, see discussion in the Sec.)lll We have proposed and analyzed approaches for identifi-
The basis of the low-pass behavior of the informationcation of direction of weak coupling between two self-
transmission channel can be found in the physiologicabustained oscillators. We have compared the efficiency of
mechanisms of the coupling. Indeed, signals from the vagahree algorithms and have shown that they can be used for
nerve to the sinus node are transmitted by means of the neanalysis of real-world data. One algorithm EMA requires

V. CONCLUSIONS

041909-9



MICHAEL G. ROSENBLUM et al. PHYSICAL REVIEW E 65 041909

only one parameter, is generally more stable towards itslence of the directionality index on the respiratory frequency

variation and easier to use than the algorithm based on theadicates the possible existence of two regimes of interac-

idea of mutual predictability. The essential advantage of theion.

proposed method IPA is that it has no parameters. More im-

portant, all methods Work_W|th rather _sho_rt and noisy ACKNOWLEDGMENTS
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