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We present fully atomistic molecular dynamics simulations for a realistic model of a glass-forming polymer:
polyisoprene. The simulations are carried out at 363 K and extend until 20 ns. We calculate the self-part of the
Van Hove correlation functiorG4(r,t), the mean-squared displacememé(t)), the second-order non-
Gaussian parameter,(t), and the incoherent intermediate scattering functQ(Q,t) for the main chain
protons. In addition, we also calculate the density-density correlation fure(i@nt)/F(Q,0) and the second-
order autocorrelation functioW ,(t) for different C-H bonds of the main chaim,(t) shows a broad maxi-
mum centered at a timg* ~4 ps, which corresponds to the intermediate regioqrd(t)) between micro-
scopic dynamics and sublinear diffusion. The analysiE ¢0,t), F(Q,t)/F(Q,0), andM,(t) focuses on the
second slow step which is associated to theelaxation. Following the usual experimental procedure this
decay is described in terms of a Kohlrausch-Williams-Wétté/W) function: A exg —(t/7)?]. In the Q range
below Q,.x, Where Q. IS the value at which the static structure factor shows its first maximumQthe
dependence of the KWW relaxation time B{(Q,t) follows a law 7~Q~%#. This kind of Q dependence
corresponds to a Gaussian behaviofr,t) andF¢(Q,t). This law has been experimentally found in tis
range for different polymers. In the high€ range—not easily accessible experimentally—strong deviations
from the Gaussian behavior manifest. This crossover from Gaussian to non-Gaussian behavior can be under-
stood in the framework of the mode coupling theory as well as in terms of a crossover from homogeneous to
heterogeneous dynamics. This last interpretation opens a possible way of rationalizing the apparent contradic-
tion between the neutron scattering and relaxation techniques results concerning dynamical heterogeneity of
the a relaxation.
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[. INTRODUCTION most mobile particles are spatially correlated and move co-
operatively along “stringlike paths.” Recent neutron scatter-
The understanding of how atoms or molecules movang (NS) results in a fragile glass, GaK g ¢NO3); 4 also
within a supercooled liquid and the way this liquid becomesseem to suggest this interpretatigt0]. Dynamical hetero-
a glass—the glass transition—is still one of the main chalgeneity is often discussed in terms of the self-part of the Van
lenges in the field of condensed matter. Nowadays there is afove correlation functionGg(r,t) [2—4,7]. This function
increasing interest in the so-called “dynamical heterogenegives the probability distribution of the position of an atom
ity” of the main dynamical process in supercooled liquids: at time t relative to its position at=0. In the case of a
the a relaxation. Computer simulatiorisee[1-5] as repre-  simple atomic diffusion, a Gaussian distribution is obtained.
sentative referencgsas well as several experimental tech- However, deviations o64(r,t) from the Gaussian form can
niques[6] have provided different evidences of heteroge-be expected in the case of more complex dynamic processes
neous behavior. Dynamical heterogeneities have also beeds, for instance, a heterogeneous dynangcgr,t) can eas-
directly observed in colloidal models of glass-forming sys-ily be evaluated in a computer simulation “experiment”
tems[7]. Moreover, the heterogeneous dynamics in polymemhere the atomic trajectories are directly recorded. Strong
films of poly(methylacrylatg near their glass-transition tem- deviations from the Gaussian behavior, which depend on
perature has recently been proved by means of singleemperature, have been reported for simple model liquids
molecule spectroscopj8]. Many different theoretical con- (see, for example[2]). Similar results have also been re-
cepts of dynamical heterogeneity are usually invok  cently reported for colloidal models of supercooled liquids
However, from a general point of view, a system is consid-where G4(r,t) can be experimentally calculat¢@]. These
ered as dynamically heterogeneous if a dynamically distindeviations have been interpreted in terms of a heterogeneous
guishable subensemble.g., “fast” or “slow” particles) can  dynamic behavior of the slow atomic motions that give rise
be isolated by computer simulation or experiment. Computeto the « relaxation. In the case of real atomic or molecular
simulations of model systen|8,5], as well as the experi- glass-forming system&(r,t) is not experimentally acces-
ments in colloidal systems mentioned above, show that theible. The only experimental way to obtain information about
the Gaussian behavior is through the momentum trar@fer
dependence of the so-called intermediate incoherent scatter-
*Email address: wapcolej@sc.ehu.es ing functionF4(Q,t), which is defined as the Fourier trans-
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form of G4(r,t). Because th€) range accessed by NS stud- developed by Hagler and co-workeff82]. The functional
ies is too small to perform an inverse Fourier transform toform includes terms that can be divided into two
space coordinates to deri&(r,t) unambiguously, the va- categories—valence terms including diagonal and off-
lidity of the Gaussian approximation is checked by studyingdiagonal cross-coupling terms and nonbonded interactions
the Q dependence oF(Q,t). This has been extensively terms. The valence terms represent internal coordinates of
investigated in thea-relaxation regime of glass-forming the bond, angle, torsion angle, and out of plane angle, and
polymer systemfl1-16. NS results of many different poly- the cross-coupling terms include combinations of two or
mers[11-13 show that in the time an@ range where ther  three internal coordinates. The cross-coupling terms are im-
relaxation is observed by these techniquggically: 5ps  portant for predicting vibration frequencies and structural
<t<2ns; 0.2Q=<15A"1) F,(Q,t) shows an approxi- variations associated with conformational changes. The ana-
mate Gaussian behavior. These results are, in principle, ilytical expression employs quartic polynomials for bond
disagreement with those obtained by other techniques e.gstretching and angle bending and a three-term Fourier expan-
4D-NMR or selective photobleaching of probe moleculession for torsions. The nonbonded interaction terms include a
[6]. However, we have to point out that the time/frequencyCoulombic function for the electrostatic interaction and a
range usually explored by these techniques—and thereby tHeennard-Jones 9-6 potential function rather than the more
temperature range—is rather different from that accessibleustomary Lennard-Jones 12-6 potential for the van der
by neutron scattering. Why does dynamical heterogeneity ndiVaals term. More information about this kind of force fields,
seem to be visible for NS in glass-forming polymers? Howincluding the complete analytical expression for the func-
can results from different techniques be compared? Is thergonal form, can be found in[22,23. The model
any characteristic time for the dynamical heterogeneity irsystem was built by means of the well-known amor-
these systems? And, if so, how does it compare with thghous cell protocol, which was proposed for the first time
a-relaxation times? Computer simulations are unique techby Theodorou and Sutd24]. In this work, a cubic cell
nigues to shed new light onto these questions because, noontaining one polymer chain of 100 monomer units
only G4(r,t) and F,(Q,t), but also other different correla- [—CH,—CH=C(CH;)—CH,—],99 Was constructed at
tors can be computed from the atomic trajectories. Moreove363 K and a density(=0.869 g/cmi), which was extrapo-
the Q range available can be extended beyond the actudhted to 363 K from the available experimental dab].
possibilities of experimental neutron scattering techniquesSuch a density leads to a cell dimension of 23.53 A of side.
However, in spite of these possibilities, thedependence of Periodic boundary conditions were assumed in order to
F.(Q,t) has only been explored in a reduced number ofmodel the bulk system. Standard minimization procedures
molecular dynamic§MD) simulations studies on Lennard- (Polak-Ribiere conjugate gradients methwaere followed in
Jones liquidg17], and wate 18], and most of the reported order to minimize the so-obtained energy structure, and a
works only deal with the temperature dependencé£0),t) subsequent dynamics was run for 1 ns in order to equilibrate
at the Q value of the first maximum of the static structure the sample. The chosen temperature is high enough to allow
factor S(Q) (see, for exampl€,2]). In the case of polymer local structural equilibration of the sample in this tifr26].
systems, th&) dependence df (Q,t) has been previously The system obtained in this way was used as a starting point
investigated for a simple “bead-spring” model of a polymer for collecting data every 0.01 ps during a MD run of 1 ns. As
melt [19,20 and for a “united atom” model as wel[l21].  integration method we have used the velocity-Verlet algo-
Although the main focus of these papers was to check th&thm with a time step of 1 fs. The simulations were carried
mode-coupling theory, deviations from the Gaussian behaweut in the constant number of atoms, volume, and tempera-
ior of F¢(Q,t) were also reported in both cases. ture (NVT) ensemble. However, instead of a real
With these ideas in mind, we have carried out a fullytemperature-bath couplindNoseHoover or Berendsen ther-
atomistic molecular dynamics simulation in a realistic modelmostats, for instangén order to control the temperature we
of polyisoprene(Pl). Our results show that there is a cross-have followed a rather crude velocity scaling procedure but
over from Gaussian to non-Gaussian behavior ofdlelax-  with a wide temperature window of 10 K. In these condi-
ation, which takes place in th@ range of the first maximum tions, greater temperature fluctuations are allowed but the
of the static structure fact@®(Q). The microscopic origin of trajectory is disturbed less. In fact, we have checked that by
such a crossover and its possible relationship with the abovdoellowing this simple procedure we obtain results similar to
mentioned apparent contradiction between NS and relaxatioifiose obtained with a constant number of atoms, volume, and
techniques is discussed. energy (NVE) ensemble, which has the proper Newtonian
dynamics(see Sec. l)l. Moreover, it is worth noting that in a
previous work{27] we checked that the temperature control
Il. SIMULATION METHOD method used in this work also gives a vibrational density of
states similar to that obtained by using the Nekmver
thermostat in this kind of polyisoprene models. After the first
The simulations were carried out by using tiNSIGHT 1-ns MD run, two more successive runs of 2 and 20 ns were
(INSIGHT 11 4.0.0 P versionpand the Discover-3 module from carried out, collecting data every 0.05 and 2 ps, respectively.
Molecular Simulations Inc. with the Polymer Consortium As it will be shown in Sec. lll, nearly indistinguishable re-
Force Field[22]. Most parameters of this field were derived sults were obtained from the different simulation runs. Thus,
based onab initio data using a least-squared-fit techniqueno signature of any aging process was observed during the

A. Model and simulation
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successive runs confirming local equilibration of the sample.
In addition, a different cell was also constructed by the same
protocol and equilibration procedure but starting from a dif-
ferent conformation of the parent chain. The results obtained
for the dynamic magnitudes, as e.54(Q,t), were similar

to those obtained with the first cell within the estimated un-
certainties(see the ResultsFinally, in order to compare the
structure and vibrational properties of our simulation cell to
actual neutron scattering dafsee Sec. Il Bthe system was
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do/dQ [barns/(sr atom)]

suddenly quenched to the glassy state at a temperature of 100 0 L L L
K, similar to the temperature at which the reported neutron 05 1 15 2 25 3 35 4
scattering measurements were carried out. The density of the (A )

system was then adjusted to the estimated value at 100 K

(p=0.976 g/cﬁ) by changing the cubic cell edge to 22.63 fully deuterated sample by neutron diffraction at 100(®) [30]

A _arlld.cor_respondingly Sc_aling all atomic coordinates. After 8and calculated from our simulations at the same temperésotiel
minimization procedure similar to that used at 363 K, a dy—“ne) and 363 K(dashed-dotted line

namic run of 10 ns was carried out in order to accommodate

the change in density. Starting from the atomic coordinates of our simulation
runs at 363 K, we have calculatéfQ) by means of expres-
B. Validation sions(1)—(3) and averaging it for a large number of frames

For an amorphous system the structural information idnroughout the atomic trajectories. The result obtained is
contained in the so-called radial distribution function or in its STOWN In Fig. 1. It is essentially the same result that was
Fourier transform counterpart: the static structure factOIprewoust reported in Ref29] (see Fig. 2 of that referente

S(Q). In the case of amorphous polyme&)) can be mea- In that paper, thé(Q) obtained from MD simulations at 363

sured by neutron diffraction using a fully deuterated sample/< Was compared with the experimentdlQ) measured by

i.e., a sample where all hydrogens are replaced by deuterond€utron diffraction and reported in R¢80], which is also
The coherent differential cross sectidire,/dQ measured included here in Fig. 1. The conclusion of such comparison

by neutron scattering can be defined for an isotropic sampl@/@S_that although the shape of the experimei(&) is
and taking the orientational averaging[28§] qualitatively reproduced by the simulation data, there is a
clear disagreement concerning the relative intensities of the

FIG. 1. Total differential scattering cross section obtained for a

doon 1 < sin(Qr;;) first and the second pedkee Fig. 1 Various possibilities
o Q)= O N-Z (bi><bj>Q—r“J, (1)  for this discrepancy were outlined in RE29], in particular,
hi=1 1 the different microstructure of the simulated and actual PI.

) However, it is worth remarking that neutron scattering mea-
where the(b;) §tand for the nuclear scattering Iengths for surements of(Q) in polymers are usually carried out at low
neutrons and\l_ is the nu_mber of atompthe cross SEctions  temperature$10—100 K well below the glass transition in
like orcon are given in units of barns/atom, angi(Q) is in — order to minimize the Debye-Waller factor influence and in-
units of barng/sr atom, 1 barn=10"“" m?]. The scattering g|asticity effects. Therefore, in order to properly compare
lengths of carbon and deuteron atoms are very similagimuylation and neutron data Q) and to see to what ex-
((bc)=0.6648< 10" ** and(bp) =0.6674< 10" ** m) thereby  tent the above-mentioned discrepancy is due to the tempera-
these two atoms become almost indistinguishable for neyyre we have “quenched” our simulation cell @~100 K
trons. In this context, the coherent intensity measured resultf%uowing the procedure described above. The results ob-
to be just proportional to the static structure fac&RQ).  tained forl(Q) at 100 K are also shown in Fig. 1. Now the
However, what it is usually measured in a neutron diﬁractionagreemem between the experimental and simulation data is
experiment is the total differential scattering cross sectiorhuite good even taking into account the possible nonequilib-
given by rium effects of the quenched cell at 100 K and other experi-

mental uncertainties as multiple scattering and inelasticity
Q)= do _docon  doinc @ effects. It is worth remarking that th@-range included in
dQ  dO a0’ our comparison corresponds to both intermacromolecular
and intramacromolecular correlations in polymer systems.
whereda;,./dQ is aQ-independent incoherent term defined While the first two peaks of(Q) are mainly dominated by
as intermacromolecular correlations, the third one &
=3A"! is a common feature of all polymers and its
do- 1 o Q—pqsition does.not change with temperature, thereby sug-
line= d(I;C:NZ ((bf>_<bi>2):4;”°_ (3)  gesting a pure intramacromolecular oridigl]. Therefore,
i=1 m from these results we can conclude that the intermacromo-
lecular and intramacromolecular structure obtained in the
For a fully deuterated sample of PI, the valuelgf is 0.10  simulation cell constitutes a quite reasonable mimic of the
(barns/sr atom actual structure of Pl within the limitations of the simulation
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method used. Although a complete structural characterization
of the simulation cell is beyond the aim of this paper and it
will be published elsewhere, we can anticipate that there is
also a good agreement between the calculated partial static
structure factors—corresponding to different partially deuter-
ated Pl samples—and those measured in real samples by
means of neutron scattering with polarization analyBg
instrument, ILL, Grenoble, FrangeSome preliminary re-
sults can be found in Ref32].

In addition to the structural features, and taking advantage
of the “quenched” cell, we can also check whether the force
field used in the simulations reproduces the main vibrational
properties of Pl at a low temperature. The vibrational density e, \L . .\HI.R]B“‘“’S
of stateVDOS, Z(E)] can be evaluated from inelastic neu- 0 50 100 150 200
tron scattering measurements by applying the incoherent E (meV)
Gaussian approximatiof83]. Due to the high value of the
incoherent scattering cross section of the hydro@&nh27
barng as compared to its coherent cross sectibi6 barng
and to the cross sections of other typical nuclei in polymers
(carbon, oxygen, deuterium, etcthe VDOS obtained from
inelastic neutron scattering measurements in polymers corre-
sponds to the subset of hydrogens in the sanipyelrogen
weighted VDOS. In Ref.[33] the VDOS corresponding to
two partially deuterated Pl sampléRId3 and Pldb were
evaluated from neutron scattering results. They are repro-
duced in Fig. 2. These two VDOS correspond to the vibra-
tional properties of methyl group hydrogens in the case of
Pld5 sampleiwhere the hydrogens of the main chain have .\Ir o ‘I, ‘l O
been replaced by deutergrend to the main chain hydrogen o s 1w I50 200
vibrations in the case of PId3 samplehere the hydrogens E (meV)
of the methyl groups have been replaced by deutgrons - )

From the MD simulation results the vibrational density of FIG. 2. Vibrational density of states of the methyl group hydro-

states can be calculated in general as the spectral density $f1s(@ and main chain hydrogen) as obtained for Pl from
the velocity autocorrelation functiof84] inelastic neutron scattering measuremetits and from our MD
simulations(solid lineg. The arrows show the energy of some in-

frared bands.

(a)

Z(E)

(b)

Z(E)

IR-Bands

- —iEt/ = >
28) [ e B (mO)p0)L @

MD-simulation method and the force field used as well. On
the other hand, the calculatet{E) from MD simulations
where the velocity autocorrelation function is calculated inalso shows other maxima at higher energies, which cannot be
terms of the velocity autocorrelation function of each atomdirectly compared with inelastic neutron scattering results.
as However, although quantum effects certainly affect the high-
energy range oZ(E), the energies of the above-mentioned
1 maxima roughly correspond to those of the different infrared
(p(0)p(1))= N_Zl (7i(0) (1)) (5 pands reported for Risee, for example, Ref25)).

a In addition to the structural and high frequency dynamical
andN is the number of atoms considered in the calculations2SPects discussed above, the simulated slow segmental dy-
This approach has already been used to characterize the Y12Mics, which will _be desc_nbed in the Results section, also
brational properties of different molecular crystédee, e.g., reproduces Fhe main experimental features measured.by neu-
Ref. [35]). By means of this procedure we have COmputedtron.scattenng:]. The reasonable agreement founq gives us
Z(E) from the atomic trajectories of the hydrogens Corre_cor_lfldence that t_hose resm_JIts obtained from S|mqlat|on,
sponding to the “quenched” cell aE~100 K. In order to WhICh' are not easily accessible by the _current gxperlmental
compare our results with the experimental ones, we haviechniques, are also reasonably realistic. This is in fact the
used in our calculations either the methyl group hydrogené‘lt'm_ate _goal of any simulation exercise: once a realistic sys-
(corresponding to the PId5 sampter the main chain hydro- (€M IS simulated, take advantage of it to go beyond the ex-
gens (corresponding to the PId3 sampléThe results ob- Perimental possibilities.
tained in both cases are shown in Fig. 2. As can be seen,
there is a good agreement between the simulation and experi-
mental data at least in the energy rang§e<(40 meV) where From the atomic trajectories obtained in the simulations
experimental data are available. This again validates owyve have calculated the self-part of the Van Hove correlation

N

IIl. RESULTS
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function. Assuming isotropic behavior, this function is given 10° ..
by J 0.5
N 104
1 . . 5
Gy(r=r > Sr—IF(H—i(0)[1), (6) < 03 o
i=1 A N

wherer is the radial distance from a given partich,is the NV 10" ] iy
number of particles, and, is the position vector of théth i
particle. The angular brackets denote canonical averaging.
Gg(r,t) is directly related to the incoherent scattering func-
tion measured by N§28]. In the case of polymers, and due
to the scattering cross-section values of the different atoms,
the NS is dominated by the self-motions of the protf28.
Therefore, since we want to connect with NS results, we
have calculated, first of allG¢(r,t) from the proton trajec-
tories. Moreover, in order to avoid the “contamination” from
the fast rotational motion of methyl side grouB5], only
main chain protons were considered in the calculations.

In the simplest case, the self-part of the Van Hove corre-
lation function can be approximated by a Gaussian function

a(t)

32

102 10" 10° 100 10> 10° 10*

Ggaush,t)z exf — a(t)rz]- (7) t (ps)

This form holds rigorously for an ideal gas, for a harmonic FIG. 3. (a) Time evolution of the mean-squared displacement
crystal and for a system where the motion of the atoms i$r°) (®) at 363 K and the non-Gaussian parametgat 363 K(O)
governed by Langevin’s equation. It also holds in any cas@nd 513 K(X) of the main chain protons. The, values obtained
for t—0, because, under such conditions, the atoms behaJ@' these protons at 363 K by using the NVE ensemble are also
as if they were free. However, in more complicated system§hown(+)' The vertical arrow marks the location of the maximum

. - .
at lonaer times deviations from E€i7) can be found. These of a,, that is, oft*. The shadowed area covers the time range of
g @ the full width at half maximum(FWHM) of the main peak ofy,.

iati ntified in a fir roximation h )
goe}/(gﬂggssg?gnz?o?clij:r tno(re](-jGauassiaSr: agfaﬁmi;)t E)37]by t eThe hatched area shows the values for the non-Gaussian parameter
P estimated from NS experiments on Pl at 340 K. The values of the

3 <r4(t)> non-Gaussian parameter calculated for the main chain carbons at

ay(t)== —5—5—1 8 363 K are also plotted/\). (b) Incoherent intermediate scattering
5(r(t)) function atQ=0.3, 0.5, 0.7, 1.0, 1.5, 2.0, 2.5, and 3.0 A(sym-
. . bols) from top to bottom, obtained for the main chain protons of Pl
with the even moments db(r,t) given by at 363 K and 513 K and 1.0 & (dashed ling Solid lines are the
. curves corresponding to the fit of the datat=at5 ps with Eq.(12)
<r2”(t)>= f r2”477r2GS(r tydr. 9) and 8= 0.40. The shadowed area has the same meaning@s in
0

librational motions of C-H bonds and explains why it is not

If Gg(r,t) is strictly Gaussiana,(t) is zero and(r?(t)) observed in simple model systems as “bead-spring” or
=3[2a(t)]. “united-atom” polymer models. However, the second peak

The results obtained for the mean-squared displacementf «a,(t) shows a similar behavior to that observed in com-
(r?(t)) and fora,(t) are shown in Fig. @). (r?(t)) displays  puter simulations of simple Lennard-Jones systgzir in
three typical dynamic range§) a microscopic regime until the experiments with colloidal glass-forming systefg It
about 0.8—1 ps(ii) a crossover regime until about 10 ps; andshows a maximum at a tim& ~4 ps centered in the cross-
(iii) a sublinear time dependence that extends until the limibver regime of(r?(t)). Once the sublinear behavior of
of our simulationg20 n9. a,(t) has a double peak structure (r(t)) is well establishedg,(t) decreases to its long-time
where the short-time maximum corresponds to the microlimit, zero. Moreover, this second peak is also present in the
scopic regime ofr?(t)) and the other is centered in the a,(t) corresponding to main-chain carbons, i.e., it is not
crossover regime ofr?(t)). The short-time regime of both related to any additional C-H bond motion. The apparent
(r?(t)) anda,(t) strongly depends on the kind of atom con- shift of the main peak ofr,(t) for protons with respect to
sidered. This implies that the short-time behavior observedarbons may be due to the superposition of C-H bond libra-
has to be very different in a realistic polymer and in a simpletions and carbonlike motions. When atoigmsotons in this
model liquid. For instance, the short-time peakaof(t) al- case are participating simultaneously in different dynamical
most vanishes whea,(t) is calculated from the trajectories processes, the resulting non-Gaussian parameter is not the
of the main-chain carbons instead of main-chain profsese  simple addition of thosex,(t) corresponding to the pro-
Fig. 3(@]. This indicates that this peak is related to the fastcesses involved, but is given by a more complicated expres-
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sion [14,36. Since thisa, peak is rather broad, we have
characterized it not only by*, but also by the full width at
half maximum(FWHM). This time regime is represented by
the shaded area in Fig. 3. The hatched area in the upper part
of this figure shows for comparison the values estimated
by means of the procedure describedld] from NS data of
Pl at 340 K. As can be seen, an accurate determination of
a,(t) from experimental data is rather diffickee[14] and
[15] for a detailed discussion about this question

From the calculate@4(r,t) we have computed the self-
correlation functionF¢(Q,t) as

PEETTTr IR I UTTTT TR RATTT BT I RTITY B,
sin(Qr) 2 ol 0 1 2 3 4
dr. (10) 10° 10 10° 100 10° 100 10

Qr . t(l:S).....

FS(Q,t)zf:MrZGS(r,t)

This corresponds to the incoherent intermediate scattering
function measured by quasielastic NS techniques in proto-
nated polymer samples. Let us remember that if the Gaussian
approximation is fulfilled the self-correlation function is ex-
pressed just in terms of the mean-squared displacement

2
Fga“SfQ,t)zexp( _rw) ét» Qz). (11)

The results obtained for our polymer are plotted in Figp) 3
for different Q values.F¢(Q,t) exhibits the two-step decay,
which is characteristic of glass-forming supercooled liquids
in general. This two-step feature is not present WwAgiQ,t)
is calculated at a very high temperatur513 K) where the
system behaves as a simple “polymer liquidgee Fig. 80)].
In this case, the second peaka®f(t) also vanishefsee Fig.
3(a)] suggesting that this peak is a main signature of super-
cooled liquid dynamics. Here we will focus on the slower
decay ofF¢(Q,t) usually known as the relaxation. We can
immediately see that in the loWQ range, the time range
where a, has significant value$FWHM) only covers the
initial part of the slow decay of¢(Q,t). However, asQ :
increases, this time range starts to cover almost completely w0l 100 100 10?
the slow decay. Thereby, even without any analysis, we t (ps)
should expect a different influence of the non-Gaussian
events on the decay of the correlations in the time region FIG. 4. Incoherent intermediate scattering function of the main
close to its characteristic time scale depending on @he chain protons at the differei@ values indicated. Irfa) results ob-
value. tained from different successive simulation runs of the same cell are
Before analyzing the slow decay &(Q,t), we will shown. In(b) the curves correspond to two different cells with
comment on the main uncertainties affecting the calculatedifferent initial conformations of the parent chain. Each symbol
F<(Q.,t). The accuracy of the calculated valuesfQ,t) at ~ corresponds to one of the cell&) displays results obtained by
longer times, close to the limit of the MD-simulation run using the NVT(O) and the NVE(X) ensemble.
t.un, depends on the number of time origins that are available
for calculating the ensemble average of the Van Hove corredncertainties of the calculation, the points corresponding to
lation function. Thus, the uncertainties increase with thethe three runs nicely superimpose, indicating that there is not
value of the timet at which the function is calculate@ee, any signature of aging processes. This confirms the local
e.g.,[38] as a general referenceFigure 4a) shows for two  equilibrium state of our sample in the meaning that the
representative) values the intermediate scattering function density-density correlation function at the intermacromolecu-
corresponding to three successive dynamic runs of differerar level (structurala relaxation decays to zero within our
duration:t,,,=1, 2, and 20 ns. We can realize that, for ex- simulation time window(see Ref[26]). However, it is likely
ample, the points calculated from the 2 ns run in the timehat this time does not allow the long-length scale conforma-
ranget=<t,,, slightly deviate from the corresponding points tional properties to equilibrate. This is evident in the behav-
calculated from the 20 ns run. However, apart from this tenior of (r2(t)) shown in Fig. 3a). The value ofr?(t)) at the
dency, which can be understood in terms of the inherenlimiting time of our simulations is of the order of, where
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d~5A is the average intermacromolecular chain distance 1
defined asl=27/Qax [Qmax IS the Q value at whichS(Q) [
shows the first maximuinAccording to the results described 08l

in Ref. [39], this implies that the sublinear behavior of 3
(r?(t)) observed from about 10 ps to the limit of our simu- i
lations, actually corresponds to the small-scale motions in- T °

volved in the« relaxation. A full equilibration of the large xQ | .
scales would give rise to a long-time linear behavior of 04#

(r?(t)) corresponding to the diffusion of the chain center of 0022

mass. This could only be observed in a fully atomistic simu- 02 e o

lation at a very high—unrealistic—temperature or by simu- [ °

lating very short chains. Thereby, we can consider that in our ol v L
sample the large-scale conformational fluctuations are frozen 02 04 06081 3
out during the simulation runs. Although this can, in prin- Q(A'l)

ciple, mean a potentially serious problem of ergodicity, it is
likely that thea relaxation is mainly controlled by the pack-  FiG. 5. Momentum transfe@ dependence of the stretching pa-
ing density and the intermolecular structure rather than byameters obtained from the fit of the slow decay of the incoherent
large-scale conformational properties. For instance, in Refsatermediate scattering function of the main chain protgbs and
[29,4Q it is reported that chain dimension seems to be not af the density-density correlation functio(®) to a KWW [Eq.
critical parameter for local segmental dynamigs relax-  (12)]. The values reported for this parameter as obtained by spec-
ation) in a polyisoprene model similar to that used in thistroscopic and neutron scattering techniques lie in the shadowed
work. With respect to this and as an example, we show irarea.
Fig. 4b) the F4(Q,t) obtained at three differer® values
from similar dynamic runst¢,,=2 ns) but in two different methods in P[13,30. This gives additional support to our
cells, which were constructed starting from a different con-MD simulations. Therefore, in a second fitting st8pvas
formation of the parent chain. As can be seen, there is a verfjxed to 0.4. The resulting fitting curves are plotted in Fig.
good agreement between the two sets of results. Finally, a{b). They describe quite well th&4(Q,t) values in the
mentioned in the preceding section, we have also checkelfitting time range. The&Q dependence found fak follows a
whether or not our results depend on the statistical ensemblgMF-like behavior
(NVT) and the temperature control used. To do this we have

. iy . . 2
carried out an additional 2 ns run starting from the final (Us)
system configuration and temperature obtained at the NVT A=exp - —=Q
conditions, but in the microcanonical NVE ensemfidnich
has the proper Newtonian dynamjic®Ve have also taken which gives a value ofu?)~0.41 A?, in the range of the
care that the drift in temperature in this NVE run was keptvalues usually found by NS in polymers in such a tempera-
less than 1%. The results obtained Fo(Q,t) at differentQ  ture range. The obtaingd dependence of is shown in Fig.

values are shown in Fig.(d) in comparison to the results 6. In theQ-rangeQ=<1 A%, 7 nicely follows the power law
obtained in the NVT ensemble. As can be seen, there is a

very good agreement between the two sets of data. More- r=aQ 2, (14
over, as it was previously shown in Fig(aB the a,(t) ob-
tained in the NVE condition also agrees with that obtained irwhereais a temperature-dependent prefactor. This kin@of
the NVT ensemble. dependence has been experimentally observed in several

Now, following the procedure used for analyzing NS data,polymers including Pl in a simila@Q range[11-13. This
we have fitted the slow decay &%(Q,t) to a Kohlrausch- once again gives support to our simulation and polymer
Williams-Watts (KWW) or stretched exponential function ~ model. Introducing the results obtained for Qedependen-

cies ofrandA [Egs.(13) and (14)] in Eq. (12) one finds
B
FJ(Q,t)=A ex;{ — (;)

whereg is a parameter measuring the deviation from a single

exponential form (6<8<1) andr a relaxation time, which, :expl _
in principle, depends orQ. A is a generalized Lamb-

Mossbauer facto(LMF) giving account for the first fast de-

cay of F{(Q,t). The fitting was carried out in the typical This coincides just with the expression corresponding to the
time range covered by neutron backscattering and spin ecHéaussian approximation fdfg(Q,t) [Eq. (11)], where we
techniqueg~5 to ~20 n9. In a first fitting, A, 7, andgwere  can identify (r?(t))=2(u2)+6(t/a)?. This implies that in
taken as free parameters. As can be seen in Fig.résulted the Q rangeQ=<1 A~ Gaussian behavior is found for the
to be hardly dependent d@ around the value of 0.4, which dynamics of thex relaxation, without any previous assump-
is the value off usually obtained by NS and spectroscopiction on the validity of such an approximation. However(as

(13

; 12

el e
Fs(Q,t)=expg — 3 Q exr{— a0 B

(ug)
3

t\A

a

+

QZ} : (15
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FIG. 6. Momentum transfe® dependence of the characteristic
time 7(Q) of the « relaxation obtained from the slow decay of the
incoherent intermediate scattering function of the main chain pro
tons (O). The solid lines through the points show tedepen-

dences ofr(Q) indicated. The estimated error bars are shown for
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served in different glass-forming polymef46,41. Now
there is a chance to extend terange untilQ~5A~1 by
means of, e.g., the IN13 spectrometer, ILL, Grenoble,
France. This should allow, in principle, an experimental ob-
servation of this crossover. However, we have to point out
that this is not an easy task. From an experimental point of
view there are many difficulties. For instance, the full
Q-range from about 0.3 to 5 & cannot be covered by one
single spectrometer. Moreover, it is also very difficult to ob-
serve the second step B§(Q,t) centered in the experimen-
tal dynamical range at the differe@ values but at the same
temperature. Finally, the amplitude of this second step is
rather low in the highQ regime[see, e.g., Fig.®)]. In spite

of these difficulties, experiments in this direction are now
being planned in PI.

~ How do the results reported here compare with those pre-
viously published about MD simulations of polymer sys-
tems? As it has already been mentioned in the Introduction,

two Q values. TheQ dependence of the value of the non-Gaussianth€ Q dependence of simulatells(Q,t) corresponding to

parameter at(Q) is also includedA) as well as the static structure
factor S(Q) on the linear scale in arbitrary units. The horizontal
shadowed area marks the range of the characteristic tiqgs.
The values ofr, andt* are indicated by the dashed-dotted and
dotted lines, respectiveligee the text for the definitions of the time
scales. The temperature is 363 K in all cases.

increases;(Q) deviates from the power law given by Eq.
(14) and a clear crossover towards an approxin@ie law

is evident in Fig. 6. This crossover takes place i@ aange
that we will characterize by a crossove Q*~1.3 A1
We note thatQ* lies very much in the range whe®& Q)
shows the first maximun®Q,ax. A similar breakdown of the

polymer models has been investigated in recent pddérs

21], though such papers were mainly focussed on checking
the mode-coupling theorfMCT) [42]. In Ref.[21], Van Zon

and De Leeuw, using a “united atom” model for a polymer
melt, reported a Gaussian behaviorFa{Q,t) in the low Q
regime Q<1 A~1). However, although they also reported
deviations from this behavior for high€) values, a direct
comparison with our results is not possible because they
found a B value that strongly depends @ap. On the other
hand, theQ dependence of the incoheremtrelaxation time

in a simulated simple polymer model is discussed by Benne-
mann, Baschnagel, and P4dR]. They find a law compat-
ible with 7~Q~?# (Gaussian approximatiorfor the two

Gaussian approximation was found in the neighborhood ofower Q values investigated as well as a crossover towards a

Qmax in Refs.[19,20.

The approximate lawo Q™2 found for Q> Q*, together
with the above-mentione® dependence of [Eg. (13)]
means a strong deviation d¥{(Q,t) from the Gaussian

law close tor~Q~*2 for largerQ (see also Ref[20]). The
reported crossover is rather smooth and takes place at about
Q~0.7QaxWhenS(Q) starts to have significant valuésee

Fig. 1 of Ref.[19]). It is worth remarking that this crossover

form. The crossover from Gaussian to non-Gaussian behageems to have a behavior qualitatively similar to that re-
ior at Q* can be understood as a consequence of the influsorted here even though the system used by Bennemann,
ence of the non-Gaussian events at the time sealg(Q). Baschnagel, and Paul is rather simffleead-spring” mode)
This is evident in Fig. 6 where we have assigned to gach and does not consider valence or rotational potentials. The
value the value ofr, att=7(Q), a,[7(Q)]. By means of authors of Ref[19] try to understand this trend in terms of
this representation, we immediately realize that wigap-  the MCT, which was the main subject of that paper. In the
proache€Q*, a,[ 7(Q)] takes significant values. In this rep- high Q limit, where the MCT equations can be analytically
resentation,[ 7(Q)] reaches its maximum value at tigg  Solved, the incoherent scattering functiby(Q,t) shows a
value (=3 A™1) at which 7(Q)~t*. However, due to the KWW behavior with the stretching exponeftequal to the
large width of a,(t), the crossover from Gaussian to non- von Schweidler exponertt (see Ref[43]). In this regime,
Gaussian behavior already takes place wh@@)~ 15t*. the expected) dependence of the KWW relaxation time is
given by the power lawr~Q~*. The b value (b~0.75)
reported in Refd.19,20] seems to be in good agreement with
the law foundr~Q~#2. Howeuver, it is worth noting that in
First of all, it is worth remarking that the crossover de-the framework of the MCT theéQ dependencer~Q P
scribed above takes place inirange that is close to the should be observed in the high limit. The authors of Ref.
limit usually explored by incoherent neutron scattering meaf19] themselves realized this problem. If we try to consider
surements Q~1.8 A1). There, the uncertainties are usu- this MCT interpretation for the crossover reported in this
ally higher, since the intensity of the signal is diminished bypaper, the corresponding value should be of the order of
the Lamb-M®sbauer factor. This could be the reason why0.5, which can be reasonable for realistic polymer systems. It
this crossover was never reported, although deviations frors worth remarking that a KWW functional form fét,(Q,t)
the Q2 law in the highQ range have already been ob- [Eq. (12)] with B=b and 7~Q *® reads asF¢(Q,t)

IV. DISCUSSION
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=Aexqd —Qt’a(T)], wherea(T) accounts for the temperature 0.5 —rrrrm—rrrrm e
dependence of. TheQ dependence of this equation strongly I ’:;@ ]

deviates from that expected in the Gaussian dase Eq. 041 + ﬁ_? ]

(11)]. In fact, the time dependence of the non-Gaussian pa- [ ‘,%; ° % ]
rametera,(t) calculated in the framework of the MCT for a 03 N °° ﬁ% ]
hard-sphere systeftiSS [44] shows a qualitatively similar 2 B +o

behavior to that reported here. In the framework of the MCT N ) oo oo 1

the non-Gaussian behavior is related to the decaging pro- 02t o °° % & iy ]

cesses andy,(t)>0 would indicate a more fuzzy cage o o w.%. ]

boundary. In this framework, we can try to obtain a first 0.1[ &

estimation of the so-called mean characteristic localization L °e ]

lengthr . from the value of the mean squared displacement 0 3 : . . A &3’

at t*, (r(t*)) while assuming thatr?(t*))~6r2. This 102 100 10° 100 10® 10°
givesr~0.45 A. Taking into account that the average in- t (ps)

termacromolecular chain distanced is given by d _ ) ) _
~ 27/ Qmad Qmax~1.3 A1), we obtain that .~ 0.094d. It FIG. 7. Time evolution of the non-Gaussian parameter for dif-

is worth remarking that this is a similar value as that ob-f€"ent subsystems of hydrogens in the sample: methyl group hydro-
tained for the HS$44] and for the above-mentioned “bead- 9€"S(®). methylene hydrogené+), and *double bond” methine
spring” polymer model as wel[20]. As in these cases, the hydrogens(<).
value found here forg. also approximately fits to the Linde-
mann criterion for melting. fore one can expect that the heterogeneous or non-Gaussian
On the other hand, as it has already been mentioned in theffects would start to vanish once the particles move to larger
Introduction, dynamical heterogeneity of supercooled syséistances and thereby leave the decaging region. In fact, Fig.
tems is often discussed in terms of the self-part of the Vard(a) shows thatx,(t)—0 at about~2 ns, a time for which
Hove correlation function or its Fourier counterpBg(Q,t). (r?(t)) approaches the square value of the average intermac-
Deviations from the Gaussian behavior, similar to those reromolecular distance=2m/Qax. This might explain in a
ported here, have usually been considered as a signature whtural way why the crossover takes place in the range of
the dynamically heterogeneous behavisee, e.g.[2,7]). Qmax- It is worth noting that this heterogeneous interpreta-
Positivea,(t) suggests that the probability for the particle to tion is, in principle, compatible with the MCT approach dis-
move very far is enhanced relative to the one expected for aussed abovésee alsd44]). Although a microscopic char-
random-walk process. In the case of Lennard-Jones systenesgterization of the effect of the different possible atomic
it was shown by Kobet al. [2] that the number of these environments in our sample will certainly require much more
“faster particles” giving rise toa,(t)>0 was only in the simulation effort(it will be the subject of future work we
range of 5% of all particles in the system. In our case, takindiave calculated here first, as an example,db@) behavior
into account the obtained values ®§(t), we can estimate a for three different kind of protons in the monomer of PI. The
similar percentage of faster protons in the system. In thigesults obtained are shown in Fig. 7 where it is clear that
framework, the crossover from Gaussian to non-Gaussian belifferent protons exhibit different,(t) behavior.
havior atQ* could be interpreted as a crossover from homo- Now, in the framework of the homogeneous/
geneous to heterogeneous dynamical behavior. For instandegterogeneous interpretation, we can come back to the ques-
a possible heterogeneous scenario giving account for the lation: why does the dynamics of therelaxation seem to be
7~Q~ 2 found atQ>Q*, was already outlined in Ref13] heterogeneous when it is observed by spectroscopic methods
in the simplified case ofA=1. It is also worth remarking that in general and in particular by NMR techniques? To answer
the behavior found is also compatible, at least qualitativelythis question we have to know what is the time scale ofdhe
with a simple sublinear jump diffusion model resulting from process as observed by these methods. From the atomic tra-
jumps with the jumping length distributefll6]. In this jectories of our MD-simulation runs we have also computed,
framework, the asymptotic lo\@ dependence of is given  as an example, the second-order orientational autocorrelation
by 7<Q~?# implying a Gaussian behavior df(Q,t).  functionM,(t)=(P,[cosA(t)]), whereP, is the second Leg-
However, in the highQ regime, deviations from thi® de-  endre polynomial andd(t) describes the orientation of a
pendence take plad@on-Gaussian behavijodue to the in-  given vector at time relative to its orientation at=0. This
trinsic jump-length distribution for the diffusive jumps. Fi- is the correlation function determining the NMR experimen-
nite jump lengths tend to cause a bending-@®), which is  tal observables as, for example, the spin-lattice-relaxation
qualitatively similar to that found in simulations > Q* time T; measured by3C NMR. M,(t) was calculated for
(see, e.g., Fig. 1 of Ref16]). the different main chain C-H bonds of Pl monomer. The
Since the characteristic time scale @§(t), t*, corre-  resulting curves are depicted in Fig. 8. The slow decay of
sponds to the decaging region @f(t)), it is quite reason- M,(t) is produced by ther relaxation, and the correspond-
able to think that the non-Gaussian or heterogeneous behawtg characteristic time scalgyr is the characteristic time
ior is in fact due to slightly different atomic environments for deduced from NMR results for the relaxation. In Fig. 8 we
each particle in this region. This could be of particular rel-have also include&¢(Q,t) at differentQ values. The direct
evance for a complicated system, such as a polymer. Thereomparison of the functions shows thajy is in the range
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of the time scale ofF(Q,t) at Q~1-1.2 A" TheseQ 04 060381 .
values lay in the region where the crossoverr(®) takes QA

place. This can also be deduced from Fig. 6, where the range _ _ . . .
of time scales observed by NMRyyr has been represented FIG. 9. (@) Time evolution of the density-density correlation

by a shadowed area giving account for the different possibl&mcnon at the differenQQ values indicated. The solid lines are fit
choices of the C-H bond orientation followed. Thus, we Canresults to a KWW(b) Momentum transfer dependence of the char-

expect that the non-Gaussian effects influence to a certaffcieristic times of the density-density correlation functieg, (®)
extent the slow molecular dynamics in such time scales. Thi@nd, of the incoherent |ntermed|ate scattering functlon of the main
suggests why the relaxation observed by NMR techniques Shain protons(©). The stafic structure factd¥(Q) is also shown
reveals heterogeneous contributions. It is worth emphasizin%?Ir comparisor(solid line). Dotted arrows show the position of the
that the time scale of the process, which is probed by other 'St maximum ofS(Q) and the corresponding value of the charac-
relaxation techniques as, for instance, dielectric relaxation, igerlstlc'tlme_ for coherent scattering that is defined as the structural
also in this range. Data reported for different polymers showelaxation timer,,.
that the dielectric relaxation time at high frequency coincides
with the relaxation time corresponding to incoherent NSbut now considering all the atoms in the simulation cell. By
7(Q), at Q~1 A1 [45]. On the other hand, since usually means of this procedure we have computed the density-
universal behavior for ther process is observed—the time density correlation functiorr(Q,t)/F(Q,0) for differentQ
scales deduced from different correlators show similar temvalues in the range 0s5Q<5 A . This is the correlation
perature dependencies—we can expect that the results ofanction measured by neutron-spin-ediNSE) when a fully
tained for the temperature investigated are extensible to otheleuterated polymer sample is used. Some of the results ob
temperature ranges. tained are shown in Fig.(8 as an example. AF¢(Q,t),
How do the different time scales discussedF(Q,t)/F(Q,0) also shows the well-known two-step decay.
[t*,7(Q), Tnmr .---] cOMpare with the actual relaxation time The second step was also fitted by a KWW function. We
7,7 This characteristic time should be defined as the relaxfollowed a procedure similar to the one described in the Re-
ation time of the dynamic structure factb(Q,t) at theQ  sults section folF4(Q,t). In a first fitting, the three param-
value Q. Of the first intermolecular maximum o8(Q) etersA, B, andr, were taken as freg3 resulted to be modu-
[S(Q)=F(Q,t=0)]. The so-defined time scale has the lated mirroringS(Q) around similar values to those obtained
meaning of the relaxation time of the slow decay of thein the case of ((Q,t) (see Fig. 5. Therefore, as in the case
density-density correlation function @,,. This is the way  of F¢(Q,t) and following the usual way of analyzing NSE
the a-relaxation time is defined, for instance, in the frame-experimental data, thg value was fixed to 0.4 in a second
work of the mode-coupling theories of the glass transitionfitting series. As can be seen in Figal the KWW fitting
[42]. From the atomic trajectories of the simulation runs,curves can describe the slow decay B{Q,t)/F(Q,0),
F(Q,t) can be calculated as the Fourier transform of thethough the deviations from the imposed functional form be-
total Van Hove correlation function come more evident than for the self-correlation function. In
1/ N N spite of this, it is clear that the time scales can be unambigu-
_ = 1Rt P ously determined from these fittings. The obtaiig@depen-
Grv=gy < ;1 121 Alr=Ifi( r,(0)|]> (16 dence of the KWW timgwe will call it 7.,+—coherent—in
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the following is shown in Fig. ®b) together with ther(Q) served in different glass-forming polymers in the rar@e
corresponding t&¢(Q,t). As can be seen;,(Q) is modu- <1 A", is nicely reproduced by MD simulations in a fully
lated byS(Q) mainly in theQ range of the first intermolecu- atomistic model system of polyisoprene. In tQerange of

lar maximum ofS(Q). A similar behavior has been found in the first maximum ofS(Q) we have obtained a crossover to
other systems where t@ dependence of the collective time a Q dependence close to~Q~ 2. We have shown that this
has been studied, e.g., diatomic molecuks)], water[47], crossover is a consequence of the effect of the non-Gaussian
and simple polymer modelg20]. This modulation can be events at the time scale(Q). As Q increases,(Q) ap-
understood as a consequence of some kind of “de Genngsoaches the characteristic tirtie of the non-Gaussian pro-
narrowing” [48]. In the high Q regime, 7.,(Q) tends to cesses and(Q) deviates from the Gaussian behavior given
follow the Q dependence of(Q) corresponding té-¢(Q,t). by r~Q~?£. Various possible interpretations of the cross-
Due to the modulation ofr.,(Q), the value of r,  overfrom Gaussian to non-Gaussian behavior have been dis-
= 7¢or{ Qmay IS higher than the corresponding valuerd)) cussed. The interpretation in terms of an underlying cross-
[7,~67(Qmay] and in fact is close to the time scale of over from homogeneous to heterogeneous dynamics opens a
F(Q,t) at Q~0.85 A", In order to comparer, with the  possible way for rationalizing the apparent contradiction be-
other time scales discussed above, we have plotted it in Figween neutron scattering and relaxation techniques concern-
6. As can be seen;,> rywr>t*. Moreover,r, lies in the ing dynamical heterogeneity of the relaxation. The closer
time regime at which the slow dynamics behaves as Gausshe time scale of ther process probed by a particular tech-
ian. Therefore, in the framework of this interpretation of thenique is to the* range, the more sensible this technique is to
crossover found, we can understand why, although being irthe heterogeneous dynamics.

trinsically heterogeneous, the slow dynamics in glass-

forming polymers looks homogeneouslike at the time scale ACKNOWLEDGMENTS
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