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Phase behavior and free interfaces of a lattice-gas nematic-liquid-crystal model
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The phase behavior of a mesogenic lattice-gas model consisting of molecules located at the sites of a
three-dimensional cubic lattice has been studied using grand canonical Monte Carlo simulations. When two
neighboring sites are occupied, the molecules interact via a potential composed of an isotropic lafti€zr-gas
term and an anisotropic Humphries-Luckhurst-RomdhihR) term [Mol. Phys. 42, 1205 (1981)]. The
LGHLR model is shown to exhibit either nematic-isotropic, nematic-vaipt’), and isotropic-vapofIV)
coexistence or just nematic-isotropic fluid coexistence, depending on the strength of the isotropic term. The
liquid-vapor(i.e., NV and V) interfaces were studied using canonical Monte Carlo simulations. By controlling
the strength of the term that governs the anisotropy in the attractive forces, either planar or homeotropic
anchoring is observed at the NV interface. The temperature dependencies of the density and order parameter
profiles across the interfaces are determined for these two anchoring geometries.
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[. INTRODUCTION zation of Gay-Berne models to investigate NV interfaces,

whilst possible, is clearly a difficult task since for each

Liquid crystals exhibit a rich interfacial behavior, includ- model the possibility of nematic-vapor coexistence must first
ing phenomena such as wetting and layering. Whilst thesB® explored(which is nota priori obvious[13]), before

phenomena can also be observed in simple liquids, liqui§imulations of the interface can be performed. .

crystals can exhibit additional interfacial phenomena due t(%. In th'j ﬁ)?per,hwe dgvelchpl_ a %:mple I?ttlce-bas_ed ?lmula-

their orientational degrees of freedofi]. The least re- lon model _ort e study o lqui -cryst_a —vapor Interfaces.

stricted symmetry breaking interface is that between a nemSUCh primitive models contain the basic physics of the sys-

atogenic liquid crystal and its saturated vapor and, even uriem of interest, b.Ut have the deta.|led.short range structure
tripped away. This class of potentials is useful if we require

der these conditions, a range of different phenomena ca

occur. For example, the molecular orientation at the interfac&” understanding O.f the truly generic or universal features of
is not universal, but is found to be perpendicular, tilted ord System, that originate at _Io_nger length scales thgn the mo-
' ' ' eigicular sizd 14]. Their simplicity allows full phase diagrams

parallel to the normal to the interface; these three anchorin . . .
geometries are known as planar, tilted, and homeotropic, re- r ia.partl.cular model to be computed rglatlve_ly quickly. In
' ' ' “addition, it should also be possible to investigate systems

spectively[1]. taining. interf ¢ h di . than th
Early theoretical explanations of the nematic-vafd¥) containing Intertaces ol much 1arger dimensions than the
ore computationally demanding potentials, such as the

interface were based on phenomenological description ;
[2,3], but more recent molecular theories based on genera—ay'Berne model, and, therefore, the lattice-based models

ized van der Waals theory have been used to analyze ﬂ{gadily lend themselves to the simulation of both confined
behavior of the liquid-crystal—vapor interfatd—7]. How- and unconfined liquid crystals at the mesoscopic level. We

ever, mapping of the expansion terms in these theories ont%o’ 01; cour;]e, neT'dt.to bbehsu're thaﬁgﬁedsgnptlﬁr models can
physical molecular interactions is not straightforward. To in-' SProduce the reaiistic behavior exhibited by the more com-

vestigate how the experimental interfacial phenomena are ré)_ut_;'_art:onallyé dle_mz_intdw:jg m(()jd_elst.h followi . Grand
lated to the molecular potentials, a number of simulations of e mloMe 'f ”gol uce "? i el OW'Qgt sedc |ton. ) rar:h
the free interface of nematic liquid crystals have, thereforeSanonical vionte t.arlo simulations, used to determine the

been performe@8—10]. These studies each concentrate on ab'hase behavior, are discussed in Sec. Ill. Canonical ensemble

single but different parametrization of the Gay-Berne poten-.s'mUIat'onS of the nematic-vapor and isotropic-vagaf)

tial [11], a liquid-crystal model that is extremely successfulmterfaces are described in Sec. IV and our conclusions are
in reproducing bulk liquid-crystal behavift2]. By combin- presented in Sec. V.

ing the results of these simulations, Milet al. [10] con- | xTTICE-GAS HUMPHRIES-LUCKHURST-ROMANO

cluded that the preferred orientation at the free interface is MODEL

determined by the ratio of the relative length of the molecule

and the relative interaction energies for side-by-side and end- The lattice-gas model, which is isomorphic to the well-
to-end configurations. This somewhat empirical view isknown Ising magnet model through a change of variables, is
backed up by naive arguments based on the relative energipsobably the most simple model with which to investigate
of the cleavage planes for the different interface geometrieBquid-vapor condensation phenomefib,16. Each lattice

for perfectly ordered close packed structures. However, theite can host either zero or one parti@&om, moleculgwith
potential contains two further parametésse Ref[12]), and  the total occupation of the lattice, or densitygoverned by
the influence of these parameters on the surface alignmean imposed chemical potential The pair potential between
should not be totally ignored. Fine tuning of the parametri-two sitesi andj is simply
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Uij:_sisjfij: (1)

Isotropic

wheres; =0, 1 is the occupation number of sitande;; is a uid
ul

positive constant for neighboring lattice sites and zero oth-
erwise. This model exhibits liquid-vapgor high-density—
low-density coexistence at low temperatures. As the tem-
perature is increased, the density gap between the two phases
decreases and eventually the coexistence curve is terminated
by a critical point, as we expect for a typical liquid-gas co- p
existence curv¢l6).

A recent extension to this lattice-gas model to investigate
nematic liquid crystals has recently been propogEd to T
take into account anisotropic interactions between the mol-
ecules by multiplying the lattice-gas interaction by the aniso-
tropic term in the well-known Lebwohl-Lasher potential
[18], resulting in a potential of the form

Uij= —sisj€i;P2(cospjj). 2
p p
Here P,(x) is the second rank Legendre polynomi&l(x)
=1(3x?—1), Bij is the angle between the symmetry axes of
molecules andj, and the lattice has simple cubic geometry.
This potential was found to exhibit nematic-isotroghdl)

FIG. 1. Schematic phase diagraitemperature vs densjtyor
liquid crystal forming lattice-based models. The coexistence regions
are shaded gray and the nematic regions blé@kThe anisotropic

coexistence. and the phase behavior was analvzed in t(:}rmsin%eraction dominates the pair potential between two molecules and
’ P y i?a liquid phase is formed, it will be nematic. If the anisotropic and

mlxtures. of rod-shaped and sphgrlgal molecyled). A rein- isotropic interactions are balanced, then both isotropic and nematic
terpretation of th_e phase beh_awor n te_rms _Of a smgle COml'lquids are observed, with the isotropic phase distinct from(ige
po_nent system Is als_o pOSS'b_“ég]' T_h's reln_terpretatl_on tropic) vapor; the IV critical point may be belowb) or above(c)
points out a flaw of this model if we wish to simulate single {he temperature at which the nematic-isotropic transition occurs at
component systems, in that it does not exhibit an isotropigy|; occupancy.(d) The isotropic term in the potential dominates,
|IC]UId, I‘ather jUS'[ an iSOtI‘OpiC f|UId The important diStinCtion and the System phase Separates into isotropic ||qu|d and vapor
here is that the liquid can coexist with a distinct vapor phasephases well above the temperature at which the nematic-isotropic
whilst the fluid has a continuous equation of state. In theransition takes place in a fully occupied lattice. Note that a nematic
limit of full lattice occupancy, this model is equivalent to the phase is guaranteed even for the latter case, if the fully occupied
Lebwohl-Lasher model, which has been used extensively t@ttice model exhibits a nematic phase, but in this situation is it
investigate liquid crystals in both the bu[R0,21] and in  confined to the isochorg=1.
confined geometrieg21]. Of course, since the lattice occu-
pation is always fixedat p=1), the density of the liquid a temperature similar to the NI transition temperature at full
crystalline material cannot change in such simulations andhttice occupancy. This means that all three phases will be
the only interfaces that can be studied are hard, in the senggesent in the phase diagrahigs. 1b) and Xc)]. In the
that the density drops frop=1 (liquid) to p=0 (vapop limit that the isotropic term overwhelms the anisotropic term,
within one lattice spacing. then we expect that the system will phase separate into a
The introduction of a liquid-vapor coexistence curve intofully saturated lattice corresponding to an isotropic liquid
the phase diagram is straightforwalrt9]. If the potential and an unoccupied lattice corresponding to a vapor phase
contains an independent isotropic term in addition to the anwell above the NI transition temperature at full lattice occu-
isotropic term, this should provide the possibility for liquid- pancy. In this case, the nematic phase will be confined to the
vapor coexistence for the following reassee also Fig. )1  fully occupied lattice region, that ig=1 [see Fig. 1d)].
If no additional isotropic term is present in the model, theWhilst this means that we can guarantee that the model will
system exhibits only nematic and fluid phagé€sy. 1(a)]. exhibit a nematic phase, we cannot be sure whether there
The addition of an isotropic term should favor liquid-vapor will be an isotropic fluid phase or two distinct liquid and
coexistence ending in a critical point, as for the simplevapor phases.
lattice-gas moddlEq. (1)]. However, if the isotropic term is Such observations were found to be the case for the
weak, then the critical point for liquid-vapor coexistence, lattice-gas Lebwohl-LasheiLGLL) model [19], for which
which would occur if no anisotropic term was present, will the interaction between the molecules is written as
be located at low temperature, below the envelope of the
nematic-isotropic fluid transition, and so this term will only Uij= —sisj€i[ A+ Pa(cosgij) |, 3
reinforce the separation of the nematic and fluid phases. As
the strength of the isotropic term is increased, we expect thah which A governs the strength of the additional isotropic
the temperature at which thenetastablg IV critical point  term. As previously noted, a balance must be struck between
occurs will also increase, and so this will eventually occur athe strength of the isotropic and anisotropic terms. i§ too
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weak, the model will behave as the original mofigd). (2)]. otherwise. The potential is expressed in terms of the unit
In contrast, ifA is too strong, then the liquid-vapor coexist- vectorst;, 0;, andf that describe the orientations of mol-
ence curve will be present at temperatures that are relativelgculesi andj and the intermolecular vector, respectively. In
high, so that the liquid phase will correspond to a fully oc-contrast to the Lebwohl-Lasher potential, the potential for
cupied lattice at temperatures of interest near the isotropid®arallel molecules is dependent on the orientation of the in-
nematic transition temperature and the nematic phase will brmolecular vector; the potential energies corresponding to
confined to the fully saturated lattice. The density profile atthe side-by-side and end-to-end arrangements, for example,

the corresponding NV interface would be expected to drof'® Y€~ 37°€ and —2ye—3y%, respectively[22]. We

rapidly from p=1 to p=0 for all temperatures at which the should poin_t out that, whilst it might be tempting to rela_\te
nematic phase is stable. To determine the ranga ofer values ofy in the model to the components of the polariz-

which reasonable liquid-crystal behavior is exhibited for the2Pility tensora for real molecules, this is probably not an
LGLL model, grand canonical simulations were performed.GﬁeCt've route of determining that values gfwill lead to

R interesting phase behavior. This is because the anisotropy in
E)tﬂégzeiag:g?ne'ir:l://?lsvifnogur:)dnl;o nee)?:;btlitc e;wgris%tﬁggi;p?ﬁ?sthe polarizability does not dominate the interaction between

h h h h di volving | real molecules, and important terms such as the shape of the
phases, or a three-phase phase diagram Involving ISOtropify,acyle and electrostatic interactions are neglected in the
liquid and vapor phases in addition to the nematic pliSe | R attice model. Thusy should be viewed only as an

(see also Fig. L o effective parameter that governs the total anisotropy in the
Although the LGLL model shows the distinct condensedmglecular interactions, not just those interactions arising

phases we wish to explore, there is a problem when it comegom the anisotropy in the polarizability.
to investige the interfacial behavior, in particular, the surface |t is appropriate to point out that whilst the authors of Ref.
alignment. As the anisotropic potential depends only on th¢22] performed simulations for a number of valuesyofor
relative orientations of the pair of molecules, the model canthe fully saturated cubic lattice, this was not actually neces-
not distinguish between planar, tilted, and homeotropic ansary. Althoughy appears to be a variable parameter in the
choring at the NV interface. This is because all three geomHLR model[see Eq(4)], it turns out not to be for the case of
etries are equivalent in energy since they are related via a fully saturated lattice. This statement is easy to understand
simple rotation of the molecular orientations, which pre-when we consider that the term linear jninvolves an ex-
serves the angles between the molecules. Despite the fagtession of the forn® (- )2, in which, for the cubic lat-
that the Lebwohl-Lasher model has been extremely succestee,f is summed over thg, y, andz axes(and the—x, —v,
ful in reproducing the bulk behavior of nematic liquid crys- and —z axes. This term is nothing other than the sum of the
tals, it was recognized quite early on that it is unrealistic indirection cosines squared for the vector describing the orien-
its assumption that the interaction energy is independent dhtion of the molecule and so is not dependent on the mo-
the orientation of the molecular vectf®22], although it has lecular orientation. This means that the linear termyiis
since been used in the majority of lattice-based simulationsimply a scalar that only shifts the total energy and so does
of liquid crystals[21]. not influence the phase behavior as the molecules in all pos-
One way to overcome this problem for the lattice-gassible phases have exactly the same number of neighbors
models described here would be to add a phenomenologicalnce the lattice is fully occupied. Indeed, this is bourne out
term to the potential, so that if onf@r more of the neigh- by the fact that the data of R€22] fall on the same curve
boring sites of moleculé was not occupied, the potential for different values ofy. The only dependence of the phase
would depend on the angle between moleéuded the vec- behavior ony is that this acts as a scaling variable for the
tor joining the occupied and unoccupied sites. However, demperature(i.e., T* =kT/ey?). However, as we shall see,
somewhat more appropriate approach is to use a model ithis is not the case for the lattice-gas models in which we are
which the anisotropic intermolecular forces are taken intanterested here, since the lattice is not fully occupied, and so
account in a more rigorous way. Humphries, Luckhurst, andhe sums of typ& (0;-f)? are not over all six neighbors.
Romano(HLR) [22] developed such a lattice-based model As we have already seen for the lattice-gas Lebwohl-
by expanding the anisotropic pair potential for a pair of lin- Lasher mode[Eg. (3)], the most interestingand realisti¢
ear molecules, and relating the expansion coefficients to thghase behavior was observed when there was a balance be-
anisotropy in the polarizability. The resulting potential hastween the isotropic and anisotropic terms in the potential.
the form We, therefore, define the lattice-gas Humphries-Luckhurst-
Romano(LGHLR) potential agcompare Eqs(2)—(4)]

3 . 3 . 3 o 3 3
Uij=7ei 1_§(u"r)2_§(uj'r)2}+§726”{(u"r)2 Uij=sisjeij| —A+y 1_5(0i'?)2_§(0j'f)2)
+(ﬁj-f)2—9(0i-f)2(ﬂj-?)2+6(0i-f)(ﬁj-f)(0i-Oj) 3
— 200 T2 (0 - F)2—9(01 - T2 - F)2 0.-F
—(Giﬂj)z}, ) +2y{(u )+ (0;-7)°=9(0;-7)“(0;-7)“+6(0;-T)
where y is the anisotropy in the polarizability of the mol- X(Oj'f)(ai'aj)_(ai'ﬁj)2}>a )

ecule (@ —a,)/(ay+2a,). As for the Lebwohl-Lasher
model, €;; is equal to e for nearest neighbors and zero in which \, the strength of the isotropic term, can be varied
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to vary the phase behavior. Of course, for a fully occupied 23
lattice, this potential has exactly the same phase behavior al™
the HLR model, since the additional scakaserves only to

shift the total energy of the system equally in all phases. The . .
addition of the lattice-gas term should lead to the possibility ‘ [sotropic
of investigating liquids in coexistence with their vapor phase 20 1 . .. T—Nem
and the HLR term guarantees us that a nematic phase will be fluid
observed, although as for the LGLL mod#&B], this may be 19 1 o
restricted to the fully occupied lattice.

2.2 1

I1l. GRAND CANONICAL SIMULATIONS 17 i . . i
AND PHASE DIAGRAMS 00 02 0.4 0.6 038 10

The phase behavior of the different models was deter- 23
mined using grand canonical Monte Carlo simulations, in T* (b)
which the density of the system is not fixed but governed by 22
the imposed chemical potential The simulations were per-
formed in the exactly same way as in the previous study of
the LGLL model and full details are given in R¢fL9]. For
each model studied, lattices of size*4fere used to deter-
mine the equations of state over a range of temperatures wd /== -
from which the coexistence densities of the observed phase
were extracted19]. 18 1

We start our discussion of the phase behavior by concen-
trating on models withy=— 3. For this value, the energy " oo 02 04 06 o8 1o
minimum occurs for pairs of molecules in a side-by-side ar- p
rangement. The phase diagrams for three different values o 23
\ are shown in Fig. 2. For low values af[A =0.00 in Fig. T* (c)

2(a)], a single first order transition is observed, between ori- 22 4 - —_ :
entationally ordered and disordered phases. This is equiva Vap Iso =~
lent to the nematic-isotropic transition observed for the 2 iy
LGLL model withA =0 [17,19. At low temperature, an ar- wl = e 4—IN €I
tifact of the model occurs in which planes of highly ordered
molecules are observed, every other lattice spacing, at den 19 1
sity p=0.5. These are observed because, fer — 3, the

relative energies for a pair of molecules in the side-by-side 18
and end-to-end configurations areje and +3e. Since the

energy of the end-to-end configuration is greater than zero, 00 02 04 06 08 10

that is, above the energy of interaction of a molecule with an P

empty site, it is energetically more favorable to microphase ) ) _
separate at intermediate densitips0.5) into planes of ori- FIG. 2. Phase diagrams for the lattice-gas Humphries-
entationally ordered side-by-side molecules, each separatédckhurst-Romano model with=—3. () A =0, isotropic-(fluid)

by an empty plane. This artifact disappears wher0.25, r_lerr_1at|c phases. Fdb) A =1.75 and(c) A =2.00, distinct |20trop|c
that is, when the interaction energy for end-to-end pairs i iquid and vapor phases are observed. Units=kT/ey”. The
lower than that than for a molecule interacting with an empty ™S indicate the coexistence regions.

site, the situation we expect for real molecules. Howeverwe expect that an increase in the isotropic contribulcio

this value of\ is well below the range for which interesting the anisotropic potential will scale the coexistence curve to
phase behavior occurs. higher temperatures. If the anisotropic terms were not

On increasing\, an isotropic liquid-vapor transition ter- present in the potential, an increase\iis of course equiva-
minated by a critical point is inducdd =1.75 in Fig. Zb)] lent either increasing in Eq. (1) at constant temperature or,
and as\ is increased further, the envelope of the isotropic-conversely, lowering the temperatuf&*(=kT/€) at fixede,
vapor transition is shifted to higher temperatures, whilst thavhich leads to a widening of the density gap between the
location of the nematic-isotropic coexistence region is esserliquid and vapor phases. Moreover, we do not expect the
tially unaffected]\ =2.00 in Fig. Zb)]. This behavior is en- location of the nematic-isotropic coexistence region to shift
tirely as we expect for the following region. Since the energydramatically since, at least at the higher temperatures in
parameter for the isotropic lattice-gas mofq. (1)] simply ~ which we are interested in, this transition occurs between
scales the temperature dependence of the coexistence cunve relatively dense phases, of similar density. Thus the ad-
and, therefore, the critical point for liquid-vapor separation,dition of the scalar term\ to the potential will to a first

2.1 A =

Vap Iso

2.0 4
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. in which §'is the interfacial thickness armlis the location of
T 2 ] ; the Gibbs dividing surface for interfade(i=1,2). The as-
‘ » sumption that the interfacial thicknessis equal for both
,, | Vap - Iso - interfaces is justified since the interfaces are equivalent, and
: e on average just mirror images of each other. We note that, in
20 4 == 1—Nem principle, it would be possible to obtain the phase diagram
determined in Sec. Il from the fits of density profiles and
191 this method would require only one simulation for each tem-
perature for which two-phase coexistence is observed and
two simulations for the case of three phases. As it is rela-
, . ' ' tively easy to choose an average density in the middle of the
00 02 04 06 08 10 isotropic-vapor coexistence curve, obtaining this part of the
P phase diagram would be straightforward, at least at tempera-

FIG. 3. Phase diagram for the lattice-gas Humphries-Luckhurst:[ures away from the critical point. However, since the grand

comara model iy, and\ 200 U s 2. e CoTT S STUSLCTS B ey, cheep o b cene,
lines indicate the coexistence regions. y ’ P '

the grand canonical route is probably just as efficient. More-
over, to obtain coexistence densities from the interface sys-
approximation influence the energy of both phases equallfem, we should ensure that the same results are obtained
and so will not shift the phase boundaries. starting from lower temperatures and higher temperatures. In

A similar series of phase diagrams are observedyer  the latter case, this would mean waiting for the liquid slab to
+3, and a typical phase diagram for the model wkh nycleate and then grow to form a uniform slab within the
=2.0 is shown in Fig. 3. Note that an artifact similar to the periodic boundaries. Preliminary simulations indicated that
one observed for negative also occurs at low temperature this process may be slow as sometimes two or more liquid
for positiveywhen the iSOtI’OpiC contribution to the potential regions from and only slowly coalesce to form a single liquid
is weak (i.e., A\~0.0); here, strings of highly ordered mol- region. Estimating a reasonable value for the density in the
ecules are observed, since the energy of a pair of moleculefiiddle of the nematic-isotropic coexistence region is not so
in the side-by-side arrangement is greater than zero. As betraightforward as for the liquid-vapor case since this is
fore, this artifact disappears when the energy for a pair ofather narrow, if indeed it exists, which we do not knaw
interacting molecules is lower than zero, that is, when priori. Thus it is more appropriate to use the grand canonical
>3. route to the equations of state and, therefore, to the coexist-
ence densities.

The orientational order of the molecules through the box

IV. LIQUID-VAPOR INTERFACES was characterized by the following profiles:
To study the interfaces, canonical Monte Carlo simula-
tions were performed in an elongated box of sizex40 o(2)=(P,(0;-A(2))) @
I Z)

X 80 containing 64 000 moleculésorresponding to 50% oc-

cupation, with full periodic boundary conditions. The initial

configuration for each model was taken to be a dense slab in _ o

the middle of the box, which was heated to a temperature 72D =(P2li- 2Dz ®

corresponding to a stable liquid phase, below the critical

point. The system was then cooled through the isotropic anwhere (---); implies the average of the function, deter-

nematic phases to investigate the interfaces, and then r&lined atz, z is a unit vector along the axis andf(z) is

heated to check for any hysteresis effects. Heating the systefigfined as the director within the thin slab at positioiThe

lead to essentia”y the same prof”es at each state point, aﬁgrmer prOf”e indicates the extent of the orientational order

so we will discuss only those obtained from the cooling runsacross the interface, irrespective of the average direction of
The variation of the density through the interface can bedlignment. The latter profile contains information on the av-

monitored by the density profilg,(z), from which the den- ~€rage e}llgnment direction. For perfect order parallel'to the

sities of the Coexisting vapor and ||qu|d phasp§'and pr s interfacial normal,ﬂ: 1, and for perfect order perpendlcular

can be determined by fitting the simulation results to a hydo the interfacial normaly=— 3. Other definitions of inter-

perbolic tangent. Since two interfaces are present in théacial order parameters commonly determined for liquid

simulation box, the density profile was fitted to a doublecrystalline interfaces are possitjie—10,23,24
hyperbolic tangent of the form Before we discuss the results, it is worth noting that we

can use energetic arguments similar to those invoked by
Mills et al.[10] when considering Gay-Berne interfaces. The
potential energies for a pair of molecules in the side-by-side
tan =7 _tan R and end-to-end arrangements are, as noted in Seaqell,
26 26 —3y%¢ and — 2ye—39%€, respectively[22]. Therefore, if
(6)  we consider the limiting case of a perfectly ordered nematic

1
p(2)=p,+ §(p|—pu)
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FIG. 4. Interfacial profilesa) p(z), (b) o(2), (c) n(z) for the
LGHLR model y=— 3, A\=2.00 at temperature®* =2.00 (solid
line) and 2.01(dashed ling corresponding to nematic-vapor and

isotropic-vapor coexisting systems, respectively.

region, at densityp=1, the surface free energy will be pro-
portional to 2 y?e— ye for planar alignment at the surface
and 2ye+ 37y%e for homeotropic alignment. Foy negative,

PHYSICAL REVIEW E 65 041706

sincen(z) = o(2) in this region, the director must be aligned
along thez axis, and, therefore, we may conclude that the
molecules at the interface align in a homeotropic arrange-
ment, and that this orientational order propagates into the
bulk. Similar profiles are observed for lower temperatures,
with the difference in coexistence densities gradually becom-
ing larger and the order parameters for the nematic region
increasing with decreasing temperature. At the higher tem-
perature shown in Fig. 4, the liquid phase is isotropic, as
indicated by the vanishing value @f(z) and »(z) in the
center of the denser region. However, we observe that the
profiles for botho(z) and 7(z) are finite and positive in the
region corresponding to the liquid side of the interface. This
indicates that, even though the bulk phase is isotropic, the
free surface influences the alignment within a narrow region
near the surface, with the molecules tending to align parallel
to the interfacial normal. Such enhanced surface order has
been observed for the isotropic phase of Gay-Berne systems
[8—10]. Note also that the profil@(z) changes from positive

on the isotropic side of the interface to negative on the vapor
side. This was observed also for Gay-Berne systeghand

for other uniaxial molecular potentials, such as the dumbell
model for chloring[25]; Sluckin has given a qualitative ex-
planation of this phenomend6]. Similar profiles are ob-
served for all higher temperatures, with the difference in co-
existing densities decreasing as the temperature is increased
and the excess order at the surface gradually disappearing.
As the temperature is increased above the critical point, the
interfaces are, of course, found to disappear as there is no
distinction between a vapor and a liquid.

The equivalent profiles are shown in Fig. 5 for the model
with parametersy=+3% and A=2, at temperatures either
side of the triple point. The density profiles are essentially
equivalent to those for the previous model with homeotropic
alignment at the surface. The finite value of the prodile)
in the center of the dense phase clearly indicates that the
lower temperature corresponds to a nematic-vapor interface.
The negative value ofy(z) in the same region indicates that
the average direction of alignment is perpendicular tozhe
axis, that is, there is planar alignment at the interface that
propagates through the nematic liquid region. Note that the
orientational order parameter profike(z) has a different
form to that observed for the previous model in the vicinity
of the isotropic-vapor interface. For the homeotropic system,
this was observed to go through a maximum at the interface;
here, the profile is flat across the interface. In contrast, the
profile for »(z) is nonzero and negative, essentially an in-
verted version to the one observed for the homeotropic
model. Thus we may conclude that the molecules in the vi-
cinity of the surface of the isotropic region align perpendicu-
lar to the interfacial normal, that is, in a planar arrangement.

the lower surface energy corresponds to homeotropic alignfhis also explains the fact that the profit€z) is zero across

ment; in contrast, following this argument foerpositive we

expect to observe planar alignment at the interface.

The density and order parameter profiles are shown imrientation in plane and so this results in an order parameter
Fig. 4 for the case of=—3% and\ =2, at temperatures just of zero. This contrasts the case of homeotropic alignment,
above and just below the triple point. For the lower temperawhen the molecules align parallel to the surface normal, and
ture shown, the liquid phase is nematic, as indicated by theo there is less rotational freedom leading to a finite value for
finite value ofo in the center of the dense region. Moreover, o(2).

the interface. Since the molecules align, on average, perpen-
dicular to the surface normal, they are still free to adopt any
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10 @) investigate phenomena at the mesoscale level using simula-
tion. The model introduced here also has the advantage over
other lattice models in that it is a lattice-gas type model,
rather than a fully occupied lattice model. This means that
the density of the system is allowed to change and so this
class of potential can be used to investigate phase transition
at which a density change occurs, and so can also be used to
study interfaces between phases of intermediate density, that
is not just hard interfaces of the type=0 to p=1.
Whilst the model is relatively simple in form, it has been
— shown to exhibit the interfacial phenomena that have been
observed in simulations of Gay-Berne systems, such as the
o 10 2 3 4 3 6 1 8 surface enhanced ordering at the isotropic surface, the
z change in sign of the order parametgz) at the interface,
08 and either homeotropic or planar ordering at the surface. The
0'( z) (b) fact that the lattice-based model can reproduce the behavior
exhibited by the more computational demanding molecular
potentials gives us confidence that, despite its simplicity, it
should provide a useful model with which to study liquid-
04 1 crystal interfaces, especially at larger length scales than those
available in simulations of Gay-Berne systems. In addition,
02 using energetic arguments, similar to those used by Mills
et al.[10] to try to explain the interfacial alignment of Gay-
Berne systems, we can speculate that models with a negative
v will lead to a homeotropic surface alignment, whereas pla-
nar alignment will be observed farpositive. It is, therefore,
02 - ; T - y y : relatively straightforward to choose a model that will lead to
certain required anchoring conditions at the free interface.
We have not modified the magnitude of the parameter
02 (©) rather just studied a single positive and negative value. This
77(3) is clearly a parameter that could be modified to vary the
behavior of the mesogen; for example, the magnitudes of the
order parameter profiles may change in the vicinity the sur-
face. However, it seems unlikely that changing the magni-
tude of y will change the actual alignment at the surface due
to simple energetic arguments.

Finally, it is worth pointing out that, although the model
has been described as a one component system, it can also be
thought of as a two component system of ra@® and
sphereq9) (see also Ref.17]). In this case, the interactions
04 i . , ! , , i between the particles are

0 10 20 30 40 50 60 70 80
Z

p(z)

08 1 e
06 1

04 4

0.2 1

0.0

0.6 1

0.0

0.0

0.2

FIG. 5. Interfacial profilesa) p(z), (b) o(2), (c) n(z) for the Us s=€",
LGHLR model y=+3, A=2.00 at temperatures* = 1.99 (solid
line) and 2.00(dashed ling corresponding to nematic-vapor and
isotropic-vapor coexisting systems, respectively. Ur_s=€*,

V. CONCLUSIONS
. . . . Ur-r=€" + U GHLR, 9)

We have introduced a lattice-based model with which to
study the phase behavior and interfaces of nematic liquid
crystals. Whilst using a lattice-based system means that thehere the interaction energyf between two spheres is the
chemical detail has been lost, in comparison to atomic desame as that between a rod and a sphere, and this isotropic
tailed and the more generic Gay-Berne systems, the use ofiateraction is added to the interaction between two rods. In
lattice model has a clear advantage in that much larger syshis case, the imposed chemical potential would actually be
tems can be studied over a large range of state points, rel#he chemical potential difference between the rods and
tively quickly. The use of such coarse grained, but still mo-sphereqg27]; this would of course lead to exactly the same
lecular based, potentials will be important if we wish to phase diagrams as those determined here for the single
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