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Measuring kinetic coefficients by molecular dynamics simulation of zone melting
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Molecular dynamics simulations are performed to measure the kinetic coefficient at the solid-liquid interface
in pure gold. Results are obtained for tfid1), (100, and(110 orientations. Both A(LOO and Au110) are
in reasonable agreement with the law proposed for collision-limited growth. Ft1Ay stacking fault
domains form, as first reported by Burke, Broughton, and GilfderChem. Phys89, 1030 (1988]. The
consequence on the kinetics of this interface is dramatic: the measured kinetic coefficient is three times smaller
than that predicted by collision-limited growth. Finally, crystallization and melting are found to be always
asymmetrical and here again the effect is much more pronounced f¢t kfjeorientation.
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[. INTRODUCTION molecular crystals, and organic compounds, for which poten-
tials do not simply reduce to pair interactions. Very recently,
Solidification of pure elements is of technological interestthe functionsy,,, andu,m(T;) have been determined and
because the way a given material solidifies usually affects itsgsed in phase field simulations of dendritic growth for pure
structure and, as a consequence, its final elastic and othsickel [7]. The good quantitative agreement found between
macroscopic properties. From a fundamental point of viewexperiments and simulations is promising and should stimu-
interest in free and directed solidification comes from thelate in the near future the construction of other material-
underlying nonlinear physics, morphological instabilities be-dedicated phase field models.
ing at the origin of generic microstructures such as dendrites New methods for the determination of the functions,,
or cells. and k,(V;) have been recently proposg8,9]. In the
Important theoretical and numerical contributions havepresent paper, we rather concentrateon,(T;). The ki-
been made to solve this difficult physical probl¢f]. Re-  netic response of a solid-liquid interface has been simulated
cently, a quantitative phase field model was introdd@&dA  quantitatively in the 80’s by Broughton, Gilmer, and Jackson
subsequent refinement, consisting in solving the diffusiofBGJ for a Lennard-Joned.J) potential and g100) orien-
equation with the help of Brownian walkers, permitted totation [10]. These authors showed that growthnist diffu-
bridge the wide gap between the capillary and diffusionsion limited but rather that the interface velocity is related to
lengths, allowing direct comparison with experimef@s As  the mean kinetic energy of the atoms. For this collision-
a consequence, there is currently an increasing need for alimited growth regime, the growth rate should be directly
curate values of the interface response functions that are usg@doportional to the distance between two successive layers
as input parameters for realistic phase field simulations. d, .. Indeed, since the liquid atoms do not diffuse to choose

In the case of a pure element, the surface tensigp,  their adsorption sites but are almost instantaneously incorpo-
must be known as a function of the interface orientationrated into the solid, the larget,,, the more effective and
temperatureT;, should also be known for the different ori- solid-liquid interface readgl1]
entations. For a binary alloy, temperature dependence of the
AT
1- exp( kflf ) } (D)
are also necessary.
Both k andu are hardly accessible in the experiments and

been proposed as an alternative. Such numerical experimertge temperaturek the Boltzmann constant, and the ther-
have been rendered possible by the discovery of realistimal velocity. This law is confirmed by molecular dynamics
effective medium theory6]. In the near future, the increase cients is well recovered for several metals crystalizing in a
of computer power should open the possibility to address théace centered cubicc) structure(Ni, Ag, and Au [12,13.

the (111) orientation should be much faster, and what is
*Electronic address: celest@12mp.u-3mrs.fr found is precisely the opposite. Burke, Broughton, and

(#/mn). In addition, the kinetic coefficient,,(T;) giving the faster the advance of the solid-liquid interface should be.
the relation between the interface velocity and the interfacdhe analytical expression for the growth velocity of a rough
solute diffusion coefficienD(T) as well as velocity and ori-

entation dependence of the segregation coeffidiept(V;) Vord, oV

convection effects often lead to overestimated values of difd/mn being the interplane spacing,u the chemical poten-
fusion coefficients. Different simulation schemes have thudial difference between solid and liquid phas&sthe abso-
interatomic potential models, such as, in the case of metal§MD) simulations for the(100) and (110) orientations: the
the embedded atom modg8], the glue mode[4], and the expectedy2 ratio between the corresponding kinetic coeffi-
case of more complicated materials such as semiconductomevertheless, for these rough materials, growth of(fiiel)
interface does not obey this simple law: according to (&j.
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Gilmer [11] attribute this slowing down to the growth of
competing fcc and hcp domains in the solidifying layer, fol-
lowed by the elimination of the defect lines between the two
phases. oo 5

Another question associated with solid-liquid interfaces is XX X0
that of symmetry between solidification and melting kinetics.
Asymmetry has been already observed in different systems.
It is not really surprising for faceted materials such as sili- s
cium where solidification involves nucleation while melting
does not. The question is more delicate when one considers
rough materials with collision-limited growth. Indeed, avail-
able results are controversial: if asymmetry has been found
for a N&100 interface[14], it has not been observed for a
LJ(100 [15]. More surprisingly, in the latter case an opposite
asymmetry(crystal growing faster than the mglcan be
found, depending on the way the solid germ is prepared.

In this paper, we address the above questions concerning
the growth of a rough solid-liquid interface. We first present
our implementation of a nonequilibrium molecular dynamics

scheme for a zone melting experiment. Section Il is devoted

to the study of100 and(110 orientations. The special case e o

of (111 growth is examined in Sec. Il and asymmetry be-

tween melting and solidification in Sec. IV. Finally, a sum-

mary of the different results and a discussion are given in the A A
SeC VI XXX‘ xl Xllx A

Il. SIMULATION PROCEDURE

For this study we use the Ercolessi glue potential for Au
[4]. In this formalism the total potential energy for a system F|G. 1. A typical simulation box with periodic boundary condi-

of N atoms is given by tions in all three directionf(111) solid-liquid interface§ Atoms in
N N dark gray are within the hot and cold slices where temperature is
1 fixed.
U=3 2, @+ 2 Uy, @

] ) ] o ) slices, 20 A each in thicknedig. 1). Within each slice,
The first term is a classical pair interaction. In the SeconC{emperature is kept constant by using a classical velocity

term, n; is the coordination of atorn rescaling procedurgl?7]. Periodic boundary conditions are
N applied in the three directions. More details about the nu-
n=> p(ri) 3) meric_al method can be found in a recent _study_ of sqlute

=T trapping in a LJ binary alloy, where a similar simulation

technique was us€®].

where p(rj;) is a function of the interatomic distanceg , First, the fcc solid and the liquid are equilibrated sepa-
with a cutoff radius of 3.9 A here. The energy functions  rately at zero pressure and at a temperature close of the melt-
the glue termassociating an extra potential energy to atom ing point. Our smallest system has a s&g=20x20 A? in
as a function of its coordination. This glue potential has deme€ross section, that is about 64 atoms per layer. After equili-
onstrated its efficiency in predicting the physical propertiesbration, the solid and liquid are brought into contact and
of gold as well as in describing several experimentally obplunged in the temperature gradient imposed by the two
served phenomena such as surface melting and surface temperature-controlled slices. The total system is about
constructiong 16]. 220 A in height. After a second equilibration peri¢alring

A distinctive feature of our method is to simulate a zonewhich the velocity of the furnace is zerdhe two interfaces
melting experiment in which both a solidification and a melt-reach a stationary position and we roughly have 50% of solid
ing front are simultaneously advancing at a fixed velobfty and liquid (see Fig. 1 Figure 2 shows the temperature and
This velocity is that of the virtual furnace that imposes twoenergy profiles along the axis.
symmetric thermal gradients. The particle coordinates are de- Combining the two profiles to eliminate tlzecoordinate,
fined in a reference frame moving at velochyin the z  one obtains a caloric curve, i.e., a plot of energy as a function
direction, so that after equilibration the positions of the twoof temperature. In Fig. 3, the caloric curves obtained for two
interfaces are fixed in the simulation box. Heat transpordifferent values of the pulling velocity are displayed. For
from the furnace is simulated by imposing one temperatur&/=0, the data points corresponding to the solidification and
below and one above the melting point inside two distanthe melting fronts merge onto the same curve: no kinetic
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undercooling for(100) and(110) orientations. The straight lines are
FIG. 2. Temperature and energy profiles alongzhgis perpen-  pest fits to a linear kinetic law.
dicular to the interfaces.

Linear relations,Eg(T)=agsT+bg, andE, (T)=a, T+b,
effects are at play and the interface temperature is the equire fitted to the data points obtained on the low and high
librium melting temperaturd,=1330 K. When a velocity temperature side, respectivelffig. 3). The curvek;(T) is
is imposed, a dynamical hysteresis appears on the caloribus a line with a slope
curve. Kinetic effects split the curve in two distinct parts: the
interface temperature of the solidification front decreases

while it increases on the meliing front. We can deduce bOthI'he value of coefficientr is then extracted from the caloric

interface undercooling and interface superheating from th'%urve at zero velocity, for whicli, must be equal td, (Fig.

plot. An mtergst qf this method is that, as said b?fore’ .the?,). Finally, the interface temperature is given by the intersec-
interface is fixed in the reference frame of the simulation;

box, so that statistics are easy to record. A typical run IastgIOn of the lineE;(T) with the caloric curve. An alternative

d thod consists in building an order parameter that distin-
10° MD steps(3.5x 10° ps), so that the atoms in the system me . I . .
solidify and melt several times. According to a recent studyguIShes between solid and liquid atof@s18: a plot of this

; ! L order parameter as a function of temperature also gives an
by Tepper and Brielgl5], we know tha.‘t t_he meI_tl_ng kinetics interface temperature. We have checked that the two methods
can be affected by the way the solid is equilibrated. Thus_. .

S i . give equivalent results.
multicycling is necessary to mimic the melting of a real
solid, usually resulting from previous solidificati@h

To conclude this section, the method used to estimate the !l GROWTH OF (100 AND (110 INTERFACES

interface temperaturg; from the caloric curves is described.  |n this section we compute the kinetic coefficient for the
We assume the energy of atoms lying at the interf&geto  Au(100) and Au110) interfaces, using the method described
be a weighted average of the perfect solid and liquid energiegpove. We concentrate here on pulling velocities ranging be-
at the same temperatuiie tweenV=5 ms ! andV=30 ms?, for which kinetics re-
main linear. We also perform a few simulations at higher
velocities, where kinetics deviates from linearity, but com-

p=aagt(l—a)a . (5)

Ei(T)=aBs(T_i) + (1= )EL(T). @ ments on nonlinear effects are postponed to the concluding
section. In Fig. 4, we plot the interface velocity as a function
of the measured undercoolifig— T, . Linear fits to the law

-34 . .
_ V=p/mn(To—Ti) (6)
2 give the following estimates for the two kinetic coefficients:
> a5l .
: 35 ‘ 1le=23.1+1.0 cms 1K1 @
<)
= and
&
-3.6 & wi0=1551.0 cmstK™1, 8
1000 1200 1400

However, finite-size effects are expected to bias these esti-
mates because the system cross-section afgs; 20

FIG. 3. Caloric curves fov=0 (circles andv=15 ms® (dia- X 20 A? is rather small.
monds. For nonzero velocity, the kinetic effects split the curve into  Additional runs are thus performed in order to quantita-
two parts. The dotted straight line represents the fundidiT). tively evaluate finite-size effects. The pulling velocity is

T (K)

041605-3



FRANCK CELESTINI AND JEAN-MARC DEBIERRE PHYSICAL REVIEW 55 041605

104 003
00 ¢
0.8 000
OOOC
= 06 %0
a11) 1 R
02 | V=15m/s . 0
o]
0.0 : o : e 53808
1 10 100 000
S/So o OO OOOO
AO %0
FIG. 5. Normalized kinetic coefficient as a function of system 832
size S for the (100) and (111) orientations. % ﬁoooc
o 0. 00 0 0000 Q00 (eJKe
oo ogoooooooorc‘,oo 000 OoooogOO 0285

fixed toV=15 ms 1, the system height tel=222 A, and
the cross-section aredis progressively increased. We define  FIG. 6. Snapshot showing the atoms in t480) solid layer next
the normalized kinetic coefficieniy(S) as the ratio of the to the interface. The Delaunay triangulation is only drawn in re-
kinetic coefficient obtained at siZgéto that obtained at size gions with triangular underlying symmetry.

S=5, [Egs.(7)—(8)]. As shown in Fig. 5, the size effects are

mptant and th et coSTEets 209eaY 1 GOV gricant amount o defals ard vacancies, For e wo
y - ' irection, ! solid layers just below the interface the situation is more

decrease of about 20% and we obtain roughly the same bé- L ) ;
havior for the(110) interface. This size effect has never beengomplex. To d|st|ngu§h between different symmetrles, we
reported in the past fdL00) and (110) orientations: the fact first perform a Voronoi construct|o[r20]_for aII_the atoms in
that Hoyt and co-workers do no find size effects for thesdne layer. We then collect the set of first neighbors for each
two orientations[8] is certainly due to the fact that their &tom- o _

smaller system is larger than ours. We can now propose ex- or a fcc solid with lattice paramete, on the square

trapolated values for the kinetic coefficients: lattice of the (100 orientation an atom has four nearest
neighbors at a distana 2 and four second nearest neigh-
f100=18.8-1.0 cms 1K™ 9 bors at a distanca. On the other hand, for a triangular lattice
[as the one of thél11) plang the six neighbors all lie at the
p110=12.681.0 cms K™ (100 same distance/\2. In Fig. 6, we show a snapshot of the

interface solid layer where the Delaunay triangulation is only
drawn for the atoms that have six first neighbors at compa-
rable distances, in order to reveal the local triangular struc-
ture. It is clear that most of the atoms have reached their
positions on the square lattice but several islands with a tri-
angular symmetry remain. Note that the number of atoms in
the layer has already attained the value it will have deep in
the solid with a perfect square structure. To compensate for
the higher density of the triangular structure, the correspond-
V~T; lTi_llz(To_Ti) (11) ing islands are surrounded by a border region where the den-
sity is very low. This coexistence of two symmetries is not
for the interface velocity. The potential used by Heytal. observed in our smallest system: one can imagine that for a
gives a melting poinf, of 1090 K[19] much smaller than small area the square structure is easily formed and hence
the value 1330 K obtained with Eroclessi potential. Introduc-triangular islands do not appear. This phenomenon is very
ing this temperature shift in Eq11) roughly accounts for the close to the well known reconstruction of tfi#00) solid-
discrepancy between the valueswof Since Ercolessi poten- vapor interface where the first layer adopts a triangular struc-
tial gives a melting point much closer to the experimentalture [21]. Turning back to the solid-liquid interface, the sys-
one, it should be also the case for our estimates of the kinetitem apparently uses some of the solidification driving force
coefficients. to eliminate one of the two phases and finally reach an al-
In order to understand the origin of the size effects on thenost perfect square symmetry. Hence, the interface velocity
value of the kinetic coefficient, we take now a closer look atis lower for larger systems.
the in-plane structure of gold layers in the vicinity of the  Such an in-plane ordering is not taken into account in the
solid-liquid interface. We compute a density profile along thecollision-limited model but in spite of this we recover the
z axis from which we are able to separate atoms belonging tpredicted/2 value for the ratigu oo/ it110. This suggests a
different layers. Deep in the solid the in-plane square strucsimilar effect, roughly of the same order, for t{i0) orien-
ture of the(100 orientation is effectively recovered without tation. We have not been able to visualize orderingla0)

The corresponding rati@uqgo/ tt116= 1.49+0.15 is in good
agreement with the valug2 predicted by Eq(1). Hence, the
assumption of collision-limited growth fof100) and (110
orientations is confirmed to be the relevant one. At this point
we can compare our results with those of Heyl. for gold
[13]. If they also find a2 ratio between their two orienta-
tions, their u values are larger than ours by a factor 1.8.
Linearizing the expression given by BGJ, we find
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FIG. 7. Velocity of the(111) solid-liquid interface as a function
of undercooling.

interfaces but one could imagine a mechanism reminiscent of
the missing row reconstruction observed fdrl0 solid-
vapor interfaces.

IV. THE SPECIAL CASE OF (111) INTERFACE

We now turn to the case of th@11) orientation. In the
same way as above for tH&00) and (110 orientations we
calculate the interface temperature for different velocities. As
can be seen in Fig. 7, a linear kinetic law is also valid for the
(112) orientation. Results of the finite-size analysis, pre-
sented in Fig. 5, show that the size effects are much more
pronounced than for th€l00) orientation. The extrapolated
value of the kinetic coefficient,

#11=7.021.0 cms K1 (12

is now 60% below its value foB=S,. Relatively to the two
other orientations, we find

#1177 0.37 1007 0.56u110. (13

These ratios largely differ from the values predicted by Eq.
(1), respectively, 2/3=1.15 and 2/2/3=1.63. The(111)
orientation, expected to grow faster because of a larger inter-
layer spacing, is surprisingly found to be the slowest one.
This discrepancy tells us that the growth mechanism for the
(112) orientation is not, or at least not only, a collision-
limited one.

Here again we look at the symmetries inside the layers
close to the interface. For @11 layer, there are three pos-
sible ordered phases lying on three different but equivalent
sublattices that we will cath, b, andc. As the stacking fault
energy is weak for goldit is actually zero for the potential
we use, once a perfect, sag, layer is formed, the next layer
to form is eitherb or c. In Fig. 8, we show a snapshot of the
three uppermost solid layers and we distinguish between at-
oms belonging taa, b, or ¢ phases. For the lowest solid
layer, phasa is selected and it occupies the whole plane. For
the layer just above, there is coexistence betweemnd c
sublattices. Finally, in the highest solid layer, all three phases F|G. 8. Snapshots of the three solid layers immediately below
coexist. We recover here the effect first observed by Burkehe interface(top layer in contact with the liquid phaserhe gray
et al.[11] for a LJ potential. For 4111) orientation the sys- levels correspond to the three different sublatticegwhite), b
tem hesitates between the different phases it can equivalentiiight gray), c (dark gray.
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20 , . — , made for the two other orientations and we find the follow-
ing degrees of asymmetry:
- u=25+4 cms 1K 1=3.6u;, (14
E
> wlh=39+x2 cms K 1=2.1u5.0, (15)
ul=20=2 cms K 1=1.6u3,0, (16)
-100 | 0 100 | 200 where the superscriptssand m refer, respectively, to solidi-
TO_T_ (K) fication and melting kinetics. An asymmetry is revealed in
1

the three cases but it is more pronounced for (ttEl) ori-

FIG. 9. Velocity of the(111) solidification and melting inter- €Ntation in the same way as size effects observed during
faces as a function of undercooling. Note that the results for solidiSolidification. We conclude here that this asymmetry is di-
fication incorporate finite-size corrections. rectly related to the ordering within the interface layers. The

asymmetry is strong fafl11) because of the peculiar growth

form. Here again, the system dissipates a part of the availab'@eChan'sm discussed in the preceding section.

driving force to select one of the phases. As a consequencnghe melting front is found to be faster than the solidifica-

. ; . n interface in agreement with the idea that disordering is
t/rj’;\elu\éeIeo)f;)tgc?efdthf%rm;erpfﬁrceelylscg?l?sl'ilgﬁﬂiriiec dongfoa\llﬁ? t.lqht:%n easier task than ordering. Our results confirm the majority

size effect is easily understood because in a small systerrcrnc experimental and numerical studiglst,22-23. We also

coexistence is strongly reduced. It would be of interest toCbnflrm the conclusions of a debate between Richp26

determine the amount of driving force spent in this in-planeand Oxtoby and co-workert27,24 on the importance of

o . . density change on the asymmetry between melting and so-
organization in order to estimate the cerrespondlng decrea%l%ifica)t/ion kir?etics In agr)eementywith the conclugions of
in V141. To perform this, one could for instance use a three- y

. L 0
state Potts model in three dimensions with ferromagnetic inpxtoby, the gold density change at melting is snal%)

. o X d and can not be responsible for such an important asymmetry.
traplane and antiferromagnetic interplane interactions. T(bn another hand, Teppét5] does not find asymmetry for

_conclud_e this section we have to point out that phase C%%he growth of a(100) LJ solid. Even if the materials differ
istence is related to the value of the stacking fault en&gy they both belong to the same class of rough materials ,and

For a material with larg& phase coexistence should be IessSuch a qualitative difference may be surprising. Neverthe-

probable and the front velocity in better agreement with thqess, one should remember the strong tendency to surface

prediction of Eq.(1). reconstruction in Au, as observed for thE00) orientation
where triangularlike regions are formed. This tendency is
V. ASYMMETRY BETWEEN MELTING AND furthermore enhanced by the use of Ercolessi glu_e poten_tial
SOLIDIEICATION but is weaker for a LJ potential, what could explain the dif-
ferent behaviors observed.

As discussed in the Introduction, asymmetry is obvious Finally, comparing the melting kinetic coefficients in the
for faceted materials but is not as clear when consideringiifferent orientations, we fingle{t,;> u1},> u1ho. We pres-
rough materials such as metals. The question is to know if, antly do not have a satisfactory explanation for this hierarchy
equal absolute undercooling and superheating, the solidn the melting kinetics.
liquid and liquid-solid fronts have the same velocity. With
our simulation scheme, this study is straightforward, since
both a melting and a solidification fronts are simulated at
once: no additional calculations are thus required. Figure 9 Our molecular dynamics simulations of zone melting ex-
represents the velocities of both the melting and solidificaperiments allow us to measure simultaneously the solidifica-
tion fronts as functions of ,— T; for the (111 orientation(in tion and melting kinetics for a pure element.
our conventions a positive velocity corresponds to solidifica- For (100) and (110 orientations, growth is apparently
tion). The data are obtained in a system of s&eS; and  well described by a collision-limited process. Nevertheless,
corrected according to the finite-size analysis reported aboveve observe small 2D islands with triangular symmetry to
It is important to note that no size effects are actually foundform in the solid layer at th€100 solid-liquid interface. As
for the melting front: in contrast with the solidification front, a consequence, size effects and asymmetry between melting
the melting interface temperature remains the same whatevand solidification are found. We cannot decide whether this
the system size. This can be understood if one remembekgffect is solely due to the tendency of the glue potential to
that for solidification, especially for thél1l) orientation, overestimate surface reconstruction, or if it is an intrinsic
growth is not only collision limited but also requires in-plane property of gold and/or other metals.
ordering. This is no longer the case for melting, which justi- The case of thé111) orientation is rather special. Phase
fies the absence of size effects. The asymmetry shown in Figoexistence of three triangular sublattices, as first proposed
9 is larger for theg111) orientation. The same analysis is also by Burkeet al.[11], is recovered. This peculiar behavior has

VI. DISCUSSION
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a strong influence on the kinetics of the interface. Our finiteto explain this deviation using either the diffusion limited
size analysis show that in order to measure a realistic valug29,30 or the collision-limited growth law. This suggests a
of the kinetic coefficient one has to simulate systems with gossible change in the interface structure for such large de-
solid-liquid interface area larger than 20000 A2. The con-  viations from equilibrium. Density difference between the
sequence on asymmetry between melting and solidification isquid and solid phases should also contribute to trigger non-
also of importance: for a given driving force, the melting jinear behaviof26]. Understanding this crossover would be
front is more than three times faster than the solidificationys importance in the context of very rapid solidification.
one. Because of this disagreement with a purely collision-  gina|ly, we would like to stress that the kinetic effects can
limited growth, no analytical model seems, at present, able t@ontribute to the anisotropy of the segregation coefficient
pred_lct the.klnetlc Iaw_of a(ll;) interface. As _d|§cussed k(V) for a binary alloy. At sufficiently large velocity, one
previously, it would be interesting to use a statistical modelypects an important difference in the interface temperatures
to extract the amount of driving force spent for phase sepagoy (111) and (100) orientations. As a consequence, the dif-
ration in order to modify Eq(1) and find an acceptable ex- fysjyity of solvent atoms and hence the segregation coeffi-
pression for the interface velocity. _ cient, as predicted by the Aziz laj81], should also differ.

For melting we find the following order between the dif- This effect may cause solute trapping to appear at lower
ferent kinetic coefficientsuipe> 111,> p110- To our knowl-  yelocities for(111) than for (100) or (110 orientations. We

edge this hierarchy does not obey any existing law. Thisre currently investigating such segregation effects induced
result will hopefully stimulate further investigations to reach py kinetic anisotropy in the Al-Cu system.

a clear understanding of the specificities of melt growth as
compared to crystal growth.

The present study is devoteq to the linear re_lation_ship ACKNOWLEDGMENTS
between velocity and undercooling. For all the orientations
considered here, nonlinear effects appear at velodity It is a pleasure for us to thank M. Asta, B. Billia, J. J.

=30 ms ! and undercooling T=200 K. It is not possible Hoyt, and A. Karma for fruitful discussions.
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