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Noise-enhanced temporal association in neural networks
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We consider a network of globally coupled neuronal oscillators subject to random force, and investigate
numerically dynamic responses to external periodic driving. The order parameter, which measures the overlap
between the configuration of the system and embedded patterns, is found to exhibit stochastic resonance
behavior, as manifested by the signal-to-noise ratio~SNR!. The optimal noise level at which the SNR reaches
its maximum is found to depend on the driving frequency. On the other hand, as the randomness in the driving
amplitude is increased, the system undergoes a transition from the memory-retrieval state to the mixed-memory
one. The noise effects on the temporal-association state in the absence of external periodic driving are also
investigated, revealing similar noise-enhanced resonance.
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I. INTRODUCTION

Dynamics of the systems consisting of a large numbe
coupled nonlinear oscillators is an intriguing subject in ph
ics, chemistry, biology, and social sciences@1#. In particular,
those systems have been shown to exhibit the remark
phenomena ofcollective synchronization@2#, which have
been observed in various systems including charge-den
waves, laser, Josephson-junction arrays, chemical react
and biological systems such as neural networks@3–6#. Re-
cently, collective synchronization in the neural network h
been studied by regarding each neuron as a limit-cycle o
lator and modeling the system as a set of coupled neur
oscillators @7,8#. The limit-cycle model conveniently de
scribes oscillatory behavior and naturally exhibits synchro
zation as a mechanism for the storage of memory. In a
vious study@9#, the collective synchronization behavior h
been investigated in terms of the limit-cycle oscillator mod
with attention to the interplay of the symmetric coupling a
the asymmetric one. Particularly, in that study, the tempo
association state that arises by the interplay between the
couplings has been reported, and the phase boundaries
rating the memory-retrieval state, the mixed-memory st
the no-memory state, and the temporal-association state
been numerically obtained on the plane of the asymmetry
symmetry ratio and the coupling strength. Meanwhile,
noise effects on the temporal-association state have not
explored in Ref.@9#. In general, a macroscopic system wi
many degrees of freedom is necessarily coupled to the e
ronment, and accordingly noise is unavoidable. Further
view of that biological systems are open and subject to
external driving, often periodic in time, the effects of exte
nal driving are also relevant and to be investigated@10#. In
particular, the presence of both external driving and no
raises the interesting possibility that the interplay betwe
the two may give rise to resonance behavior@11#.

In this paper, we consider a network of globally coupl
neuronal oscillators subject to random force, and investig
numerically dynamic responses to external periodic drivi
Performing simulations with various values of the para
eters, we examine how successful memory retrieval is r
ized under external driving and noise, probe the noise eff
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on the memory-retrieval state, and obtain how the ph
boundary between the memory-retrieval state and the mix
memory one varies on the plane of the frequency and r
domness of the driving. The order parameter, which m
sures the overlap between the configuration of the sys
and embedded patterns, is found to exhibit stochastic re
nance behavior, as manifested by the signal-to-noise r
~SNR! @12#. The optimal noise level at which the SN
reaches its maximum is observed to depend on the driv
frequency. On the other hand, as the randomness in the
ing amplitude is increased, the system undergoes a trans
from the memory-retrieval state to the mixed-memory o
The noise effects on the temporal-association state in
absence of external periodic driving are also investigat
revealing noise-enhanced resonance behavior.

There are four sections in this paper. Section II introdu
the driven system of coupled neuronal oscillators, and inv
tigates the effects of noise and periodic driving on t
memory-retrieval state. In Sec. III noise effects on t
temporal-association state are examined. In addition,
chastic resonance behavior is also explored in the pres
of external periodic driving. Finally, a brief summary
given in Sec. IV.

II. DRIVEN SYSTEM OF NEURONAL OSCILLATORS

We begin with the set of equations of motion governi
the dynamics ofN coupled neurons, the state of thei th of
which is described by the phasef i ( i 51,2, . . . ,N)

df i

dt
5v i2(

j 51

N

Ji j sin~f i2f j !1I i cosVt1G i~ t !. ~1!

The intrinsic frequencyv i of the i th oscillator is randomly
distributed over the whole system, according to the Gaus
distribution with zero mean (v̄50) and variancesv . The
second term on the right-hand side denotes the coupling
tween the neurons, and the third one represents externa
riodic driving. The driving frequencyV is assumed to be
uniform for all oscillators, whereas the driving strengthI i is
allowed to vary for different oscillators. For simplicity,I i ’s
are assumed to be randomly distributed according to
©2002 The American Physical Society14-1



er

en
d
ak
hy
ou

e

ric

th
-
ti

q
u
h

tly

th

ro
-

a-

lf-

ter-

ter-
., a

e

gle
-
ne,
rre-

ion

e-

the
ncy

nce

eps
n-
ave

-

ri-

s
om
g

ame
f

s to

l
sess-
n in
m
l

g
he
nce
ero

ored

es
e
ed-

Y. SHIM, H. HONG, AND M. Y. CHOI PHYSICAL REVIEW E65 036114
Gaussian distribution with variances I and zero mean (Ī
50). The last term corresponds to the white noise with z
mean and correlation̂G i(t)G j (t8)&52Td i j d(t2t8), where
the noise strengthT plays the role of theeffective tempera-
ture of the system. When the coupling is uniform (Ji j
5K/N) and the external periodic driving is absent (I i50),
Eq. ~1! reduces to the simple oscillator model studied ext
sively @2#. In biological neural networks, on the other han
synaptic connections are neither uniform nor symmetric, t
ing into account memory storage according to Hebb’s
pothesis. In view of this, we here consider the synaptic c
pling in the form

Ji j 5Ji j
s 1lJi j

a , ~2!

where the symmetric componentJi j
s and the asymmetric on

Ji j
a are given by

Ji j
s 5

2K

N (
m51

p

cos~j i
m2j j

m!,

Ji j
a 5

2K

N (
m51

p

cos~j i
m2j j

m21! ~3!

with l controlling the relative strength of the asymmet
component. This assignment corresponds to thatp patterns
are stored in the system. Themth stored pattern (m
51,2, . . . ,p) is given by the set$j i

mu i 51, . . . ,N%, wherej i
m

represents the state~phase! of the i th neuron~in the mth
pattern! and is assumed to be distributed randomly in
interval@0,2p). For the asymmetric component, which mim
ics the high degree of asymmetry in the biological synap
connections, cyclic boundary conditionsj i

0[j i
p have been

taken. Such asymmetric coupling of the type given by E
~3! has been studied in models of neural networks, and s
cessive retrieval of a sequence of embedded patterns
been demonstrated@9,13#.

Collective synchronization of the system is convenien
described by the set of complex order parameters

Cm[
1

N (
j 51

N

ei (f j 6j j
m)[D6

m eiu6
m
, ~4!

where D2
m measures the overlap between the state of

network and themth patternjm. Thus nonzero values ofD2
m

signals the appearance of synchronization and plays the
of the order parameter whileD1

m is an auxiliary order param
eter. Using the set of order parameters defined in Eq.~4!
together with Eq.~3!, we decouple the set of dynamic equ
tions ~1! and obtain the single-neuron equation

df i

dt
5v i1I i cosVt1G i~ t !2K (

m51

p

@D2
m sin~f i2u2

m 2j i
m!

1D1
m sin~f i2u1

m 1j i
m!#

2lK (
m51

p

@D2
m21 sin~f i2u2

m212j i
m!

1D1
m21 sin~f i2u1

m211j i
m!#, ~5!
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where D6
m are to be determined by imposing se

consistency.
In the simplest case that the asymmetric coupling, ex

nal driving, and noise are all absent (l5I i5T50), the sys-
tem can indeed be in the memory-retrieval state charac
ized by the emergence of collective synchronization, i.e
nonzero value ofD2

m [Dm for somem @7,8#. When the num-
ber of patternsp stored in the network is small, i.e., th
storagea[p/N is less than the capacityac , the Mattis state,
which possesses a nonvanishing overlap with only a sin
pattern, saym51, is globally stable and the transition be
tween the memory-retrieval state and the no-memory o
where all components of the order parameter vanishes co
sponds to simply the synchronization-desynchronizat
transition.

To examine the role of external driving in memory r
trieval, we have performed numerical simulations on Eq.~5!,
in the absence of the asymmetric coupling and noise (l5T
50). Throughout this work, unless specified otherwise,
coupling strength and the variance of the natural freque
distribution are set to beK510 andsv51.0, respectively,
which guarantees the memory-retrieval state in the abse
of external driving. We integrate Eq.~5! via the Euler
method with discrete time steps ofDt50.016 and compute
the order parameter given by Eq.~4! usingNt560 000 time
steps at each run, with the data from the first 1024 st
discarded. Ten independent runs with different initial co
figurations have been performed over which averages h
been taken.

Figure 1~a! shows the time evolution of the order param
eterDm obtained in the network ofN52048 oscillators with
p510 random stored patterns. The network is driven pe
odically with the frequencyV5p and the variance of the
amplitude distributions I50.5. It is shown that the system i
in the memory-retrieval state even in the presence of rand
periodic driving. It is also observed that the periodic drivin
generates an oscillation of the order parameter with the s
frequency@see the inset of Fig. 1~a!#. As the randomness o
the driving amplitude, measured by the variances I , is
raised, the largest component of the order parameter tend
diminish while other ones grow. Eventually, whens I ex-
ceeds the critical variances Ic'3.6, the memory-retrieva
state no longer persists and the mixed-memory state pos
ing overlaps with two or more patterns appears, as show
Fig. 1~b!. This is to be contrasted with the undriven syste
~with l5T50) which exhibits only the memory-retrieva
state fora,ac . It is thus concluded that periodic drivin
with sufficiently strong randomness can give rise to t
mixed-memory state at zero temperature. Note the differe
from the mixed-memory state generated by the nonz
asymmetric coupling (lÞ0) in the undriven system, which
possesses the same nonvanishing overlap with all the st
patterns@9#.

Performing simulations on the system with various valu
of the parametersV, s I , andp, we have obtained the phas
boundary between the memory-retrieval state and the mix
memory one on the plane of (V,s I), which is shown in Fig.
2. As s I is raised from zero, the componentDm51 corre-
4-2
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NOISE-ENHANCED TEMPORAL ASSOCIATION IN . . . PHYSICAL REVIEW E65 036114
sponding to the retrieved pattern, decreases from unity w
other components (mÞ1) in general grow from zero. The
critical values Ic or the phase boundary in Fig. 2 has be
determined according to the condition thatD1 becomes equa
to Dm for somemÞ1. It is observed thats Ic increases mono
tonically with the external driving frequencyV. Note also
that larger values ofp ~for given sizeN52048) correspond
to larger values of the storagea and result in smaller value
of s Ic , suggesting that large storage tends to suppress s
memory retrieval. To check possible finite-size effects,
have considered systems of various sizes and numbe
stored patterns at given values of the storagea. For example,
we have considered the system with (N,p)5(1024,4) and
obtained the phase boundary fully coincident with that
(N,p)5(2048,8). This indicates both that finite-size effec
are not substantial forN*1024 and that the phase bounda
depends upon the storagea. As s I is increased further to a
value sufficiently larger thans Ic , the mixed-memory state i
finally replaced by the no-memory state. Namely, drivi
with very strongly random amplitudes eventually destro
synchronization completely. In addition, we have a

FIG. 1. Behavior of the order parameter with time~a! in the
memory-retrieval state and~b! in the mixed-memory state of th
driven system without asymmetric coupling and noise (l5T50).
In ~a! the uppermost curve near unity corresponds toD1 while other
components (mÞ1) are shown to be negligible. The detailed b
havior of D1 during the same time interval is shown in inset, r
vealing the periodic motion with the driving frequencyV5p.
Simulations have been performed on the system ofN52048 oscil-
lators with p510 stored patterns and the variance of the natu
frequency distributionsv51.0. The variance of the driving ampli
tude distribution is given bys I50.5 in ~a! and 6.0 in~b!.
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checked how robust the phase boundary is against noise
found that it persists in the presence of moderate amoun
noise. When the noise grows sufficiently strong, howev
coherence is again destroyed, leading to the no-mem
state.

III. STOCHASTIC RESONANCE IN TEMPORAL
ASSOCIATION

In this section, we consider both the symmetric coupli
and the asymmetric one in Eq.~5!; the presence of both th
two couplings has been known to give the tempor
association state in appropriate regions of the param
space@9#. We first examine how the random noise affects t
temporal-association state in the absence of external peri
driving (I i50). For this purpose, we have performed exte
sive numerical simulations on Eq.~5!, varying the noise
strengthT. The asymmetric ratio has been set to bel50.4,
which, together with the coupling strengthK510 and the
variance of the intrinsic frequency distributionsv51.0,
again yields the temporal-association state in the absenc
random noise@9#. Equation~5! for the system ofN55000
oscillators has been integrated via the same method as
used in Sec. II. In computing the order parameter,Nt56
3104 time steps have been used at each run, with the d
from the first 3.63103 steps discarded. Twelve independe
runs with different initial configurations have been pe
formed, over which averages have been taken.

Figure 3~a! shows the obtained temporal behavior of t
order-parameter componentD1 corresponding to the re
trieved pattern at various noise levelsT50.0, 0.5, 1.0, and
1.5. It is observed that the period of the oscillations of t
order parameter in the temporal-association state decre
as the noise strength is increased. To make this clear,
have computed the power spectrum of the componentD1,

P~v![^uD̃1~v!u2&, ~6!

where D̃1(v)[(1/2p)*dtD1(t)eivt is the Fourier compo-
nent ofD1 at frequencyv and^•••& represents the ensemb

l

FIG. 2. Schematic phase boundary on the plane of the driv
frequencyV and the variance of the driving amplitude distributio
s I . The boundary separating the memory-retrieval state~MR! from
the mixed-memory state~MM ! is displayed for variousp the num-
bers of stored patterns. Error bars estimated by the standard d
tion have about the same sizes as those of the symbols, and line
merely guides to the eyes.
4-3
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average. As shown in Fig. 3~b!, a sharp peak develops at
nonzero frequency, which tends to shift toward higher f
quencies as the noise strength is increased. With regar
this, we also examine how the phase of each oscilla
evolves with time. In the memory-retrieval state, the ph
has been observed to evolve monotonically with time.
contrast, Fig. 4 reveals that in the temporal-association s
the phase has an oscillating component, with the same
quency as the order parameter in Fig. 3. This behavior m
be understood in the following way: Equation~5! may be
considered to describe the motion of an overdamped par
in the appropriate potential well withp minima correspond-
ing to p embedded patterns. The barrier between minim
proportional to both the coupling strength and the magnit
of the order parameterDm, which in turn depends on th
noise strength. Consequently, the barrier height decre
with the noise level, resulting in higher frequency of t
interwell motion of the particle, i.e., higher frequency of t
time evolution of phasef i @see Fig. 4~b!#. Such interwell
motion between successive minima eventually leads to
oscillation of the order-parameter component; it is thus c
cluded that noise in general increases the frequency of
order-parameter oscillation or of the power spectrum pea

For more detailed examination of the noise effects
temporal association, we also consider the SNR,R defined
to be

R[ lnF S

NG , ~7!

FIG. 3. ~a! Temporal behavior of the order parameter for t
retrieved pattern at noise strengthT50.0, 0. 5, 1. 0, and 1. 5, in the
undriven system ofN55000 oscillators withl50.4 andp510. ~b!
Corresponding power spectrum of the order parameter~in arbitrary
units!, displaying sharp peaks at frequencyv50.6366, 0.6372,
0.6379, and 0.6389 for noise strengthT50.0, 1.0, 2.0, and 3.0
respectively. Error bars have been estimated by the standard d
tion and lines are guides to the eye.
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where signalSand noiseN are given by the peak value of th
power spectrum in Eq.~6! and its background noise, respe
tively. The background noiseN at the frequency of the pea
has been estimated from the intrapolation of the power sp
trum data around the peak. Since there does not exist
characteristic~driving! frequency in the undriven system
considered at present, we compute the SNR at various
quencies and plot in Fig. 5 its behavior with the noise le
T. Observed is the optimal noise level at which the SNR
given frequency reaches its maximum; thus manifested is
noise-enhanced resonance without external periodic driv
@14#. The five sets of data exhibiting such resonance beha
in Fig. 5 describe the SNR at frequenciesv50.6368, 0.6372,
0.6376, 0.6379, and 0.6383, respectively. It is shown that
optimal noise level at which the SNR reaches its maxim
increases with the frequency, reflecting the shift of the pow
spectrum peak in Fig. 3~b!. Note also that the peak value o
the SNR~regardless of the frequency! at given noise level
appears to decrease monotonically as the noise leve
raised. When the noise level is increased beyondTc'5, the
temporal-association state no longer persists, thus ma
the noise-enhanced resonance behavior unobservable.

The behavior of the SNR has also been investigated
various coupling strengths. For given coupling strength,
have computed the SNR at the frequencyvm , which yields
the highest peak of the power spectrum in the range 0<T
<0.9. Figure 6 displays the obtained behavior at the f
quencyvm , which turns out to bevm50.6333, 0.6368, and
0.6402 for the coupling strengthsK55, 10, and 15, respec
tively. It is found that both the optimal noise level and th

ia-

FIG. 4. ~a! Time evolution of the phasef i of an arbitrarily
chosen oscillator at noise strengthT50.0, 0.5, and 1.0, in the sys
tem of Fig. 3. For clarity, the data forT51.0 have been lifted
upward by 3p/2. ~b! Corresponding power spectrum of the pha
~in arbitrary units!, displaying sharp peaks at the same frequency
Fig. 3~b! for noise strengthT50.0, 1.0, and 2.0.
4-4
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frequencyvm yielding the highest peak for given couplin
strength in general increase with the coupling strength.

We now turn on external periodic driving and examine t
interplay between the driving and noise in the tempor
association state. The variance of the distribution of the d
ing amplitude is chosen to bes I51.0 for convenience, while
the values of other parameters are set equal to those in
undriven system. To explore the effects of external perio
driving on temporal association, we consider various driv
frequencies and compute the SNR in each driven syst
The SNR at the driving frequency, i.e., atv5V, versus the
noise level is shown in Fig. 7 for driving frequency~a! V
50.6368;~b! V50.6372;~c! V50.6376. The obtained dat
represented by boxes manifest the presence of the SNR
and the corresponding optimal noise level at each driv
frequency, thus revealing stochastic resonance phenom
For comparison, also displayed@represented by triangles i
~a!, ~b!, and ~c!# is the SNR at the same frequencyv
50.6368, 0.6372, and 0.6376, respectively, in the undri
system, which has already been shown in Fig. 5. Note
the optimal noise level is reduced in the presence of perio
driving. Namely, external driving lowers the noise level ne
essary for achieving the maximal SNR. Except for the po

FIG. 5. Behavior of the signal-to-noise ratio~SNR! with the
noise levelT in the temporal-association state of the system in F
3, exhibiting noise-enhanced resonance. Five sets of data c
spond to the frequencyv50.6368 (h), 0.6372 (s), 0.6376 (n),
0.6379 (,), and 0.6383 (L), respectively. Error bars have bee
estimated by the standard deviation and lines are again guide
the eye.

FIG. 6. SNR versus the noise levelT at various coupling
strengths in the temporal-association state of the undriven sys
with other parameters the same as those in Fig. 3. The data fo
coupling strengthK55, 10, and 15 represent the SNR at frequen
v50.6333, 0.6368, and 0.6402, respectively.
03611
l-
-

he
ic
g
m.

ak
g
na.

n
at
ic
-
i-

tion of the peak, however, the two sets of data in Fig
display qualitatively similar behavior, suggesting no essen
difference in the noise-induced resonance regardless of
presence of external driving.

To see this, we also examine the SNR at frequencyv
different from the driving frequency. Figure 8 shows the o
tained SNR at frequencyv50.6368 versus the noise level i
the system with driving frequencyV50.6283, 1.2566,
3.1416, and 6.2832. It is observed that the resonance be
ior in the driven system indeed exists at given frequen
regardless of the driving frequency. In other words, the s
tem driven with given frequency displays resonance peak
the SNR at various frequencies, similarly to the undriv
system shown in Fig. 5. It is also shown in Fig. 8 that t
optimal noise level for the SNR at given frequency in ge
eral increases with the driving frequency.

IV. SUMMARY

We have considered a network of globally coupled ne
ronal oscillators subject to random force, and investiga
numerically dynamic responses to external periodic drivi

.
re-

to

m,
he
y

FIG. 7. Comparison of the behavior of the SNR at frequency~a!
v50.6368,~b! v50.6372, and~c! v50.6376 in the driven system
~D! and in the undriven system (U). In the driven system the SNR
has been computed at the driving frequencyV, i.e., v5V.
4-5
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By means of simulations with various values of the para
eters, we have examined memory retrieval under exte
driving and noise, with attention to the noise effects on
temporal-association state. The phase boundary betwee
memory-retrieval state and the mixed-memory one has b
obtained on the plane of the frequency and randomnes
the driving. The order parameter, which measures the ove

FIG. 8. SNR at frequencyv50.6368 versus the noise levelT in
the driven system with driving frequencyV and other parameter
the same as those in Fig. 3.
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between the configuration of the system and embedded
terns, has been found to exhibit noise-induced resonanc
manifested by the SNR. Here two kinds of the noise effe
are present: One is the enhancement of the response, w
is the mechanism for the conventional stochastic resona
and the other is the shift of the power spectrum peak tow
high frequencies. To our knowledge, the latter, which resu
from the decrease of the barrier height in the presence
noise, has not been reported in previous studies. In partic
no qualitative difference in the resonance behavior has b
observed between the driven system and the undriven
Thus high driving frequency increases the optimal no
level, whereas large randomness in the driving amplitu
eventually drives the transition to the mixed-memory sta
The detailed understanding of these behaviors and their
plications to applicable biophysical systems requires m
extensive investigations, which are left for further study.
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