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Excitons in a photosynthetic light-harvesting system: A combined molecular dynamics, quantum
chemistry, and polaron model study
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The dynamics of pigment-pigment and pigment-protein interactions in light-harvesting complexes is studied
with an approach that combines molecular dynamics simulations with quantum chemistry calculations and a
polaron model analysis. The molecular dynamics simulation of light-harvegtidy complexes was per-
formed on an 87 055 atom system comprised of a LH-II compleRloddospirillum molischianurambedded
in a lipid bilayer and surrounded with appropriate water layers. For each of the 16 B850 bacteriochlorophylls
(BChls), we performed 40@b initio quantum chemistry calculations on geometries that emerged from the
molecular dynamical simulations, determining the fluctuations of pigment excitation energies as a function of
time. From the results of these calculations we construct a time-dependent Hamiltonian of the B850 exciton
system from which we determine within linear response theory the absorption spectrum. Finally, a polaron
model is introduced to describe both the excitonic and coupled phonon degrees of freedom by quantum
mechanics. The exciton-phonon coupling that enters into the polaron model, and the corresponding phonon
spectral function, are derived from the molecular dynamics and quantum chemistry simulations. The model
predicts that excitons in the B850 BChl ring are delocalized over five pigments at room temperature. Also, the
polaron model permits the calculation of the absorption and circular dichroism spectra of the B850 excitons
from the sole knowledge of the autocorrelation function of the excitation energies of individual BChls, which
is readily available from the combined molecular dynamics and quantum chemistry simulations. The obtained
results are found to be in good agreement with the experimentally measured absorption and circular dichroism
spectra.
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I. INTRODUCTION tem of LH-II is shown in Fig. 2. The difference in absorption
maxima between various pigments funnels electronic excita-
Life on earth is sustained through photosynthesis. The inition within LH-II; pigments with higher excitation energy

tial step of photosynthesis involves absorption of light by thepass on their excitation to the pigments with lower excitation
so-called light-harvestingLH) antennae complexes, and €nergy. As a result, energy absorbed by the carotenoids
funneling of the resulting electronic excitation to the photo-[7—13 or the B800 BChis[14-16, is funneled into the
synthetic reaction centé—4]. In the case of purple bacte- B850 ring. The B850 ring, in turn, transfers the electronic
ria, light-harvesting complexes are ring-shaped aggregates §citation to a BChlring in another light-harvesting complex
proteins that contain two types of pigments, bacteriochlorol17,18 LH-I, which is directly surrounding the photosyn-
phylls (BChls) and carotenoids. The recent solution of thethenc.reacnon_ce.nter. The B850 ring, t_hus, SErves as a I|nl§ n
atomic level structure of the light-harvesting complex Il a cham of excitation transfer gteps Wh'Ch result ultimately in
(LH-I1) of two species of purple bacteriRhodopseudomo- excitation of the photosynthetic reaction cer{te®9—22.

: . o . The B800 and B850 BChls have in common a tetrapyrol
nas (Rps.) acidophild5] and Rhodospirillum (Rs.) .mOI'S' moiety that includes the electronically excitettelectron

. . o : . PSystem; they differ only in the length of their phytyl chain
structure-function relationship in these proteins. .F|gure 1[6]. The difference in the absorption maxima arises through
shows the structure of LH-Il oRs. molischianumin its ¢ gifference in their ligation sites. Protein residues at the
membrane-water environment. LH-Il is an octamer, consistjigation site, especially aromatic, charged or polar ones, as
ing of eight a- and eightg- protein subunits which bind \e|| as hydrogen bonds between pigment and protein resi-
nonCOValently the fO"OWing pigments: e|ght BChls that ab'dues can shift the absorption maxima of p|gme[ﬁg]
sorb at 800 nm and are referred to as B80O BChls, 16 BChlgjowever, the difference in absorption maxima is also evoked
that absorb at 850 nm and are referred to as B850 BChls, anflrough excitonic interactions between the B850 BGRH.
eight carotenoids which absorb at 500 nm. The pigment sysfhe =-electron systems of neighboring B850 BChls are in
van der Waals contad6], giving rise to strong couplings
between their electronic excitations. This coupling leads to
*Present address: Department of Chemistry, University of Califorcoherently delocalized electronic excitations, so-called exci-

nia at Berkeley, Berkeley, CA 94720. tons[26].
"Permanent address: Department of Physics and Astronomy, Uni- What is intriguing about the light-harvesting complexes
versity of Missouri, Columbia, MO 65211. of purple bacteria is their circular symmetry: LH-Il &s.
*Present address: Institut riPhysik, Technische Universtta molischianumis an octamer; LH-Il ofRps. acidophilais a
D-09107 Chemnitz, Germany. nonamer|5]; electron density projection maps indicate that
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FIG. 2. (Color) Side view of the arrangement of BChl and caro-
tenoid pigments in LH-Il with the protein components of LH-II
stripped away. BChls are presented as green squares. Sixteen B850
BChls are arranged in the bottom ring and eight B800 BChls in the
top ring. Eight carotenoids, shown in yellow, were identified in the

crystal structure at the positions shog@moduced with the program
VMD [23]).

LH-I of Rs. rubrumis a hexadecamd7]. This poses the
question whether the circular shape plays a functional role.
In [18] we have constructed an effective Hamiltonian to de-
scribe the excitons formed by th@, excitations of B850
BChls. The Hamiltonian was assumed to exhibit a perfect
eightfold symmetry axis for a ring of 16 B850 BChls. In the
case of such ideal symmetry, stationary states, the excitons,
have optical properties characteristic of the symmetry. The
dipole strength is unequally distributed among the excitonic
states. In fact, two degenerate excitonic states carry almost
all of the dipole strength. This property facilitates overall
absorption, since the two degenerate states each absorb with
the strength of eight BChls. Furthermore, an energy trap is
formed; the lowest exciton state carries very small dipole
strength, making fluorescence negligible. As a result, this
state, when populated through thermal redistribution, traps
effectively the excitation energy. However, this scenario
holds only as long as the symmetry is not broken signifi-
cantly.

Interactions of BChls with its protein environment in
LH-1I of Rs. molischianumtogether with thermal motions,
give rise to static and dynamic disorder which manifests it-

i i self through distortions of the eightfold symmetry. The clas-

FIG. 1. (Color) Top: Top view of the LH-Il octameric complex  giication of disorder is based on the time-scale of protein
of Rs. molischianurp6] embedded into a lipid bilayer that fits into b el motions compared to the characteristic times of ab-
a hexagonal unit cell. The simulated system consists of an infinites . inn fluorescence, and excitation transfer. If the protein
periodic repeat of this unit cell. The lipids, 267 molecules of palmi-
toyloleoylphosphatidylcholinédPOPQ, are shown in brown, with

phosphorus atoms in yellow. The- and B-protein subunits of . . . .
LH-II are shown in blue and magenta, respectively; bacteriochloro-eﬁeCt is dynamic. The nature of the disordstatic or dy-

phylls are shown in green, carotenoids in yellow. Bottom: Side vie\/\pam'o is reflected in the I'ne'Sh_ape funCt'On_S CharaCte”_Z'r!g
of LH-I1 in the lipid-water environment. For clarity, the front half of € energy dependence of optical absorption and emission
the lipids is not displayed. The color code is the same as for the topfocesses. It is important to know these functions when
view; however, thex-helical segments of the protein subunits are Studying energy transfer between two molecules since their
rendered as cylinders. Water molecules are shown in light blue. On@verlap determines the transfer rate.

can recognize two ring-shaped clusters of BChl molec(desen. The disorder in LH-1I affects the energy level structure
Aring of eight(only four visible BChls at the top is formed by the and optical properties of excitonic states that in turn influ-
B800 BChils; a ring of 16 BChlonly partially visible at the bot-  ence absorption, fluorescence, and excitation transfer. To un-
tom is formed by 16 B850 BChlisProduced with the program derstand the dynamics of LH-II it is necessary to quantify the
VMD [23]). extent of disorder. One measure of the effect of disorder is

motion is slow compared to the latter processes, the effect of
the environment can be considered as static; otherwise, the
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the exciton delocalization lengtisee, for exampld,28,29). chemistry simulations are described in Sec. lll; results, to-
For a completely symmetric aggregate at temperaflire gether with the theory of the polaron model, are presented
=0 K, the exciton delocalization length is equal to the totaland discussed in Secs. IV and V. Conclusions are stated in
number of BChls, in the case of LH-II &&s. molischianum  Sec. VI.
16. With increased disorder the coherence of the delocalized
states is lost, and the excitons become confined to a smaller ||, THEORY AND COMPUTATION OF SPECTRAL
number of BChiq29]. PROPERTIES

Exciton delocalization in light-harvesting complexes of . : .
purple bacteria has been a su%ject of exter?sive egperimental We describe the electronic properties of the B850 BChls

; ; ; ; ; LH-II under the assumption that the rest of LH-II, i.e.
study. Nonlinear absorptiof30], circular dichroism[31], "M “™ o 1€
femtosecond transient absorptid82], fluorescence[33], ~ Protein, B80O BChis, and lycopenes, merely play the role of

pump-probg34], photon echd35] and single-molecule ex- a thermal bath. The total Hamiltonian for this BChl-bath sys-

periments[36] techniques have been employed to study ex{€M can be written

citon delocalization length, resulting in vastly different esti-
mates which range from delocalization over two BC33] A=A . "

N S . = +Hgchi-gatnt H . 1
to delocalization over the entire ring0]. One of the obvious BChIT TIBChI=Bath © T7Bath @
explanations for different estimates of exciton delocalizatio

are differences in the definition of observables as well anThe individual Hamiltonians in Eqcl) can be further de-

differences in the temperature at which experiments Wereomposed as
performed.
It appears desirable to complement the experimental ob- [, . =T, +T.,c+ Ver_ei+ Vel—nuet Vaveenues  (2)
servations of the effect of disorder on the exciton system of
light-harvesting proteins by simulations. Such simulations
can provide a detailed, atomic level picture of the disorder Hachiepath= Vel—gath® Viuc_Bath: 3

and its effect. However, the required simulations are ex-

tremely demanding. On the one hand, one needs to simulate

the classical motion of light-harvesting proteins in their natu- Hgan=Teath™ Vaath-sath- (4)

ral lipid-water environment under periodic boundary condi-

tions (to avoid finite size effecjsand under the influence of The indices of the quantities introduced in EGB—(4) are

full electrostatics(dipolar forces play a key role in mem- cposen in an obvious manner to define the partial Hamilto-
brane systemsOn the other hand, one needs to carry out, inyjans sufficiently. Due to the large mass difference of elec-

combination with the classical simulations, quantum chemiygns and nuclei, we separate BChl degrees of freedom into
cal calculations that account for the coupling between Pro=jight” and “heavy” ones, i.e., electronic and nuclear. We
tein dynamics and electronic properties of the BChl systems. troduce the followin findices=(f- I >

g set of indices:=(r,ro, ... ’rNeI)

Fortunately, the necessary calculations have become feasibld i
recently. Naturally, limitations in regard to short sampling for f‘” f’f the (ilectronlc degrees of freedom of BCIR;
times and still rather crude quantum chemical descriptions=(R;,R,, ... 'RNnuc) for all of the nuclear degrees of free-

still exist. Nevertheless, a description of static and dynamigy,, of BChI: andZ=(Zl,22, o ’ZNBath) for all of the bath

disorder based on computer simulations, rather thammen f freed Index labels bath at hol
hoc assumptions, would constitute a great step forward irgegrees of freedom. In abels bafh atoms as a whole,
I.e., the splitting of the bath degrees of freedom into nuclear

r understanding of the light harvestin r in photo- s
our understanding of the light harvesting apparatus in photo nd electronic is neglected.

synthesis. This is particularly true since the apparatus i€ . . L
based on aggregates of numerous pigments, the function According to the Bom-Oppenheime2O) approximation
8] we assume that the electrons move adiabatically in a

properties of which are sensitive to thermal fluctuations. A . . ) ;
model that includes complete information on the actual dis}:’c’tem""lI that depends pﬂarametncally on the atomic coordi-
order and its effect on the electronic properties also provide§ates of BChl and bath. Higch describes a single BChl, the
an opportunity to improve the analysis of experimental data@Pove approximation applies well. The energy gap between
In this paper we investigate the effect of thermal disordetthe ground state and the lowest singlet excited sgtethe
on excitons in LH-11 at room temperature. We employ a com-relevant states, measures about 1.5 eV, which is too large for
bined molecular dynamics/quantum Chemistry approach t&ibrationa“y induced transitions tOA OocCcur, i.e., the BO ap-
establish an effective time-dependent Hamiltonian for@ye  proximation holds well. However, i gy, describes an en-
excitations of B850 BChls. This Hamiltonian is used in atire B850 BChl ring(comprised of 16 BCh)s energy gaps
guantum mechanical treatment from which the spectral chabetween 16 excitonic states are much smaller and vibrations
acteristics of the B850 BChl system results. The descriptiomight induce transitions between these states. Therefore, in
is then recast into a polaron model that treats both nucleaan intermediate step, we will neglect the coupling between
motion and electronic degrees of freedom on an e(quen-  the B850 BChls and, using this simplification, we will derive
tum mechanicalfooting. The theory underlying our analysis the parameters that enter into a so-called polaron model
of spectral properties is outlined in Sec. IlI; the methods emwhich describes vibronic coupling to the electronic degrees
ployed for combined molecular dynamics and quantumof freedom, treating both excitons and vibrations quantum
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mechanically. J\Ievertheless, in the treatment of the p°|ar°'ﬁ(t):|3|(R(t),Z(t)) arises through vibrational motions of

model the fullHgcp, Hamiltonian is considered. the nuclear and bath degrees of freedom. The electronic
Within the framework of the BO approximation we con- Hamiltonian is expressed in the basis comprised of the

struct the Schrdinger equation for the electronic wave func- ground state of the B850 ring

tion, which depends parametrically on the nuclear coordi-

natesR and coordinates of bath atordq38]

[0)=11 I¢0) ®
He(R.Z2) 9a(riiR.Z) = ex(ri;R,Z) 4(ri;R,Z).  (5)
N and of the 16Q, excitations of individual BChls
HereHy, is the electronic Hamiltonian of theh B850 BChl

He(RZ)=Ter+ Vet Ver-nuct Vei-gain,  (6) =161 146, €]

i i i i
€, and ¢, are theath eigenvalue and eigenvector, respec- i i ;
tively, of theith BChl. At the moment we are only interested where| ) and| ¢Qy> denote the ground and ti@@, excited

in the ground and th@, electronic state of BChI. The elec- state of thath BChl. _It is _assumed that the states define_d in
tronic problem stated in Eqg5) and (6) has been solved E0S-(8) and(9) are time independent and orthonormal, i.e.,
with the quantum chemistry packagaussian 98[39], as  (ili)=di; for i,j=0,1,... . TheHamiltonian now reads
explained in Sec. IlI. 38

The equations of motions of the nuclear and bath degrees

of freedom are S|0|V?d inhthe framework of theI BO approxi- 16
mation, i.e., neglecting the nonadiabatic couplifg,40 H(t)=H0(t)|0><O|+H1(t)izl liydil, (10)
Hiuersain(R.Z) = Thuc+ Teath™ Vaue-nuc(R) where
+Vgath-Bath(Z) + Vauc-Bath(R,2)
+€'(R,2). ) Ho(t)zZi e(t) (11

Dynamics of the nuclear and bath degrees of freedom can be
described through classical molecular dynamics simulationsand
The trajectory of nuclear and bath coordindtBét,),Z(t,)],

being specified at various momertis can be generated as
described in Sec. lll. For fixe®(t,) andZ(t,) energies of . i i
the ground statesy(t,), and of the excite®, state,e'Qy(tk), H1(t)=Ho(t) +ij2:1 [61,(eq, (D)~ &(t))
will be calculated for each BChl i=1,2,...,16.

16

(1= 6 )W, j (DT[] (12

A. Time-dependent Hamiltonian of the B850 Rin . . . . . .
P d The right-hand term in Hamiltoniafl2) describes the inter-

We construct now the time-dependent electronic Hamil-actions betwee, excitations of all the BChls of the B850
tonian H(t) of the BChl ring. The time dependence of ring, and can be rewritten as

€1(1)
€(1)
Wi (1)

A(exe= - . (13

Wi (t)

€16(1)
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Here we defineei(t)zeby(t)—eg(t) and W, ;(t) is the Here EYX and||m)® are eigenvalues and eigenvectors of

induced-dipole—induced-dipole coupling between BChls H(t,)®*. The eigenvectors can be expanded
andj

. L [Im)y®=2 ¢f9li). (19
ni(t)-ny(t)  3(ri;(t)-mi(t)(r;(t) - ny(t)) J
rii(t)3 rii(t)s The time development operatbk(t,t,) can be determined
from combined molecular dynamics and quantum chemistry
(14) data. Molecular dynamics simulation will result in a trajec-
R tory of coordinatesR(t,),Z(t,). Based on the coordinates
wheren;(t) are unit vectors describing the direction of the R(t,), the values ofW, ;(t,) in Hamiltonian (13) can be
transition dipole moment&,— of the ground state-Q, state  calculated through Eq14). The diagonal matrix elements,
transition of thejth BChl, i.e.,n;(t)=d;(t)/|d;(1)|, and it  €(tx), were determined with the quantum chemistry program
points from the N atom of pyrol Il to the N atom of pyrol IV GAUSSIAN 98[39), as described in Sec. III.
in BCh j for a snapshot taken at timeFurthermorer j,(t) The HamiltonianH(t,)**® can be diagonalized, and the
connects the coordinates of the Mg atoms of BElind  excitation energieE( and eigenvectorgm)® determined.
BChlk at timet. C is a constant proportional to the square of Calculation of U(t,ts) and |¥(t))®*¢ follows straightfor-
the magnitude of the transition dipole, assumed to be conwardly from Eqs.(16), (17), and(18).
stant, and is set to 21.12%eV. The latter value is obtained The time development operatdJ(t,ty) for the entire
when a  computationally ~determined value o€ Hamiltonian (10), F(t), can be easily calculated from
=64.38 B eV [18]_, which corresponds to a transition dipole U(t,ty). Exploiting orthogonality between ground and ex-
moment of 11 D, is rescaled to match the experimental valu% N i :
6.3 D[19] of the transition dipole moment. For simplicity we a'tei;rti?]te?n«oE"ng)’ |(11)1,ér.1c.1,(1162)),isagdc Eﬂtr':getrhil;g(?an
assume that the coupling between neighbotamyd all other eggress g 4520, ’ ’
BChls is given byW;;(t), even though the short distance
between neighboring BChls does not justify limitation to i [t
only the leading term of a multipole expansion. We note, U(t,t0)=ex;{—%J dt’Ho(t’)}
however, that the amplitude of calculated variations of to
Wi (1) is two orders of magnitude smaller than that for the _
diagonal matrix elements;(t) (see Sec. I, and that the ><[|0)(0|+Z [U(t,to) 1)1 (20
error involved in the treatment will not alter the qualitative 4
behavior of the system.
The formal solution of the time-dependent Salinger

equation for HamiltoniarH (t)©*¢ [40]

The solution of the time-dependent Satimger equation as-
sociated withA(t) is

. a|\I,(t)>exc R |\I’(t)>=U(t,to)|\I’(t0)>. (21)
'ﬁ—at =H(t)**9W¥(1))°*C, (15
B. Absorption spectrum of a coupled chlorophyll aggregate
can be written In the following we will derive an expression for the ab-
sorption coefficient for the B850 ring, in the framework of
|\p(t)>exczU(t,t0)|qr(t0)>exc, (16) linear response theory. We note that within the dipole ap-

proximation the total Hamiltoniakl ., describing the BChl
whereU(t,to) is the time-development operator. By dividing System and its interaction with the radiation field can be
the time intervalt,to] into N smaller intervalsi(t,ty) can ~ CNOSeN
be written ¢=ty) i R .
Hiote=H(t) — - E(1). (22)

U(t,t))=U(tn,ty- ) Uty 1,tn2) - - Ulty,tg). (2 .
(Lt) =Vt ty-0)U (- ty-2) (tto). (17 Here H(t) is the time-dependent Hamiltoniaid0) of the

If N is sufficiently large,H(t)®*¢ can be considered to be elévantelectronic degrees of freedom of the BChl sysfem,
. : : . ~vexc 1S the dipole moment operator that is actually a sum of dipole
constant in each time intervalty,t 1], i.e., H(t) LR )
N ] moment operators of individual BChjsi.e.,
=H(t,)®* for t e[ty ,ty.1]. The time-development operator

U(t,.1,t,) can then be determined as ~ 2
(k+l k) /.L:; e (23)

- i
Ut 1.t =2 ex;{— gqu()(tkﬂ_tk) [[m) |

m E(t) is the electric field of the monochromatic radiation

(18  field, conventionally given in complex form
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E(t)=Re(Eque™ ') (24)

where the unit vectou accounts for the polarization of the
radiation field.

PHYSICAL REVIEW E65 031919

where we defined the so-called susceptibility tensor

XaplLE) =3 O =) ([0, s0)]) 3T

The energy absorbed per unit time due to interaction with

the field is
dw - dE -
= (rO) 5 (25)
Using Eq.(24) we can write
dW o . = . .
rTe —Eou-{u(t))(e =g, (26)

2

To calculate the absorption rate we need to determine the

dipole moment expectation value

-1
tot

(D) U (1)), 27

whereU,(t) is the propagator associated with the Hamil-
tonian(22) governed by

m(t)=(U

170U o1(1) =Hior(1) Upor(), (28
and the initial condition is
Uiorl( —)=1. (29

We account for the effect of the radiation field in an approxi-
mate fashion decomposing;(t) in the form

Uor(t)=U (D[ 1+ 5U(1)], (30)
SU(—x)=0, (31

whereU(t) is defined through Eq20) for t;=—. One can
readily show thatsU (t) obeys to leading order

i.9,0U(t)~— u(t)-E(t), (32)
£(=U"(D)aU(1). (33
The corresponding solution is
i [t .
=73 [ avigtEt). G4

where we introduced thedth Cartesian components of

,;Z(t),é(t). From this follows, using Eq.30), again account-
ing only for terms to leading order

R [ t R R
ma(t)mlua(t) + g % f_mdt,<[ﬂa(t)!Iu’ﬁ(t,)]>EB(t’)
(39

Conventionally, one writes this in the form

ma(t)=m§3>+§ J_m dt' xap(t,t)Eg(t"),  (36)

introducing the Heavyside functio®(t—t").

In the following we will assume that the light-harvesting
systems studied are initially in the electronic ground state
|0), i.e., the susceptibility tensor is in the present case

XLt = 7Ot )OI ,(1), 14(t)][0). (38

Inserting the identity operator

ﬂ=|0><0|+k§l |K)(K| (39)

into expression(38), after some algebra, results in

. 16
Xeplt) = 500-1) S {ddi 00T 1)

—dipdi LO)T (1) T} (40)

We have introduced here the real quantitigs=(0|/k)
which denotgthe ath Cartesian component)ahe transition
dipole moments of the individual BChls=1,2, . ..,16. Us-
ing the unitarity property[U‘1(t)]jk=[U(t)]’k‘j one can
write Eq. (40)

. 16
Xeplt1)= 50(=) 3 didig[DOT )]

~[0®MUT M) 1) (42)
from which follows
2 16
Xap(L)== 7 O(=t) X digigIMOOT ) ]
(42)
Employing the notation in Eq.(16) one can express
U(t,t")=U0(t)U~(t’) and conclude
16
’ 2 ’ T ’
Xap(t1) == 70(t=t") 2, diadis MT(GL) ]
(43)

One can now express the dipole moment expectation
value given by Eq(36) in terms of Eq(43). In the following
we are actually considering the ensemble avekage), of
the dipole moment

M (t)=(m,(t))e

=(m)et 2, f:dt%xw(t,t'»eE,;(t'>. (44)
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We will assume thatm(®)), is time independent. In calcu- aw 1

- ' . . — _ 2 Tk _7
lating (x.s(t,t'))e we are left, according to Eq43), with ! = gleoz [Xha(®) = Xaal®)] (52
expressions of the typédy,diLU(t,t')])e. We assume rad
that d,dz are approximately constant over the ensembl&,hich can also be written
and can be replaced by,d;;. We also assume that the

expressions([U(t,t')])e are translationally invariant in dw ® ~ )
time, i.e., are functions of—t’ only. This permits us to i) ~3trimx(e)Es. (53
express rad
5 16 With the definition of the field intensityz(c/27-r)ES one
Xap(t=t) == 20(t=t") X di,digIM([D(t=t",0)])e ~ CAN Write this
k=1
(45 dw
— =a(o)l, (54)
and also dt/ g

- here the absorpti fficient[i88
MO =(m@)+ S f Gt yop(t—t)Ey(t). (4 "nere the absorption coefficien [i38]
B — o0

27w ~
a(w)=—ctr|m x(w). (55)

In the following we introduce the Fourier transform of the 3

susceptibility tensor, _ . .
Using Eq.(41) one then obtains the expression

Nesto)= | drxap(nie 7 P 6
o a(w)= 3 Re . dtexr[iwt]klzl dd {([0(t,0)TiVe

Since in Eq.(46) both M ,(t) andEg(t) are real, it follows
that x,5(7) must also be redlcf. Egs.(42) and (43)], and —<[U(t,0)]ﬁ<>e}- (56)
from Eq. (47) this yields the expression
~ 5 Finally, the line shape function can be expressed in terms of
Xap(®) =X§ﬁ( —w). (48)  the absorption coefficiei88]

Combining Eq.(24) with Egs.(46) and(47), one obtains

l(w) a(w), (57)

1 _ _ Am?w|d|?
Ma()=(mDet 5 X [Xap(—w)e'
B where|d|? is the mean square of the dipole moment of the
system.
The absorption coefficient for a single BChl follows from
)}he above expressiofp6) by setting

+Xap(@)e ugE. (49)

We can now determine the absorption rate for radiation b
employing this expression instead <cfi(t)> in Eq. (26). In

m .
- i
doing so we consider the time averagenoted by an over- Uj(tm, to)= 5”(1_[ exp{ - %ej(t/_l)(t/—t/_l) ,
ban over a cycle of the radiation field and us&p(*iwt) /=1 58
=0. This yields (58)

aw 1 wheree(t,) is the excitation energy of BChl at tinte of
——= T wE2Y, UUg[Xus(— @)~ Yag(w)]. (50  thesimulation. By inserting E458) into Eq.(56), and using
dt 4 ap priap “p Eq. (57) one obtains a familiar expression for the line-shape

function[41] for a single BChl
Using EQq.(48) one can express

_ 1 ” . €o
dw 1 ~ ~ [(w)=-—Re dtex;{|(w——)t}
Gt 710ER2 UalglXop(@) ~Xap(@)]. (61 2m f h

| t
Expression Eq(51) describes the absorption of radiation X < exp~ ﬁjodt oe(t )>' (59
with a fixed polarizationﬁz(ul,uz,ug)T. We are actually
interested in absorption of light of any polarization and com-Here the sum in Eq(58) has been replaced by an integral
ing from any direction. Carrying out the corresponding aver-and e, is the average value af(t) (we dropped the indej
age (---)rag @mounts to replacing in Eq51) u,ug by  that labels the BChjswe also definede(t) = e(t) — e and
ééaﬁ. The respective absorption rate is described by to=0.
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TABLE I. Partial charges for geometry optimized BGphytyl tail omitted, calculated with the program
JAGUAR [51], with the ESP methodcharge, dipole, quadrupole, and octupole moment being the ESP con-
straintg and the 6-3G** basis set. To hydrogen atoms bonded to the same carbon we assigned an average
charge. Charges for the phytyl tail were those present¢82r53.

Atom Charge Atom Charge Atom Charge
MG 1.02571 CMB —0.19250 O1A —0.58093
NA —0.33307 C3B —0.41235 02A —0.459 50
NB —0.72980 CAB 0.78053 CP1 —0.11067
NC —0.284 98 CBB —0.35230 HBH 0.19015
ND —0.505 05 OBB —0.565 00 HCH 0.231 06
C1A —0.28240 caC 0.41596 HDH 0.168 50
CHA 0.463 88 CcMC —0.25779 H2A 0.18719
C4D 0.024 22 C3C 0.11349 HAAL,2 0.054 60
CiB 0.48104 CAC 0.19597 H3A —0.03004
CHB —0.717 96 CBC —0.26871 HMA1,2,3 0.132 407
C4A 0.398 74 Cc2D 0.058 22 HMB1,2,3 0.074 4133
CiC 0.234 33 CMD —0.466 69 HBB1,2,3 0.099 8467
CHC —0.656 35 C3D —0.30134 H2C —0.056 94
C4B 0.55591 CAD 0.887 25 HMC1,2,3 0.049 4933
CiD 0.17838 OBD —0.601 37 H3C —0.01165
CHD —0.28183 CBD —1.109 06 HAC1,2 —0.03769
Cc4cC —0.13350 CGD 111971 HBC1,2,3 0.050 3367
C2A —0.308 87 01D —0.643 36 HMD1,2,3 0.140277
CAA 0.086 25 02D —0.38998 HBD 0.309 39
C3A 0.483 83 CED —0.201 37 HED1,2,3 0.123983
CMA —0.53352 CBA —0.608 70 HBA1,2 0.161 22
C2B 0.11499 CGA 0.97654 HP11,12 0.1688 95
IIl. COMPUTATIONAL METHODS were placed around the protein. The number of lipids in the

center were chosen according to the available area in the
LH-1I center and to the surface area of equilibrated POPC
lipids [44]. The chosen number is also justifiadbosteriori
since the central opening of LH-II remained constant in size
during the subsequent equilibration described below.

Step (iii). Two water layers, with 35 A combined thick-

The simulated system, shown in Fig. 1, consists of theness, of the same hexagonal shape as that of the lipid bilayer
LH-11 protein surrounded by a lipid bilayer and a 35A (a=60A), were added to both sides of the system, by re-
layer of water molecules. The system has been constructed inoving all water molecules within 2.4 A distance from
four steps,(i)—(iv). heavy atoms of protein or lipids.

Step(i). Using x-PLOR [42] we added hydrogen atoms to  Step(iv). Electrostatic forces were calculated using the
the published structure of an LH-II octamd, protein data particle-mesh-Ewald metho@PME). To assure neutrality of
bank entry 1LGH. Hydrogen atoms of BChls and lycopenethe system, required by this method, we added 16 iGhs
were constructed by employing the “add all hydrogens”to the simulated system, and placed them not closer than
command from the molecular editor UANTA [43]. The 5 A from the protein residues at positions of minimal elec-
new structure, containing explicitly all hydrogen atoms, wastrostatic energy. However, due to the high mobility of the
subjected to a series of minimization steps uskagLOR  ions, the original positions chosen were largely irrelevant.
[42]. Input files for the MD simulation were prepared with the

Step(ii). The modeled LH-II structure was placed in an programx-PLOR [42]. We used the CHARMM22 force field
elementary cell that was periodically extended. The cell had45,46 to describe protein and lipids. For water we em-
the shape of a hexagonal prism. Accordingly, we placegloyed the TIP3 moddi7], omitting internal geometry con-
LH-II into a hexagonally shaped patch of lipid bilayer. We straints[48—-50. Ground state partial charges for the geom-
chose for the hexagon a side of length 60 A; the height of  etry minimized structure of BChiphytyl tail omitted were
the bilayer was about 42 A. calculated with the programAGUAR [51], employing the

The lipids employed were palmitoyloleoylphosphatidyl- electrostatic potentidESP method(charge, dipole, quadru-
choline (POPQ. Ten lipid molecules were placed within the pole, and octupole moment being the ESP constraartd a
central opening of the LH-I[see Fig. 2a)] and 257 lipids 6-31G** basis set. The calculated charges are presented in

In this section we will describe methodological details of
the molecular dynamicdviD) simulation on LH-1l as well as
of the quantum chemistry on BChls.

A. Molecular dynamics simulation

031919-8
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Table I. We note here that we used fixed ground state charge 1603

for BChls throughout the simulation. The remaining force N
field parameters for the BChis were chosen as those pre 1594 4 14 o8 8\;¥58'1
sented in[52,53. Force field parameters for lycopene were E Tg84 ' 1149.8
assigned with the programuANTA [43] by exploiting QUAN- 135‘%9 0 &\
TAS display parameter file. 165.4/8.2 84 {1622
As pointed out above, the simulated system was first sub- 44
jected to energy minimizations iR-PLOR [42]. Additional — ?9-9 8.7) 144.6
minimizations, equilibration, and MD simulations were per- U N 6s 9-7/1%6:3
formed using the molecular dynamics programmp, ver- 1579 \ NS T000 —— -~ average structure
sion 2[54]. We used thesHAKE constraint for all hydrogen 1470 1595 erystal stencture

atoms. For the dielectric constant we chose the vakaéd ; ] ) )
the integration time step during the equilibration phase of the F'C- 3 Orientation of B850 BChls resulting from a snapshot of
simulation was 2 fs. The equilibration was carried out for a2 10 ps long molecular dynamics simulation. Orientation of@e

transition dipole moments is indicated by arrows. Angles and dis-

time period of 2 ns under constant pressure and temperatufe. - petween the nearest neight@rsdegrees and in A), aver-

(NpT ensemblewith a total of 87 055 atoms per elementary gueq over a 10 ps long simulation, are given on the outside and on

cell, at a pressure of 1 atm and a temperature of 300 K fofhe inside of the ring, respectively. The same numbers are shown in

periodic boundary conditions, calculating electrostatic interthe right-hand side of the figure, and compared to the angles and

actions in full using the PME method. The cutoff for Ewald distances of the crystal structure.

summations was 10 A. Our choice of a 35 A water layer, and

a 20 A layer of lipids between two neighboring LH-Il mol- energies of BChlsas opposed to the semiempirical method

ecules ensures adequate separation between the proteins. Theredicted well the width of the absorption spectrum, which

choice of a hexagonal unit cell, as compared to a squards determined by the fluctuations of the energy values around

shaped unit cell, significantly reduced the size of the simuthe average value. We, thus, chose to use dbeinitio

lated system. method to determine the fluctuations, while for the average
After the equilibration phase, we performed two molecu-excitation energy we used a value of 1.57 eV.

lar dynamics runs, usina 1 fsintegration time step. The first

run was performed for 10 ps, by recording configurations |V. SIMULATED PROTEIN DYNAMICS AND SPECTRA

every 100 fs. The second run was performed for 800 fs, with .

snapshots of the trajectory recorded every 2 fs. The struc- Below we will first compare the crystal structure of LH-II

tures associated with the latter 2 fs snapshots were used ff RS- molischianuni6], used to initiate our simulations,
quantum chemistry calculations of BChl's excitation ener-With the structure emerging after 2 ns MD equilibration. We

gies. Due to a need to perform quantum chemistry calculaWill then present the spectral properties predicted for the
tions for all 16 BChls of the B850 system, and due to theB850 system of LH-II under the influence of thermal fluc-

high computational effortcalculations on four processors of tuations as described in combined quantum chemistry, quan-
Silicon Graphics Origin 2000 required for every snapshotU™ mechanics, and classical mechanics calculations. This

one hour computing time per BOhwe could only perform approach treats the nuclear motion classically. In the follow-
calculations for 400 snapshots. ing section, we will cast our results into a polaron model that

describes the vibronic coupling of the B850 exciton system
at the quantum mechanical level for both nuclear and elec-
tronic degrees of freedom.
Calculations of the ground and excited state energies of
individual BChls have been performed using the program A. Structure of LH-II at room temperature
GAUSSIAN 98[39]. The coordinates and charges of the bath . )
atoms provided a background charge distribution. The calcu- !N order to analyze the geometry of LH-II equilibrated in
lations were performed at the Hartree-Fock/configuration inUr MD simulations we performed a 10 ps MD simulation
teraction singlesHF/CIS) level, with the STO-3G basis set. 'un- This permits us to compare the crystallographically de-
We used this basis set because it is computationally the lea@mined structure of LH-II oRs. molischianuras reported
expensive, and because our test calculations showed that tHel[6] with the simulated structure.
more sophisticated 6-31G* basis set resulted in only slightly
different fluctuations of excitation energies. To further speed
up calculations, we restricted the active space for the CIS The Mg-Mg distances between neighboring B850 BChls,
calculations to the ten highest occupied molecular orbitalsveraged over the 10 ps simulation, are shown in Fig. 3. The
and to the ten lowest unoccupied molecular orbitals, as suggverage Mg-Mg distances within and betwees8 het-
gested in55]. erodimers are 9.8 A and 8.8 A, respectively. They differ from
The use of theab initio (HF/CIS) method to calculate the corresponding averages in the crystal strudiirewvhich
excitation energies versus semiempirical, or classical calcuare 9.2 A within ana8 heterodimer and 8.9 A between het-
lations was discussed by the author$5b|. Even though the erodimers. Average angles between neighboring BChls are
ab initio method predicted incorrectly the average excitationalso shown in Fig. 3. The average angles between neighbor-

B. Quantum chemistry calculations

1. B850 BChls
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FIG. 5. Matrix elementsH,(t)=e,(t) (top) and Hq,(t)
=W,,(t) (bottom) of Hamiltonian(13), as calculated for the first 50
snapshots of the MD run.

B800 over the 10 ps long simulation, are shown in Fig. 4: 2.72 A
(O atom of HO to 051 atom of Asp®, 3.76 A (O atom of
H,O to Mg atom of BCh), 3.16 A (carbonyl O2 atom of
BChl to O atom of HO), 2.00 A(Mg atom of BChl to G51
atom of Asp6. The respective distances determined for the
crystal structure of LH-Il are 2.74A, 4.24A, 3.10A, and
é.45 A, respectively6].

FIG. 4. (Color) Binding pocket for BBOO BChl and surrounding
protein and lipid residues. Shown in green is a trajectory of a wate
molecule, obtained from a 440 ps long simulation. Snapshots of th
water molecule at times=0(1),t=230ps(2), t=360ps(3), t
=362 ps(4) are represented. Distances, averaged over a 10 ps B. Time-series analysis of simulation data
simulation, of the O atom of the water molecule in positidhwith

key protein and BChl atoms are given. The time series analysis presented in this section is based

on an 800 fs long MD simulation. We recorded the nuclear
[R(ty) ] and bath Z(t,)] coordinates every 2 fs, and gener-

ing BChls are 160.9° within an 3 heterodimer, and 143.5° ated a total of 400 snapshots. BasedRffy), andZ(t,), we

between heterodimers. The corresponding angles in the Cryf)érformed a total of 18400 quantum chemistry calcula-

tal structure are 167.5° and 147.5°, respectiJély : S - : .-

We note here tha}t the average apgles and distances respcﬁn:égre] Ssur:ggghlgt %X;S'fg%r;;é?srgfj(zt&) Iwg’éléc.)’(l:gi-
from a 10 ps sampling. The possibility that, for a 10 ps long ulatedW. i(t,) according to Eq(14) Combin,inge-(t ) and
sampling, a structural inhomogeneity arises can be inferre A : ik

from the fact that one of the BChls Mg-Mg interheterodimertoinv%émlvsv)e constructed the time-dependent exciton Hamil-
distances was found to be much larger (10.4A) than the '
average distance (8.6 A). This structural inhomogeneity will

likely disappear for longer sampling times.

1. Exciton Hamiltonian

Fluctuations of two representative elements of Hamil-
2. B8S0OO BChls tonian matrix(13) are presented in Fig. 5. The fluctuations of
the largest off-diagonal matrix elements, i.e., couplings be-
tween neighboring BChls, are two orders of magnitude
smaller than the fluctuations of diagonal matrix elements.

) : The fluctuations of couplings between non-neighboring
His residue(as found for the B850 BChisthe Mg atom of BChls are at least another order of magnitude smaller than

B800 BChls is coordinated to thedy atom of an Asp resi- those of the nearest neighbors. This suggests that off-

due. In addition, an b0 molecule is found in the vicinity of - yia40na) disorder is negligible compared to the diagonal dis-
the ligation site. The initial, minimized structure of LH-Il -,

embedded into a lipid-water environment did not contain any Sir.nple visual inspection of the time dependences()
water molecules within the B800 binding pocket. During thein Fig. 5 reveals a prominent oscillatory component of about

course of the equilibration, a water molecule diffused intozof Indeed. th t t d I
the B800 binding pocket for seven out of eight of the BSOO16 Sér?ls)ec?ef’inez ggwer spectrumey(t) (averaged over a

BChls. In Fig. 4 we show a diffusion pathway of a water
molecule into the binding site of one of the B800 BChls, 1 5
Va 2

The crystal structure of LH-Il oRs. molischianunre-
vealed an unusual ligation of the B800 BC#g. In variance
with the customary ligation of BChl's central Mg atom to a

2
recorded over the first 440 ps of the equilibration run. Rep-

resentative distances within the binding pocket, averaged

f dte'“te(t)
0
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FIG. 6. Average power spectrum of matrix elemeaid), for
B850a BChisi=1,3,. 15(full line), and for B850b BChls] FIG. 7. Histogram of the fluctuations(e) of individual BChl
=2,4,...,16(dashed ling

excitation energieg; obtained from quantum chemistry calcula-

R . . tions. The vertical bars represent the weights of the D#danc-
and shown in Fig. 6, displays strong components in the rangg s in the corresponding analytical res(if).

between 0.2 eV and 0.22 eV, corresponding to the oscilla-
tions with a period of 20.6 fs and 19.1 fs, respectively. Thesdor B850a and 0.25 eV for B850b. Furthermore, the line
modes most likely originate from a €0 or a methine shape in Fig. 7 reveals a non-Gaussian distribution. The
bridge stretching vibration. We note that the autocorrelatiorsame non-Gaussian distribution of excitation energies was
function of Q, excitation energy of BChl in methanol also observed ir{55]. The reason for such a distribution might be
displays a prominent vibrational mode of about 18 fs periodstrong coupling to the high-frequency modes.
[55]. The Hamiltonian(13) was diagonalized for each snapshot
Figure 6 reveals further vibrational modes. While thet, of the simulation, assuming that it is constant in the inter-
B850a and B850b BChls have some common ma8ek98  val [t,,t,.1]. Fluctuations of the excitonic energies that re-
eV, 0.141 eV, 0.077 el some other modes peak at slightly sult from the diagonalization are shown in Fig. 8. The figure
different energies: 0.218 eV, 0.21 eV, 0.182 eV, 0.174 eValso shows energies of the 16 excitonic states averaged over
0.045 eV for B850a as compared to 0.214 eV, 0.178 eVthe 800 fs long run, versus a corresponding average of the
0.040 eV for B850b. These differences most likely stem fromdipole strength. Dipole strengths are given in units of indi-
the difference in the protein environment seen by B850a andidual BChl dipole strength (3,). As can be inferred from
B850b. Fig. 8, only the lowest five excitonic levels have dipole
A histogram of excitation energieg(t) of all 16 BChisis  strengths larger than 1. This suggests that in a thermally dis-
shown in Fig. 7. Histograms of eight B850a BChls and eightordered exciton system the spectral maximum experiences a
B850b BChls(data not shownreveal rather large values for redshift relative to the absorption maximum of an individual
the full width at half-maximum(FWHM) of about 0.21 eV  BChl.
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FIG. 8. Top, left: Excitonic energies, as determined by diagonalization of Hamiltddi@nfor the first 25 snapshots of the MD
simulation. Energies are in eV. Bottom, left: Average energies of the 16 excitonic levels versus their corresponding average dipole strengths.
Dipole strengths are given in units of dipole strengti$)1of individual BChls. The filled circle indicates the excitation eneff)b7 eV}

and the unit dipole strength of an individual BChl. Right: Excitonic energies for a symntstrictext Hamiltonian versus corresponding
dipole strengths.
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) perimental spectrum. Below we will discuss possible reasons
! ' B8|5(|) ' '(a) for this discrepancy. _ .
2 1o BS00,” = We have also determined the absorption spectrum of in-
8 i / Y 1 dividual BChls, according to Eq59). The spectrum was
= 0'8__ l/ \ ] obtained from a sample of 320 (88@.6/40) MD runs of 40
§ 0.61 ’ \ _ fs length. The integration time step was again 0.5 fs. The
é L \ 1 FWHM of the individual BChl absorption spectrum is about
z 0.4 v \\ . 0.125 eV, and its maximum is blueshifted with respect to the
£ 0 2; ~ N maximum of the exciton absorption spectrum. This shift is in
el S ZANN /s N agreement with the above mentioned transfer of dipole
_§ oo T L e strength into low energy exciton statesee Fig. 3.
= 13 14 15 16 17 18 Our test calculations indicate that for both the individual
energy (eV) BChl and exciton case, the additional peaks on both sides of
z 30 the main absorption peak are unphysical and are most likely
E 20 (b) a consequence of insufficient sampling.
E lg s n n J\ ﬂ RAA A oot 3. Discussion of the results of the simulations
= | VYV WYY i 9 i _
S .10k U v \f For about 30% of the MD geometries the quantum chem
g) 20 istry calculations predicted a slight degree of mixing be-
g ol tween theQ, andQ, states. If this mixing was only an arti-
=0 5 10 15 20 25 30 35 40 fact of quantum chemistry calculations, it would have
time (fs) resulted in theQ, energy being predicted too low, and fluc-

tuation of the excitation energy to be unrealistically large. An
FIG. 9. (a) Comparison of absorption spectra of B850 excitonimmediate test of the validity of the quantum chemistry cal-
(solid ling) and individual BChis(dashed ling both obtained cuylations is provided by a comparison of the predicted mean
through Fourier transform of the time series d&@e text with the energy gap of 0.45 eV between »@? andQ, states with the
experimental absorption spectrum of B850 and B88dlid thick  corresponding experimental value. Taking into account the
line) [56]. (b) Time dependence of the integrand in E56). additional shift due to excitonic interactions in tRg band,
of about 0.13 eV, as predicted by our calculations, it appears

For comparison we show excitonic energies and d'pOI%ﬂat the quantum chemistry calculations account correctly for

strengths for the Hamiltonian that corresponds to the perfec[ e experimentally measured 0.6 eV of the mean energy gap.

symmetric _crystallographic structure. Energetic_ degeneraci%lore refined quantum chemistry calculations are necessary
of the exciton states are lifted in the fluctuating case anq

excitonic energies spread due to disorder. On the other hanc? determine if theQ, ~ Q, mixing is indeed genuine.

: o . : ' Next we discuss the choice of nearest-neighbor couplings.
d|p(_)le strength, which is mostly _contamed In two degeneratg/arious estimates of these couplings have been reported in

equally among the exciton states in case of the disordergthe literature; for LH-1I ofRs. molischianumB06 c * and
qually g 7cm t [semiempirical INDO/S(intermediate neglect of

system. The dipole forbidden nature of the lowest exciton;. , .
state of the symmetric case is lifted in the disordered case.Sg{g&?;%fr!s%?frelggvgneﬁgfﬁ”f oar:;r:etggﬁ:%lziroigfg,t&rsoﬂsf opy
408 cm * and 366 cm? (collective electronic oscillator ap-
proach[58]); for LH-II of Rps. sphaeroides300cm ! and
The absorption coefficientr(w) of the excitonically 233 cm ! (circular dichroism studies9]); for LH-1I of Rps.
coupled B850 BChls was calculated by employing E43), acidophila 238 cn! and 213 cm? [60], 320 cn! and
(18), and (56). The HamiltonianH(t,) was assumed to be 255cni?! [61] (CIS GAUSSIAN 94 calculationy, 394 cm *
constant in the time interval, , —t,=0.5fs, and the evolu- and 317 cm?! [quantum mechanical consistent force field
tion operatorsU(ty,1,ty) in Eqg. (17) were determined ac- method for pi-electrons (QCFF/P) calculation [62]],
cordingly. Since molecular dynamics trajectories were re622cm * and 562 cm?! (INDO/S method 63]). The aver-
corded only every 2 fs we generated additional data pointage values of couplings used in this paper are 364'camd
for the Hamiltonian by linear interpolation. Ensemble aver-305cm . If larger values were used, as might have been
aging was achieved by dividing the total simulation time ofsuggested from some of the above-mentioned estimates, a
800 fs into 40 fs long time intervals, which resulted in a totalnarrower absorption spectrum would have been predicted,
of 20 samples of 40 fs length. The integrand in E8f) is  due to an increase in the exchange narrowing factor.
shown in Fig. 9. The fast fluctuation of the integrand re- To reduce the computational cost of our simulation, we
quired a choice of 0.5 fs for the time discretization. Theemployed the dipole-dipole approximation to describe varia-
resulting normalized spectrum is also shown in Fig. 9. tions of the nearest neighbor couplings as a function of time.
The calculated exciton absorption spectrum is comparett is well known that this approximation does not hold in the
in Fig. 9 to the experimentally measured spectrum. The calease when center-to-center distances between pigments are
culated spectrum has a FWHM of about 0.138 eV, which issmaller than the size of the pigments themselves. However,
considerably larger than the FWHM of 0.05 eV for the ex-we find that the fluctuations of the amplitude of off-diagonal

2. Absorption spectrum
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matrix elements is negligible compared to the fluctuations oflescribes the interaction between excitons and phonons,
the diagonal matrix elements, and we expect that this wouldcaled by the dimensionless coupling constant
still hold if the proper coupling between the neighboring The stationary states corresponding to the Hamiltonian
pigments was determined. (60) are excitons “dressed” with a phonon cloud and are
Finally, we note that the high-frequency mode Z0fs;  referred to agpolarons Accordingly, the suggested descrip-
see Fig. 5, which is strongly coupled to the BChl electronic tion is called thepolaron model In what follows we shall
excitations, is quantum mechanical in nature and is virtuallyrestrict ourself only to the “symmetric case,” i.e., we assume
unpopulated at 300 K. In order to properly account for thee;= €, for all sites, and we se¥;;=—V4j -1, WhereV is
effect of this mode on the absorption spectrum, the correthe nearest neighbor interaction energy. This choice of the
sponding nuclear degrees of freedom have to be treatddamiltonian is motivated by the results of our simulations,
guantum mechanically. In the next section we achieve this byvhich suggest that the exciton dynamics is determined by the
employing a polaron model description of our system. In thissize and time scales of the thermal fluctuations of the exci-
new approach all relevant modes are treated at the same foagtion energiesg; , of individual BChls. Indeed, as shown in
ing, regardless of their frequency. Fig. 5, the magnitude of the fluctuationsefis two orders of
magnitude larger than the one corresponding to the nearest
neighbor coupling energiey, ;.1, and at least three orders
of magnitude larger than the one corresponding to the cou-
pling energies between non-neighboring BCHg; ( with |
In order to describe the influence of dynamical disordersi+1). Furthermore, according to Fig. 5, the period of os-
(thermal fluctuations on the electronic excitations of the cillation of (t) (i=1,...,16) of a single BChl is about 20
B850 BChls, we will employ now a model that focuses onfs, which corresponds to a high frequency intramolecular vi-
the effect of the strongest fluctuations in the exciton Hamil-bronic mode of energyw,=1670 cm =207 meV (see
tonian (13), the variation of the site energieg(t). These also Fig. 6. In the exciton Hamiltonian we se¢;=¢,
variations are foremost due to the coupling of the high-=1.57 eV, andv=350.9 cm1=43.5 meV, correspond-
frequency vibrations t®, excitations in BChi(see Fig. 6. ing to an exciton bandwidth ofM=174 meV.
Initially, we will model this coupling through a single har- The effect of static disorder can be incorporated into this
monic oscillator modev, that is coupled to each of the local model by defininge; and Vi; as random variables drawn
BChl excitations and, thereby, to the exciton system. Botlfrom a suitably chosen distribution, which best characterizes
the selected vibrational mode and the exciton system will béhe nature of the disorder. In this case, in calculating different
described quantum mechanically, replacing the time deperphysical observables, besides the usual thermal average, a
dence of the Hamiltonia(iL3) by a time-independent Hamil- second, configuration average needs to be performed.
tonian that includes the selected vibrational mode and the The stationary states of the Holstein polaron Hamiltonian
exciton system. We assume that the electronic excitations g60) cannot be described analytically and one needs a suit-
the B850 BChls form a linear system of coupled two-levelable approximation. In general, well controlled perturbative
systems, which interact at each site with dispersionless Einapproximations are available only in the weak<g{1; for a
stein phonons of energyw,. To simplify our notation, we more precise criteria see belpand strong ¢>1) coupling
will assume units withA=1. The corresponding model limits. Besides conventional perturbation theory, thenu-
Hamiltonian, the so-called Holstein Hamiltonig®4], reads  lant expansiormethod provides a convenient alternative for
solving the polaron problem. The advantage of this method is
H=HextHpynt+Hints (609 that it provides reliable results even for arbitrary values of
the coupling constarg [65]. By using our computer simula-
tion results, we will estimate the value @aand show that our
Hex= > €B/Bi+ > V;;B/B;, (60b  system falls into the weak exciton-phonon coupling regime.
! ' Then, we will use both perturbation theory and the cumulant
expansion method to investigate within the framework of the
polaron model the effect of thermal fluctuations on the exci-
ton bandwidth, coherence size, and absorption line shape.

V. ANALYSIS IN THE FRAMEWORK OF THE POLARON
MODEL

th:Ei (l)obini , (GOC)

Him:gwoz BiTBi(biTeri). (600) A. Evaluation of coupling constantg

: The coupling constang can be evaluated by estimating
the effect of thermal fluctuations on the electronic excitations
Here H,, describes the electronic excitations of BCHE;  of individual BChls. This corresponds to settivg; =0 in
andB; are creation and annihilation operators accounting folEq. (60). In fact, in calculating excitation energies(t) in
the electronic excitation of BChivith excitation energys;;  our simulations we had not accounted for excitonic coupling.
Vi [cf, Eg. (14)] encompasses the coupling between excitaAs a result, we can use(t), i=1,... M obtained from
tions of BCh| and BCh}; Hj, represents the selected vibra- the simulations, to calculate the corresponding distribution
tions of the BChls wherdafr andb; denote the familiar har- function histogram [or density of state (DOS] p(e)
monic oscillator creation and annihilation operatoks,,, =dN(e)/de (see Fig. 7, as well as, any of the correspond-
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ing moments(ei”>=(1/N)E}\':lei”(tj). The coupling constant © *

g can be determined by fitting to these data the predictiorGo(t)exr[—@(t)]EGo(t)ex;{— > @m(t)} = > Wp(t),
from Hamiltonian (60), for V;;=0. The statistics fop(e) m=1 m=0 69
can be improved by averaging over all 16 B850 BChls. Since

we assume that all sites are equivalent, we can restrict OU{yhere
selves to the model Hamiltonian

\y2m
H=¢e,B"B+ wob™b+gw,B'B(b+b'), (62) W(t) = (I—)Jtdtl . ftdt2

(2m)! Jo o "

where, for brevity, we dropped the irrelevarit’ ‘site index.
The density of state@OS) p(€) can be obtained from

the imaginary part of the Fourier transform of the retardedand H
Green’s functionGg(t)=—i0(t)(B(t)B'(0)) [65], where
('} denotes the thermodynamic average over the vibration
(phonon degrees of freedom in the exciton vacuum. Accord-
ingly, we employ the identity

X(TB(t) Hint(ty) - - - Hint(t2m)BT(0)), (69)

int()=gwoB'BA(t). The cumulants®,, are ex-
ressed in terms diV,, by identifying on both sides of Eqg.
8) all the terms which contain the same poweitgf; . By
using Egs(69),(64) we have

t t
__ 2 _
p(e)=—%ImGR(e), 62) Wi (1) =—(gwo) Go(t)fodtlfo dt;D(t;—tp)
— Go(1)[ €5t~ S+ S, exp—iwot)
where
+S_ expliwgt)], (70
Grle)= jiwdtGR(t)e‘“. (63)  where
€p=0%wy (71)

It should be noted that, because we are dealing with a single
exciton coupled to a phonon batf) the retarded Green's s the polaron binding energy, and

function will coincide with the real time Green’s function

Ggr(t)=G(t)=—i(TB(t)B'(0)) (here T denotes the time So=0%(2Ng+1), S.=0g%(Ng+1/2=1/2). (72
ordering operatgr and(ii) the exciton-phonon coupling will

not alter the phonon Green'’s function. The latter can be writFrom these results follows

t 65
en as[65] d(t)=— Gal(t)Wl(t) =—j €pt+ So— S, expl —iwgt)

D(t)=—i(TA(t)A(0)) —S_expliwgt). (73)

= —i[(Ng+1)exp —iwg|t])+ Noexpliwglt])],  (64)
0 olth+No olt By employing Wick’s theoreni65], one can calculat&V,,,

where for arbitrary integer m>1, with the result W,
=Go[ G, *'W;]™m!. Consequently, we findb(t)=0 for
A(t)=b exp( —iwgt) +bT exp(i wt) (65  m>1. The exact exciton Green’s function is then given by
is the phonon field operatolNy=1/[expBwoy)—1] is the G()=—i0(t)exd —i(eg—ep)t—Do(1)], (74
Bose-Einstein distribution function, ang= 1/kgT. At room
temperature T~300K), we haveBwy,~8.1, and conse- Dy(t)=Sy— S, expl—iwpt) —S_ expiwgt).  (74b)

quentlyNy~3.1x 10" 4<1. Thus, as we have already men- )

tioned, the thermal population of the high frequency vibra-In order to calculate the DOS, we express Egib) in the

tional modew, is negligibly small even at room temperature. €quivalent form

In order to calculate the Green’s function we separate the 25 )

Hamiltonian (61) into two contributions H=Ho+ Hin, Do(t)=e"9(?No* D expf2g%Ng(No+ 1)

yvhereHo accounts for the first term in Eq61). Accord- % cogiwg(t+iBI2)]), (75

ingly, we express
G()=~i(TB(OBT(0))=Co(hiexT ~b(1)], (66 "9 EmPloY the identiy

[

where @z cost 2 I/(z)e‘”’, (76)

Go(t)=—i0(t)exp —iept) (67
wherel ,(z) is the modified Bessel function. From Eq62)
is the Green'’s function corresponding’. We then employ and (74)—(76) one obtains finally the well known result
the cumulant expansion methp@b] writing [65,66
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© Equation(79¢) now contains no adjustable parameters and it
ple)= E p,0(e—€,), (779 can be used to check the reliability of our approach. It is
= found that the difference between the two sides of this equa-
, tion is less than 2%.
with The value ofg, given by Eq.(80), does not determine by
itself the value of the ratio betweeH;,; (~¢€,) and the
p,=ex —g*(2No+ 1) +/(Bwo/2)]1 {297 VNo(No+1)] problematic hopping term~4V, i.e., the energ';/ bandwidth
of the excitong in the Holstein Hamiltonian. The actual di-
(77 mensionless coupling strength parameter for the polaron
model iSKEep/4V=ngO/4V~O.5. This value corresponds
and to a weak coupling regime of the polaron mofieb,66.

€,=wo/ T € €p. (770 B. Polaron bandwidth

. . We return now to the full Holstein Hamiltoniai®0) with
In general, when the coupling;; between excitons cannot Vi;j#0. In the weak coupling limit it is convenient to rewrite

be neglected, the higher order cumuladtg do not vanish, 4 polaron Hamiltoniait60) in “momentum space” as
and the Green’s functio®(t) cannot be calculated exactly.

Nevertheless, even in this case, the cumulant expansion H=Hg+Hjpn, (819

method, as illustrated above in deriving the well known re-

sult (77), can be conveniently applied to calculate perturba- N :

tively, in a systematic way, both the Green’s function and the Ho= EK €BIB+ o2, bebq, (81b

corresponding absorption spectrusee below to any de- d

sired degree of accuracy. go

The calculated DOSnormalized to unity is an infinite 0 +

sum of Diracé functions at energies,, with weightsp, . \/— 2 B"“* Kbgtb-q), (819

As shown in Fig. 7, for a proper choice of the exciton-

phonon coupling constang, the “stick-DOS” (i.e., the  where Bk—(ll\/—)E B; exp(kj), etc. For Vi

weightsp ) matches well the histogram(e) obtained from = =V i1 (V>0), the excnon dispersiofmeasured from

our quantum chemistry calculations. The coupling conggant the S|te excitation energyo) is e,=—2V cosK), with k

was determined by matching the first few momentsepf =k =27m/M, m=0,1,... M—1, andq= qp=2mp/M,

once calculated according to Eq&79—(770, and then p=0,1, .o M—1.

from the time serieg€(t)}i=1, ... 16 The definition of the The polaron(phonon renormalized excitprspectrume,

moments can be calculated by using second order perturbation theory
(all odd order terms vanish because the phonon creation and

<en>:j dep(e) e”=2 pel, (79 annihilation operators must appear in pairs
— oo / 2 2
) i . i Ek: €k+ . (82)
applied to Eqs(779—(770), results in analytical expressions M “§F e €q— o
that can be compared with the numerical values determined
from the time series. One obtains The renormalized exciton wave functions to leading order in
g are given by
(e)=€p~1.57 eV, (799
: + — >, —— |k+q;1,).
(2)=(€)*+7g*(2Ng+1)wo~2.32 eV,  (79b [k:0)=[k:0) r 2 — €krq— 0|k %1a)
(83

1+3g%(2Ny+1)

(€)=(e)*+g%wg

wave function(in site |[m) representationin the absence of

the phonons, whilgk+q;1,) represents a state of non-
+3(2No+1) ——g ” interacting exciton(with momentumk+q) and phonon
(with momentung). The applicability of perturbation theory
~3.56 e\’ (790 is subject to the conditiongwg/\M <|e— €y q— wol,
which in our case is marginally fulfilled sincngIN
The coupling constant can be obtained from Et@b) =33 meV<min|e,— €, q— wo| =35 meV.

According to Eq.(82) the renormalized excitofor po-
/ (€2)—(€)? laron) bandwidth is
——— ~0.65. (80
(2No+1)wf AEp,=max E,]—min[E,]~66 meV, (84)
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which represents a 60% reduction with respect to the unper-
turbed bandwidth ¥. Thus the effect of the high frequency
phonons is to reduce the exciton energy band, a situation
commonly encountered in other weak coupling polaron mod-
els in which the phonons tend to enhance the quasiparticle
mass, which is translated into a reduction of the width of the
corresponding energy bari®é5,66. However, it is known
that static disordefor coupling to low frequency phonons
has precisely the opposite effect of increasing the exciton
bandwidth in BChl aggregates. The fact that in our MD oL

Coherence Size L

I | L | L | ) | L
simulations we observe an increase instead of a decrease of 0 100 200 300 400 500
the renormalized exciton bandwidth is most likely due to the Temperature [K]
fact that in our simplified polaron model the effect of static - e

disorder is entirely neglected, while in the MD simulations
this is implicitly included.

C. Polaron coherence length

Next, we determine the effect of the phonons on the co-
herence length , of the excitons in the BChl ring, by using
our polaron model. At zero temperature, the excitons in the
coupled BChl aggregate are completely delocalized, land

Coherence Size L

should coincide with the system siM. In general, finite 000 02 03 T 0a 05 os

temperature and any kind of disorder will reduce the coher- g
ence length of the exciton. There is no universally accepted .
definition ofL,. We employ here an expression based on the FIG. 10. Top: Temperature dependence of the exciton coherence

Concept Of |nverse part|c|pat|on r'a“o7 famlhar from quantumlength in the absence of disorder. Bottom: Polaron coherence |ength
localization[28,67] as a function of the exciton-phonon coupling constgrdt room

temperature.
-1

L,= , (85)

3]

where the reduced exciton density matrix is given by

M% i ?

()= %fldtf(t)em, (87

where the generating functidfi{t), up to irrelevant factors,

pij =2 CE(I)Cyl(J)exp— BEY). (86 IS given by[66]

— 2,—iet
In the absence of the exciton-phonon coupling, at room tem- f(t)_Ek |dl*e™ (kU D) K)). (88)

perature, by setting in the above equatior®(j)

=exp@kj)/_\/ﬁ and Ey=e,=—2V cosf), one obtainsL,o  Here|d,| is the magnitude of the transition dipole moment
~6.4, which represents a dramatic decrease with respect t@nnecting the ground electronic state and fkie exciton
the corresponding zero temperature value of 16. For weaktate: ((k| ...|k)) denotes the thermal average over the

exciton-phonon coupling, the effect of the phononslon  phonons of the excitonic matrix elemetk| . .. |k), and
can be taken into account via perturbation theory. By emyy(t) is an evolution operator given by

ploying Egs.(82) and (83) in the density matrix(86), Eq.
(89) yields L ,~5.4. As expected, the phonons, which act as U(t) =exp(iH gt)exd —i (Ho+Hin)t]
scatterers for the excitons, reduce the coherence size of the "

latter. e

As it can be inferred from Fig. 10, the localization of the =T ex;{ - jodTHim( | (89
exciton is due primarily to thermal averaging and to a lesser
extent to dynamic disorder. This conclusion is in agreemeny, .

: . . ith
with previous studie$29].

D. Absorption spectrum for a single Einstein phonon Hint(t) = expiH ot) Hine expl —iHOt)=gw0§ Pq(t)Aq(1)
Finally, we discuss the effect of the phonons on the ab- (903

sorption spectrum of the excitons. The fundamental absorp-
tion spectruml (w) (line shape functionis defined agcf.  expressed in the interaction representation. The time-
Eq. (59)] dependent exciton density operator is given by
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e tnt higher order cumulant®, vanish, i.e.,®(t)=®,(t), and
pq(t):; e kT kra By, (B, (90D the exact expression of the line-shape functlgtw) for
individual BChls assumes the familiar forf65,66|
while the phonon field operator reads

i i _ - i(w—e€ptep)t
Aq(t)=bge '@+ b elwot, (909 lo(w) = expl So)Jiwdte 0t <p

The generating functiof88) can be calculated by using the Xexp(—S,e 'wt—S_glwdt) (963
cumulant expansion method discussed above. Indeed, we can

write in analogy to Eqs(68) and (69) >
. = 2 plo-o)), (96b)
<<k|U(t)|k>>Equ_Cbk(t)]:eXF{ -> (Dm(t)}
m=1 wherep, andw, are given by Eqs(77b) and(770), respec-
o tively. In other words, the absorption line-shape function of
= 2 W(t), (91) an exciton in the phonon field is given by the imaginary part
m=0 of the exciton Green'’s function, which is proportional to the
density of state$66].
where In general,l (w) cannot be calculated exactly. However,
even for arbitrary values of the exciton-phonon coupling
Wp(t)= (2m)| fdtl Jdth constantg, the cumulant approximatio®(t)~d,(t) can

be used safely to evaluate the generating funcfi@) and
X (K THin(t) - - - Hing(tam) KDY (92) the corresponding line-shape functibfw). We have

As for the Grgen’s functiori68), W,,(t) contains only even P (1)~ J'th(t_ D7) F(7), (97)
numbers of time orderedl; .(t)<A(t) operators, because 0
the average over odd numbers of phonon field oper# (s _
vanishes. Similarly to Eq.70), we have where, according to Eq64),
B (gwo) D(t)=g?w5iD (1) =g2w[ (No+1)e '@+ Nge'“ot].
Wi(t)=— f dtlf dtqu A (TAq,(t1)Ag,(t2)) (99)
X(K|pq,(t1)pg,(t2)[K) The generating function is
= (gzw'\z) dt1J dtzz iD(t;—t,) f(t)=; |d|2e et DK, (99)
X(k|pg(t1)p_q(t2)[K). (93 and the corresponding line-shape function is given by Eq.

(87). Clearly, the coupling of the 16 exciton levels to a single
Einstein phononw, leads to astickabsorption spectrum, i.e.,
a series of DiraS functions with different weights.

A straightforward calculation yields

1
Fu(ty—ty)= M % (klpg(t)p_qg(t2)[K)

E. Absorption spectrum for distribution of phonons

1 : In order to calculate, in the framework of the polaron
Y E exfli(ex— o) (i=t2)]. (94 model, the broadening of the absorption spectrum, and to
compare it with the corresponding experimental refsete
Inserting Eq.(94) into Eq. (93), and using the phonon Fig. 9], one needs to include the coupling of the excitons to
Green’s function(64), the cumulant®(t) can be written the quasicontinuous distribution of the rest of the phonons.
Formally, this can be achieved by replacibgt) in Eq. (97)

D4 (t)=—Wy(t) =g2wgfotdr(t— DID(1F(r). (95  With [cf. Eq.(98)]

If one neglects the coupling between the individual excita-

tions (case corresponding to light absorption by individual
BChls), by settingv=0, Eq.(95) yields the same expression where
as Eq.(73). Note that in this case, sineg= ¢, is k indepen-

dent, we have=(7)=1, and similarly to the calculation of iD,(t)=(N,+1)exp —iwt) +N,expiwt). (101
the Green’s function(74), it can be shown thaiV,(t)

=[Wy(t)]™m!, for m>2. As a result, all the corresponding Here we have introduced thghonon spectral function

P(1=3 g20iD.(0)- [ dwdw)iD 0. (100
o 0
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0.02 —————————————

)=, PPaold(w—w,). (102 002 (@) ]
“ 0.01\ . ]
- 0.01 000 :

Once the actual form o¥(w) is known,|(w) can be calcu- i

lated using Eqs(87), (99), (97), and(100). A 0-01(;"2‘;‘(‘5‘;3'1'0'1'2'1'4'1'6 ]
Apparently, the determination df w) requires the seem- 000l M\A/\/\ T N

ingly unattainable knowledge of the energies, of all
phonons, together with their corresponding coupling con-
stantsg,. However, the same problem posed itself in the

i - _ omb_
framework of the spin-boson model description of the cou 0.01; 00 300 300 200

C(H)=(8e(t)3e(0)) [eV']

UVUVVVW""VVVV"V o

pling between protein motion and electron transfer processes time [fs]

[68], and could be solved then through a spectral function ' ‘ . . .
evaluated from the energy gap fluctuatiohs(t). Likewise, 0.25F ' ' (b)]
here we can determing(w) from the fluctuations of the = 0.20- 8
excitation energiesie(t) calculated for individual BChls. & 0.5k 4
The latter quantity can be obtained from the combined MD/ - [ 1
. . . . . - 3 010 n
guantum chemistry simulation carried out in this study. = . |
Indeed, the Hamiltonian for an individual BChl interact- 0.05- 7

ing with a phonon bath can be written 0’0(? < MY AV N
00 005 010 015 020 0.25

o [eV]
H=HytH;,.= (eo+5e)B B, (103

FIG. 11. (a) Autocorrelation functionC(t) of the energy gap
where we defined the phonon-induced energy-gapfluctuationsde(t) for individual BChls, calculated using E(L08).
fluctuation operator The inset shows the short time behavioC¢f). (b) Phonon spectral

function J(w) obtained according to Eq107).

5e(t)=; Ja®Ag(t). (104 y N
C(t)= 2 2 S€;(ti+1) dej(ty) |, (108
The autocorrelation function of the energy gég(t) is the N
real part of the autocorrelation function of the energy-gap-
fluctuation operatobe(t), i.e., which is shown in Fig. 1@). It is safe to assume that Eq.
(108) is reliable fort<400fs.
t)=(5e(t) 5e(0)) = Re[(é%(t)éé(O))] Three pulse echo peak shift experiments of the B850 ex-

citon band also provide information on the autocorrelation
_— function C(t), as reported i}35,37. The authors matched
=R ; 9,0, D () | =RED(1)], (109 their data toC(t) described through a combination of Gauss-
ian, exponential, and sinusoidal components. However, the
where we have used Eq$104) and (100. |nserting Eq. experimental data did not permit resolution of hlgh fre-
(101) into Eq. (105, one obtains quency modes. The present theoretical approach comple-
ments the observations by providing the high frequency
0 modes along with the low frequency modes. After filtering
C(t)= f dwd(w)coth Bw/2)coswt. (106) out the high frequency part in the calculated correlation func-
0 tion, we find satisfactory agreement with the data provided in
J(w) can be obtained through the inverse cosine transforrLsS.I’.iE corresponding phonon spectral functitfm) can be
of C(1), i.e., computed by employing Eq107). The result is shown in
Fig. 11(b). The shape od(w) resembles the power spectrum
of the BChl excitation energigsee Fig. 6. In particular, the
prominent peak arounay~0.2 eV in J(w) indicates a
strong coupling of the system to an intramolecular@
The autocorrelation functiod(t) can be evaluated numeri- vibronic mode. Note, however, thafw) has significant con-
cally from the finite time seriese;(t;). Herej=1,...,16is tributions over the entire range of phonon energiesa«d
the index labeling individual BChls, and t; =0.22 eV and, therefore, we expect that all, i.e., low, inter-
=(i—1)x2fs,i=1,...,400, denotes the time at which the mediate and high frequency phonons will contribute to the
energy gap was determined. As mentioned in the previoubroadening of the line shape functibfw).

J(w)= %tanf{ﬂwIZ) f:dtC(t)cosm. (107

sections, each time series consisted\Nef 400 time steps of By assuming that the coupling of BChl molecules to
2 fs. For best sampling, one averages oveive# 16 BChls  phonons(intramolecular vibrations, vibrations of the protein
resulting in the time series matrix and solvent moleculgss independent of their exci-
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FIG. 12. (a) Absorption spectra of individual BChl$(w), time series analysi@ashed curve | (), polaron model withdg=0 (thin
solid curve; lgcp(w), polaron model(thick solid curve. (b) Comparison between the normalized D@&w) and | gch(w), obtained
independently within the framework of the polaron model.

tonic coupling, we may conclude thd{w) given by Eq.
(107) describes equally well both individual BChls and ex-
citonic aggregates of BChls. The only difference between the
corresponding absorption spectra comes from the “exci-

()3 (62 dexst —@',(0 Icog (w1

+®" (1)]. (1129

tonic” factor F(t) in Eq. (97).
In order to calculate the line shape functidw), as given

by Eqgs.(87), (97), and(99), from the energy gap autocorre-

This result applies to the general case when the system
has several optically active levels, characterized by different

lation functionC(t) one proceeds as follows. First, we deter-yansition dipole momentd,. In both cases considered by

mine
D(t)=D, (1) —iD,(1)

= fxde(w)[COtf(ﬁw/Z)COSwt—i sinwt], (109
0

from which, by taking into account EqeL06) and(107), one
obtains
Dy(t)=C(1), (1103

and

Dy(t)= jowde(a))Sinwt. (110b

Next, we calculate the cumulagi,(t); according to Eq(97)
D (t)=P ' (1) =i D" (1), (1113

with
t
B ()= fodra—r)[cmRe{Fk(r)}—Dz<r>|m{Fk<r>}~]
(111h

and

t
B (1) = fodra—T>[Dz<r>Re{Fk<r>}+C<r>lm{Fk<T>}]-
(1110

Finally, the line-shape function is according to E(&7) and
(99)

us, i.e., individual BChls and the fully symmetric B850 sys-
tem (i.e., a circular aggregate of 16 BChls with excitonic
coupling, having eightfold symmetry, and transition dipole
moments oriented in the plane of the ring of BGhtkere is

in fact only one optically active level and, therefore, in Eq.
(1123 the summation ovek, as well as the transition dipole
moment can be both dropped. For an individual BChl we
take e, =ey~1.6 eV, while for the B850 system the optically
active doubly degenerate level ise=€e.1=¢g
—2V cos(@/8)=1.52eV. In this case, the line-shape function
assumes the simpler form

I(w)ocf dtexd —®'(t)]cog (w—e)t+ D" (1)].
0
(112b
In case of individual BChls, i.e., without excitonic coupling,

F(t)=1, and according to Eq$112b, (111b, and (1119
the absorption spectrum reads

Igchi( @) f:dtexp[—dfo(t)]cos{(w— €)t+d"g(1)],

(1133
where
t
q),o(t):deT(t—T)C(T) (113b
and
t
(I)"O(t):jodT(t—T)'Dz(T). (1130
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LIS U R L A glected, and as a result the model violates the fluctuation

1.0 BSO . dissipation theorem, and yields no Stoke sf6ff]. This dis-
o8k B i crepancy is due to the fact that, unlike in the case of the
3 ol 1 polaron model, the system-heat bath interaction is not incor-
= T porated in a consistent manner.
041 / 5 7] Within the framework of the polaron model, the absorp-
0.2 // . tion spectrumlggso(w) of the excitonically coupled B850
b & ) T BChls can be calculated numerically by using Ed.2b,
13 14 15 16 17 18 (111, (110b, (107, and (94). The needed input quantities
@ [eV] are T=300K, C(t), and e,.=€.,=1.52eV; these are de-
FIG. 13. Normalized absorption spectra of the B850 BChls with_rived from our Simulations ancj there are no free parameters
excitonic coupling: I ggso(@), the polaron model(solid curvg;  in the above-mentioned equations. The compliggel{ w) is
Irsi(@), the time series analysislashed curve andl,{w), ex-  shown in Fig. 13, along with the corresponding spectrum
periment(circles. I+ @) obtained through time series analygi$. Egs. (56)

and(57)], and the corresponding experimental respt( )
For the moment let us neglect the imaginary part of the cureported in Ref[56]. Sincelq,(w) appears to be in good
mulant®(t) in Eq. (11343, i.e., we setd”y(t)~0. It fol- agreement with a more recent set of measurements of the
lows absorption spectrum at room temperature R$. molis-
chianum [70], one may infer that the actual profile of
* , | oxo( @) is rather robust. The peak bfgs is located at 1.46
lecni(@)~lo(w)= JO dtexp — ®o(t)]cod (0~ €)t], ee\/p(~849 nm), and coincides with thsesoposition of the other
(114  two spectralggsow) (FWHM=43 meV) is somewhat nar-
rower thanl ¢, (@) (FWHM=58 meV), and much narrower

and one can easily see tha{w) coincides(up to an irrel-  thanlts w) (FWHM=138meV). The effect of exchange
evant normalization factpmwith the cumulant approximation narrowing due to the excitonic coupling between B850
of the line-shape functiom(w), Eq. (59), derived and em- BChls is manifest: FWHM is reduced from 154 meWig.
ployed in our computer simulation study. Therefore, it comesL3) to 43 meV[Fig. 12a)], which represents a reduction in
as no surprise that in Fig. 1@ the plots of the normalized the width of the line-shape function by a factor of 3.6. This
[with maxX|(w)}=1] line-shape function$y(w) and I (w) exchange narrowing is accounted for by the fadigft) in
completely overlap in the peak region. The difference beEQ. (97); since|F(t)|<1, this factor reduces the value of
tween the curves away from the central peak is most likelythe cumulantb,(t), which leads to a narrowing of the line-
due to poor statistics and numerical artifacts introduced byhape functiofrecall that®,=0 results in a Dirae func-
the fast Fourier transforfFFT) evaluation of the integrals tion typel(w)]. In contrast to the commonly used stochastic
for the time series analysis rest9). The peak of the ab- models[69] for describing the absorption spectrum of mo-
sorption spectrum is located a,=1.6eV and the corre- lecular aggregates, our polaron model does not postulate the
sponding FWHM is 125 meV. form of the autocorrelation functiof(t), but rather uses this
However, the actual line-shape functidpc,(w), as  function as an input, derived from computer simulations or
given by Eq.(1133, includes a nonvanishing”o(t). The  from experiment. In this regard, our polaron model provides
corresponding result is also plotted in Fig.(42As one can & more realistic approach for evaluating optical properties of
see, the contribution of®”y(t) redshifts the peak of molecular aggregates in general, and the B850 excitons in
lgchi(w) to 1.53 eV, and rendeligscp (@) asymmetric with particular. Indeed, a generic autocorrelation functi)
a somewhat larger FWHM of 154 meV. As illustrated in Fig. =A” exp(—\t), assumed by most stochastic models, would
12(b), 1gchi(w) matches the corresponding DQBw) [see  represent a gross oversimplification of the complicated struc-
Eq.(77a and Fig. 7. This is not surprising since, as we have ture of C(t) as inferred from our computer simulatiofsee
already mentioned, for a two-level system which is linearlyFig. 11(@]. It is clear that this autocorrelation function can-
coupled to a phonon bath, both the DOS and the absorptiofot be modeled by either a single or a sum of several expo-
spectrum are proportional to the imaginary part of the correnentially decaying functions, in spite of the fact that by a
sponding Green'’s functiof5,66. The line-shape function Proper choice of the values of the mean square fluctuations
(59) of individual BChls derived within the theoretical Of the energy gap\® and of the inverse relaxation time,
framework of Sec. Il does not account for the imaginary parthe stochastic model can yield an almost perfect fit to the
of the cumulantb,(t) which suggests that the time develop- €xperimental spectrum. For example, by assuming that in our
ment operatotJ(t,t,) [Eq. (20)] is not totally adequate for case the broadening of the line-shape function is due to cou-
calculating the absorption coefficient. The situation seems tgling to phonons with clearly separated high and low fre-
be similar to the commonly usestochastic modelg mod- ~ duency components, it can be shown that the real part of the
eling the absorption spectrum of excitonic systems couplegumulant is approximately®’ (t)~AZt?/2+'yt, where
to a heat bath with a finite time scal69]. In this case as //(h) refers to the low(high) frequency component arid;,
well, the autocorrelation function of the stochastic energy= Aﬁ/)\h. [The imaginary part of the cumuladt”(t) is as-
gap fluctuations is assumed to be réeg., ®"(t) is ne- sumed to affect only the shift of the absorption spectrum, but
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not its broadening.The first(second term in ®’(t) repre- ' T 1 T
sents the shorflong) time approximation of the cumulant

brought about by the lowhigh) frequency phonons. The
corresponding line-shape function has a Voigt prof6é], -
i.e., is a convolution of a Gaussian and Lorentzian due to low =~
and high frequency phonons, respectively. BQre 25 meV

andI’ ,=7 meV, one can obtain an almost perfect fit to the
experimental B850 absorption spectrum. However, in spite T T
of this apparent agreement with experiment, neither these 0 2 4 6 8 10 12 14 16
numerical values nor the clear separation in the phonon spec- exciton quantum number

tral density is justified in view of our computer simulation

results, and as such this kind of analysis should be avoided. FIG. 14. Rotational strength for the B850 ring, with degenerate
In fact, as it can be inferred from the plot #w) shown in  site energies, in arbitrary units. The rotational strength of the lowest
Fig. 11(b), all phonon frequencies up to 0.24 eV contribute to€xcitonic transition is normalized to negative one.

the cumulantb (t) and, therefore, to the absorption spectrum .

I(w). Thus, unlike stochastic models which employ fitting length of the radiation field, i.ek-r<1. In the zeroth order
parameters to account for the broadening of the experimentapproximation, when the inhomogeneity ¢ependendeof
absorption spectra, our polaron model incorporates dynamihe radiation field is completely neglected, the CD spectrum
disorder directly through the phonon spectral functi¢m) s identically zero. Indeed, after averaging over the directions
obtained from combined MD/quantum chemistry calcula-q¢ ihe ynjt vectors andy, one obtains for both right and left

tions, i.e., without anyd hocassumptions and fitting param- circularly polarized lights the same OD spectrum, given by
eters. Egs. (87) and (88), and characterized by the sard@ole
strength D= |d,|?. Thus, to calculate the CD spectrum, even
F. Circular dichroism spectrum in the lowest-order approximation, one needs to retain the
While the linear absorptiofOD) spectrum can be re- Spatial dependence of the circularly polarized radiation field.
garded as a global optical probe of the excitonic system, thdhis explains why the CD spectrum represents a more sen-
circular dichroism(CD) spectrum is sensitive to local and Sitive optical probe of the system than the OD spectrum.
geometrical details of the systef81,71]. Hence, it is not By retaining only terms linear ik-r, and after averaging
surprising that in general the measured absorption spectrugyer the directions ok andy, one finds that the total absorp-
can be easily fitted by a number of different stochastic modtion spectrum is given formally by the same expressi@7s
els, the result often being rather insensitive to the actual valand(88), in which the dipole strength is replaced by
ues of the fitting parameters. However, the simultaneous re-
production (or prediction of both OD and CD spectra is RIL _ . .
quite difficult, posing a challenge to any theoretical model. Dy =Dy~ 2 CknCkml(Mn* 4nX ) (116
Similarly to our OD spectrum calculations, we determined mm=t
the CD spectrum of the B850 excitons in the LH-Il antennafor right and left polarized light, respectively. Heeg, de-
complex ofRs. molischianumOur results, described below, pote the expansion coefficients of tkéh excitonic eigen-
are consistent with recent experimental measuren{@i®s  state in the basis corresponding to the site representation

lending further support to our approach. - - . i
The CD spectrum is defined as the difference of the ab[3|m|lar to Eq.(19)]. andr, the positions of the chro

. : . : mophores.
sorption spectra of left and right polarized light. In order to : . . .
evaluate the CD spectrum one needs to calculate the absorp- Finally, by introducing theotational strength(71]

s o
> wn
! | ' |
| |

s
wn
! |
|

=
=
|
1

16

tion spectrum of the B850 ring for both left and right polar- Dk— DE o L8 L

ized monocromatic light. This can be accomplished by re- R,= == > CrnCkm(Trm &nX fm),
placing expression24) of the electric component of a 4 2\ nin=1

linearly polarized radiation field with that of a right and left (117

circularly polarized light: - I _
yP ¢ wherer ,w=rm—rn, the CD spectrum can be written

- - Eq . A Lo
ER,L(t,r)z\/—%[xcos(wt—k~r)1ysin(wt—k-r)],
(119
where

and then repeating the calculations presented in Sec. Il B. In

Eqg. (115 IZ=(277/)\)R is the wave vector of the monocro- e

matic, circularly polarized light is the wavelength, while fCD(t):42k Ree ™" K((k[U(D)]K)). (118b
the unit vectors< andy determine two perpendicular polar-

ization directions. During the calculations one assumes that From Eqgs.(116)—(118), one can infer that the CD spec-
the size of the LH-1l complex is much smaller than the wave-trum is mainly influenced by three parametgr]: (i) the

o

1 4
lcp(w)= ﬂf_wdtfco(t)e"“t, (1183
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blueshifted(by 10 meVj, and its FWHM 19 meV) is
about twice narrower (FWHM,~47 meV). It is expected
that the incorporation of the effect of static disorder in our
polaron model will lead to further broadening of both CD
and OD B850 spectral peaks, and will reduce the blueshift in
the CD spectrum. Since CD is the difference between two
absorption spectra, one expects that the effect of the static
R L disorder will be more pronounced than in the case of the OD
1.4 1.5 1.6 spectrum. Also, a more detailed comparison between the cal-
o [eV] culated and experimental CD spectra would require the ex-
tension of our polaron model by including the contribution of
the B800 ring as well. For example, one expects that by
including the negative B800 peak, this would reduce the cal-
culated B850 baseline around 1.5 eV, bringing it closer to the
corresponding experimental curve. Currently we are extend-
ing our polaron model by including both the contribution of
angle of the transition dipoleg, of the chromophores with - the B80O ring and the effect of static disorder. We plan to
the plane of the ring(ii) the angle betwee;an and the tan- report our findings in a future publication.
gent to the ring, andiii) the degeneracies of the monomers,
which affects the coherence correlation functions. Also, an-
other important difference between the OD and CD spectra is

Lor B850 B300 |

FIG. 15. Normalized circular dichroism spectra of the B850
BChls with excitonic coupling:l ggso( @), polaron model(solid
curve andl ¢, (), experimentcircles. The lowest energy peak of
each spectrum is normalized to one.

VI. DISCUSSION

that whilel (o) is positive definite| cp(w) can be both posi- This paper presents an alternative approach to the study of
tive and negative, usually assuming a characteristic S shaggcitons in light-harvesting complexes that combines mo-
[71]. lecular dynamics and quantum chemistry calculations with a

Figure 14 shows the rotational strendih (normalized to  time-dependent effective Hamiltonian as well as a polaron
—R;) corresponding to the individual excitonic states model type of analyses.
=1, ...,16. The largest negative value Bf corresponds to The molecular dynamics approach allowed us to observe,
the excitonic ground state. Also, the first and the highesht the atomic level, the dynamics of BChl motions and gain
exited excitonic states have considerable, albeit positive, ransight into the extent and time scales of geometrical defor-
tational strength. Note, that in case the degeneracy within theations of pigment and protein residues at room tempera-
hetero-dimers formed by the BChls would be lifted, the ro-tures. A comparison of the average distances and angles be-
tational strength would be symmetric for the high and lowtween the B850 BChls to those found in the crystal structure
lying excitonic state$31]. reveals an increased dimerization within the B850 ring, as

To calculate the CD spectrum, the radius of the eightfoldcompared to the crystal structure. We observed diffusion of a
symmetric ring of 16 BChls was set to 23.19(8btained  water molecule into the B800 BChl binding site for seven
from the available crystal structyreand the dipole moments out of eight B800 BChls. The average location of this water
were determined by calculating the average dipole momentsolecule agrees well with the crystal structure location. Fu-
within a heterodimer for the previously used 800 fs long MDture quantum chemistry calculations will determine whether
run. The average angles between neighboring BChls werghis molecule plays a functional role. In this respect it is
163.5° within anaB heterodimer, and 143.7° between het- interesting to note that the recently published structure of the
erodimers. The dipole moments were oriented slightly out otyanobacterial photosysteinat 2.5-A resolution revealed
the plane formed by the BChls: 7.1° for tlhebound BChl  also ligations of Chla Mg ions involving side groups other
and 5.2° for theB-bound one. The calculated CD spectrumthan His, and, in particular, watv3].
of the B850 ring is shown in Fig. 15, and is compared with  The time series analysis theory, based on the combined
the recent experimental result, by lhalainetnal. [70], for =~ MD/QC calculations, resulted in an absorption spectrum that
the complete LH-II complex oRs. molischianumincluding is about a factor of two wider than the experimental spec-
both B850 and B800 rings. The superposition of the indi-trum. One of the reasons for this discrepancy might be im-
vidual CD spectra corresponding to these two rings compliproper treatment, and subsequently an overestimate, of the
cates the direct comparison of the experimental results witlsontribution of high-frequency modes within the framework
the present calculations, which involves only the B850 ring.of our combined MD/QC calculations. We also note that the
Nevertheless, the calculated CD spectrum is in fairly goodime series analysis neglects some important quantum effects
agreement with the B850 part of the experimental spectrumyhich may cause the discrepancy between the computed and
especially if we take into account the fact that our result waghe experimental results. These quantum effects are ac-
obtained from the sole knowledge of the autocorrelationcounted for by the polaron model. The amplitude of fluctua-
function of the excitation energies of individual BChls, tions of the off-diagonal matrix elements, i.e., couplings be-
readily available from our MD/QC simulations, without in- tween BChls, was found to be at least two orders of
voking any empirical fitting parameters as is customary inmagnitude smaller than the corresponding fluctuation ampli-
the literature[31,62,63,70 Indeed, compared to the experi- tude of the diagonal matrix elements. We believe that in spite
mental result, the calculated B850 negative peak is slightlyf the possible overestimate of the fluctuation associated
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with the high frequency modes, we can safely conclude thapared with the one measured experimentally, we had to in-
the dynamic disorder in the B850 system is diagonal ratheclude the effect of the entire phonon distribution through the
than off-diagonal in nature. phonon spectral density(w). We have shown thai(w),

The time-dependent effective Hamiltonian description re-which accounts for both coupling strengths and frequencies
vealed an exciton spectrum redshifted as compared to thef the individual phonon components, can be determined
spectrum of individual BChls. This redshift is well known in from the autocorrelation functiof(t) of the energy gap fluc-

J aggregateS, and is attributed to the transferring of the ditl.!a.“ons of |nd|V|dUa| BChIS, readll)_/ a.Va.||.ab|e from our com-
pole strength into low-energy exciton states. bined MD/quantum chemlstry simulation. The_ complex
The observation of a prominent high frequency intramo-Shape of the spectral densitfw) suggests that all, i.e., low,
lecular vibrational component in the fluctuation of the BChl intérmediate, and high frequency phonons contribute to the
site energy prompted us to model the effect of dynamic dis_broadenlng of the a\_bsorptlon spectrum. We four_1d that In our
order on the B850 excitons by employing a polaron Hamil-mOdeI only three inputs, namely autocorrelation function

tonian, which describes both excitons and the coupled singlg(t)' temperaturd, and optically .active exciton IeveL_, are
phonon mode by quantum mechanics. The strength of th eeded to calculate the absorption spectrum. Considering the

exciton-phonon coupling is related to the RMSD of the act that these inputs come directly from our MD/QC calcu-
fluctuating site energies, and was found to be weak. By emations, and that we have no free parameters, the overall

ploying standard perturbation theory we investigated the ef2dréément between the absorption and CD spectra obtained
fect of a single-phonon dynamic disordée., exciton- from the polaron model calculations and from experiment is

phonon couplingon the energy dispersion and localization "émarkable.
of the excitons. We found that in contrast to static disorder,
which leads to a broadening of the exciton bandwidth, dy-
namic disorder due to high frequency vibrational modes The authors thank Nicolas Foloppe for communication of
leads to a reduction of the width of the exciton energy banddata and advice on force-field parametrizations, Jerome
Also, our polaron calculations showed that dynamic disordeBaudry for advice on force-field parametrizations, Justin
reduces only slightly the exciton delocalization len@lom  Gullingsrud and James Phillips for much help in getting
around 6 BChls to 5 BChls at room temperajumonfirming  started with the molecular dynamics simulations, Lubos Mi-
previous results according to which the main mechanism retas and Sudhakar Pamidighantam for advice on quantum
sponsible for exciton localization in LH-II rings is thermal chemistry simulations and on running those on NCSA clus-
averaging 29]. ters, and Shigehiko Hayashi and Emad Tajkhorshid for ad-
By employing the cumulant expansion method, we calcuvice on quantum chemistry absorption spectra calculations.
lated, in the framework of the polaron model, the absorptionA.D. thanks the Fleming group members, especially Mino
spectrum of the B850 BChl, with and without exciton cou- Yang, Ritesh Agarwal, and Xanthipe Jordanides for useful
pling, for a single phonon mode as well as for a distributiondiscussions. This work was supported by grants from the
of phonons. The absorption spectrum of the excitonic systerilational Science FoundatiofNo. NSF BIR 94-23827 EQ
coupled to a single high frequency phonep (intramolecu- and No. NSF BIR-9318159 the National Institutes of
lar vibronic modg is given by a series of Diraé functions  Health (No. NIH PHS 5 P41 RR05969-04the Roy J.
(stick spectrumwith different weights. In order to obtain a Carver Charitable Trust, and the MCA93S028 computer time
realistic, broadened absorption spectrum, which can be congrant.
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