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Simulation study of the glass transition temperature in polymethyl methacrylate)
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The glass transition in syndiotactic pdiyethyl methacrylajehas been studied through atomistic molecular
dynamics simulations performed at temperatures in the range from 297 K to 684 K. The mean squared
deviations of atoms, monomers, and molecules from their initial positions were analyzed by means of a
technique that separates the effects of diffusive motion from the underlying vibrational motion. The diffusive
motion shows a novel power-law variation with time, with an exponent that varies continuously from 0.5
below the glass transition temperatdrgto 1 at high temperatures. The self part of the van Hove correlation
functions for both hydrogen atoms and monomers shows structural arrest at the lowest temperature studied. A
second peak in the atomic van Hove correlation is attributed to rotation of theg@idp.
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[. INTRODUCTION The shortest time intervat, is that concerned with the
reversal of motion of a single atom and is of the order of a
The phenomenon known as the glass transition can bpicosecond. Its reciprocab, represents the attempt fre-
characterized in a wide variety of ways. A changeover inquency with which an atom makes an excursion towards the
behavior from that typical of a disordered solid to one morepotential barrier created by surrounding bonded and non-
akin to a liquid occurs as the temperature is raised in a largBonded atoms. At the lowest of temperatures the motion of
number of amorphous materidtk]. The fact that this change all the atoms is generally harmonic, but at higher tempera-
happens in a very narrow temperature range has led to it§res anharmonic terms become significant.
description as a transition, even though there is little evi- As the temperature is raised, the probability increases that
dence that it can be considered a true phase transition in i atom or group can surmount the barrier posed by the cage
thermodynamic sense. of surrounding atoms, and find itself in a new local environ-
The plexus of changes observed at the glass transition cdRent. This is the beginning of the self-diffusion process, and
be divided into two families. One set involves measurementétroduces a new time intervay that is the reciprocal of this
made in equilibrium, while the other is concerned with thetransition probability. Whilery is only weakly dependent on
response to externally imposed stimuli that remove the sygemperature, the much longer time varies exponentially
tem from its equilibrium state. The first category includesWwith the inverse temperature.
changes in macroscopic properties such as thermal expansion Even longer time scales, are introduced when we look
and heat capacity or in such microscopic quantities as that the collective motion of many atoms that is necessary for
temporal variation of the mean squared displacement of ina macroscopic system to respond to such stimuli as shear
dividual atoms. The family of nonequilibrium phenomenastresses. Finally, a set of time scales is found that are so long
similarly may be divided into the macroscopic category,that they describe processes essentially never observed. Ex-
which includes viscosity and acoustic attenuation, and miamples of these range from crystallization to the nuclear fu-
croscopic quantities such as drag forces on an atom corgion of the hydrogen atoms, and lead us to use the term
strained to move with a specified velocity. “equilibrium” to refer to the state at which no observable
The study of static and dynamic properties of macromo-changes occur within experimental timescales.
lecular glasses is one of the most challenging problems in
.polymer. SC|enc§2,3]. It is |r_1terest|ng not only as a resu_lt of Il APPROACH
its role in enabling predictions of the material properties of
pure polymers. It is, in addition an essential preliminary to A number of different methods have been used in the
the study of the diffusion of organic materials into polymersattempt to identify the glass transition in molecular-dynamics
in the glassy state. simulations. One commonly used approach is to study the
In this paper we report the results of a study of the glasshange in thermal expansion coefficients in ensembles held
transition in polymethyl methacrylate abbreviated here as at constant particle number, pressure, and temperpiwé].
PMMA. In order to obtain information regarding structural All thermal expansion results from anharmonic forces, and
changes and chain dynamics in the vicinity of the glass transo the change in expansion coefficient as one passes from a
sition, we have performed atomistic molecular dynamicsglassy system, which has many of the characteristics of a
simulations. As in all such work, the principal obstacle is thedisordered solid, to a rubbery system, which is more akin to
need to run the simulations for a sufficiently long time thata constrained liquid, should provide a sensitive measure of
accurate results can be achieved. The time scales involved the glass transition temperatufg,. The difficulty here is
atomic motions in glasses are so many, and so disparate, thhiat the value off ; derived in simulations in which the tem-
special care must be taken to identify the role of each one iperature is continuously varied is generally dependent on the
tracking the approach to equilibrium in any simulation. rate of cooling 7]. An alternative approach is to examine the
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temperature dependence of the mean squared displacementin Sec. Il we develop a theoretical model to aid in the

of atoms or molecules in ensembles held at constant particli@terpretation of the results of simulations. In particular, we

number, volume, and temperatyi&9]. need to have clear theoretical predictions of the form we
The most valuable technique with which to study theexpect to be taken by the average squared deviation of an

glass transition by means of simulations will clearly be oneatom from its starting position.

that studies behavior over the shortest possible time scale. It

will also be valuable to seek the highest precision in the IIl. THEORETICAL ANALYSIS

prediction of T;, and to maximize the number of internal _ ) )

controls for self-consistency in the results. For this reason we 1he quantity on which we choose to concentrate is the

choose to study the mean squared displacement of atonfignctiong(7) defined in Eq(1). There are three reasons for

from their initial positions. This approach appears to givet_h's choice. Flr_st, there is mf_ormatlon about the glass_ tr_an5|-

reproducible and consistent results within a simulated timdion to be obtained frong(7) in all ranges ofr. Second it is

of the order of the barrier penetration tinme a r_elatlvely_ easy quantity to extract from the results of simu-
The previously defined characteristic timeg, 7, andr, lations. Thqu,g(r) is approximately related to the results of

separate the time intervals from which information may beSOme experimental measurements.

obtained. In the shortest interval, for whitk r, the atomic In the Mossbauer effect, for example, the energy spectrum

motion is essentially ballistic. The velocities can be consid-Of emitted y rays is the Fourier transform of a quantity that

ered constant, and the mean squared deviation of an atofiPntains the correlation functioge'*"("e"""(®). If one

from its initial position increases quadratically with time. We ignores the quantum-mechanical commutatorr(f) and

define this mean squared deviation as r(0) this becomege'* (71 1) wiith the further approxi-
mation that the dynamics of the system can be represented as

) an assembly of harmonic oscillators in thermodynamic equi-
g(r)=([r(t+7n)—r(t)]%), (D librium, the correlation function becomes equal to
exp(— zk*([r(7)—r(0)]%)) [10].

where the average - - ) is over all atoms and all times t, and In order to interpret the form ad(7) obtained from simu-
wherer is the position of an atom. lations or experiment we need a theoretical model capable of

As t approachesr,, the quasiharmonic restoring forces exhibiting the principal features found in this function. The
come into play, ang)(7) starts to flatten. For a perfect har- Mdel we take is one in which the motion of an atom is
monic systemg(7) would tend to a constant asbecomes dominated by harmonic-oscillator-like vibration. Onto this is
much larger thanr, but in a real glassy system the slope superimposed a random displacemey(t) of the center of

remains small but nonvanishing. At the glass transition wehe oscillator. The displacement is then
expect some softening of these restoring forces, and so a
shift in the location in time of the transition from ballistic to r(T):E FqCOS wqT+ ¢bg) +14(T) 2
quasiharmonic motion provides the first indicator Tgy. q

At times larger tharrg but smaller tharr, the atoms are,
for the most part, oscillating about their equilibrium posi-
tions. The anharmonic content of this motion increases rap?
idly as the temperature is raised to approdgh and this is 1
reflected in both the thermal expansion and the mean squared  ([r(7)— r(O)]2>=< R(7)+ >, 2rq Sin(iqu)
displacement. The study of this regime has the advantage q
that long simulation runs are not required, but has the disad-
vantage that the results are not very sensitive to small X sin
changes in temperature. One is detecting the fact that the

2

) o
potential wells in which the atoms move are not parabolic, . _ .
but exhibit a softening as the amplitude of vibration in- WIth R(7)=r4(7)—r4(0). On averaging over the random

creases. The atoms may even make excursions into regioHQases’ which is equivalent to integrating over all the various
in which the curvature of the potential becomes negativedq. all the crossterms vanish, agein’(3wq7+¢g))=3. We
They are unlikely, however, at these early times to surmounare then left with
the potential maxima and drop into new positions of local
equilibrium. _ 2\ /R2 2y(1 _

It is in the range of times greater than that the most ([r(n=r(©H=(R (T)H% (rq>(1 CosweT). (4)
definitive signature of the glass transition can be observed.
Diffusion can then occur over significant distances, and so iBecause a glass is inherently disordered, the normal modes
is the mean squared displacemg(it) that is the appropriate will not be traveling waves, and no simple expressionrfpr
object for study in this regime. It does, however, require thgs available. In a classical Bravais lattice in thermal equilib-
greatest computing time, and can be subject to the greatedtim, each normal mode has eneiigyT, and so we would
statistical uncertainties. Nevertheless, self-diffusion is sdave
central to the concept of the glass transition that it is neces- 5 )
sary to pay particular attention to this process. (re) =keT/MawgN (5)

with r, the component in the modg of angular frequency
q and phasep,, from which

1
quT-i- ¢q
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with kg Boltzmann’s constant anidl the mass of each of the Calculating the exact potential energy of a system of mol-

N atoms in the lattice. For our disordered glass we assumecules is a formidable many-body problem, and so empirical
the existence of some average inverse mass*)=m~!,  methods are used to represent it as a function of the geomet-
and replace the sum overby an integral/ D(w)dw. Here  ric variables of the atoms involved. The parameters that are

D(w) is the density of states, defined as the sum over th@gmportant for the calculation of the potential energy are de-
classical normal modes of vibration given by the expressionermined using experimental and quantum-mechanical meth-
ods, and the equations and parameters used to define it are

D(w)=D, Sw—wg). ()  commonly called a force field.
q In general, force fields are developed to handle specific
classes of molecules. In the case of atomistic molecular dy-

We then have namics simulations the force fields used commonly represent
KeT [ Do) each atom in the system as a single point, and energies as a
ot f two-, three-, and four-particle interactions. The avail-
=(R? +if 1-coswr)dw. (7 sum ortwo-, ' © Ir-pat .
9(1)=(R%(7) mN w2 ( wr)dw ™ able atomistic force fields differ in the functional form of the

equations and in the parameter sets used in defining the po-
Both terms in this expression describe random displacetential energy surface, and tend to perform best for molecular
ments of a molecule from its initial position. The first term is systems similar to those used in their parameterization. The
associated with slow diffusive motion, while the second isavailable force fields range from the rather simple Dreiding
due to motion that is initially more rapid, but which is lim- force field [11] to the more elaborate COMPASS
ited to small distances. At short times< 7y we can ignore  (Condensed-phase Optimized Molecular Potentials for Ato-

R(7) and expand the cosine to find mistic Simulation Studigs[12]. This latter force field has
) 4 several advantages. It avoids, for example, a shortcoming of
kgT , O°T many other fields in which the parameters are found by fit-

g(7)= D(w)| 7°— dw. (8) . ound by
2mN 12 ting room-temperature crystal data to energy minimizations

performed at zero temperature. On the other hand, its more

This is conveniently written as elaborate nature and its inclusion of off-diagonal cross-
coupling terms make it slower in operation. There is, thus,

g(r) 3kg T ) always a trade-off between simplicity and accuracy in choos-

T2 = ﬁ( TN D(w)d“’)- ©) ing among the available force fields or in developing a new
one. In our case, on the basis of our previous experience

When this quantity is plotted as a function o its slope at [13—19 we chose the Dreiding force field applied in the
vanishing+? thus gives an approximation to the second mo-commercial software packada6) CERIUS’ throughout the

ment of the vibrational density of states. Any change in the>mulation. Details of the form of the energy terms in the
effective stiffness of the restoring forces of the type to pePreiding force field are given in our previous publications

expected at the glass transition should be observable as[%@__la'_ . .
change in this quantity. Historically, several different ways of generating the start-

At times much larger thanr, the oscillatory term in ing set of atomic coordinates for molecula_lr.(jynamic.s simu—
Eq. (5) gives a negligible contribution, and we find lation have been used. For our case, t_he initial configuration
was generated in two steps. First, using ¢ERIUS amor-
g(7)=(R¥(7)) +kgT/mw?, (10)  phous builder, 4086 atoms assembled into 18 chains of syn-
diotactic PMMA of degree of polymerization 15 were en-
with wp a characteristic frequency that is of the order of theclosed in a cubic cell with a density chosen to be equal to the
Debye frequency of the polymer. The important point here is£xperimental value. To avoid surface effects, periodic bound-
that the second term on the right-hand side of EB).is  ary conditions were used. The potential energy was then
independent of. It can then, in principle, be subtracted from minimized to produce an initial configuration for the molecu-
the observed(7) to yield the form of(R?(7)), which is the  ar dynamics simulations.
quantity of interest for diffusive processes. In integrating the equations of motion, a key parameter is
the integration time stefit. Since it has to be small enough
for the fastest modes to be handled accurately, we chose a
time step of 2 fs for all simulations. The initial velocities of
Atomistic molecular dynamics is the most straightforwardthe atoms were assigned using a Maxwell-Boltzmann distri-
method for studying the motion of individual particles. Its bution at the desired temperature but with the constraint that
essential elements are the potential endigy the interac- the velocity of the center of mass of each molecule should be
tion potential for the particles from which the forces can bezero. The simulations were carried out at constant number of
calculatedl and the equations of motiofNewton’s or any atoms, constant volume and constant temperature, and each
other formulation of the classical equations of mojitinat ~ atom was allowed to interact with only the nearest image of
govern the dynamics of the particles. Being deterministic, iteach other atom in the periodic array formed by the bound-
requires knowledge of the initial positions and velocities ofary conditions. The coordinates of each of the atoms were
the particles. then saved every 1 ps for later analysis.

IV. DETAILS OF THE SIMULATION
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The simulations were performed in a system held at con- o[ Lo T T T T
stant volume. The reason for this choice is that the alterna: E
tive option of a system at constant pressure requires the de 109 ek T=684 K
termination of a different value of the volume for each
temperature studied. Because of the limited size of feasible ~10" .
model systems there are fluctuations in the calculated vol- g 10° ]
ume that lead to unacceptable inaccuracies in the calculatiol £
of any other property of the systefi2]. In order to take o, 2 :
advantage of the high precision available in the computation 10 / =
of the mean squared molecular displacements it was, thus /
necessary to maintain a fixed volume of the cell in which the 7
polymer was maintained. 10° .

There is also another reason for maintaining constant vol- ]
ume that is quite separate from issues of computational pre
cision. If the volume were allowed to increase and a glass N T
transition were observed, it would be unclear whether the 19 10?2 10" 10° 10' 102 10°
phenomenon was merely a consequence of thermal expar time (ps)
sion, or whether it was a manifestation of some truly coop-
erative behavior. By maintaining a constant volume in the FIG. 1. Atomic mean squared displacement evaluated at ten
simulations we avoid this ambiguity. different temperature®97, 324, 346, 396, 415, 436, 472, 509, 599,

It was essential to make sure that the simulated systerand 684 K. Inset: same quantity at the highest temperature studied
was equilibrated at all temperatures studied. Particularly abut with time starting from 1 fs to show the ballistic region clearly.
low temperatures the system may not be equilibrated if it is
not run beyond the long relaxation times that may exist atvherer;(t) is the position of théth atom at time t and- - -)
these low temperatures. In order to overcome this problerdenotes the average for all PMMA constituent atoms as well
we first annealed our system through range of temperaturess for all time origins available within the simulation. Simi-
for a total of about 5 ns. We then performed long simulationlarly, the mean squared displacement of individual mono-
runs of duration up to 1.8 ns at ten different temperaturesners is
ranging from 297—-684 K. Since the volume was the same at
all temperatures, it was not necessary to generate starting 10°
configurations at each new temperature. Instead we equili-

2 el
10" time (ps) 10

brated at each new temperature the configuration that was 10 (a) T=684 K ]
generated and equilibrated at the previous temperature. In

order to test that equilibrium had actually been attained at »

each temperature, we compared average mean squared dis- g 19

placements of the atoms calculated at that given temperature £ = ——
but using different time origins for the 1.8 ns simulation run. 10" T=297K 3

If the system is not in equilibrium then the calculated mean ]
squared displacements for that given temperature would w't 4 4
show some dependence on the starting time. In our case, the ( E
differences among the calculated mean squared displace-
ments at a given temperature were found to be within statis-
tical uncertainty.

V. RESULTS AND DISCUSSION

Time dependence of the mean squared displacermbet
overall dynamics of polymeric systems is reflected in their
self-diffusion behaviof17]. This can be most conveniently
extracted by calculating the mean squared displacement from
molecular-dynamics generated trajectories. In our case, since
we have information at the atomistic level, we can study the
dynamics of our polymer system at different length scales.
For this purpose we define three different mean squared dis-
placements, ranging from the atomic to the molecular. L e sl

The mean squared displacement of individual atoms is 10° 10” 10° 10 10° 10°
evaluated as time (ps)

FIG. 2. Mean squared displacements as in Fig. 1, but for dis-
go()=([ri(t)—r;(0)]1% (1)  placements of center of mass @ monomers andb) polymers.
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FIG. 3. At short times the mean squared displacengg(tt) of

g FIG. 4. Reduced mean squared displacement&fatomic, (b)
the center of mass of polymer molecules can be expanded in powerrﬁonomeric andc) polymeric motion. These plots differ from those
of 72. Plot (a) shows the initial slope ofi,(7)/T?, and is an indi- ' poly . p

cation of the softening of phonon modes with temperature. (Bjot in Figs. 1 and 2 in that the vibrational contributions have been

is for the monomeric functiog,(7)/T 72, and shows possible signs subtracted.
of a change of slope around 400 K. of magnitude than those needed to examine the diffusive
regime. It would thus be highly desirable if information
g1(t) ={[rj k() =1 x(0)]?), (12)  aboutT, could be extracted from such brief simulations. A

steady decrease with temperature is observed, but unfortu-
nately, no distinctive changes mark the locatiorTgf Simi-
lar data for the initial slope off;(t)/T+? are shown in Fig.
3(b). While there is a possible indication of a change in slope
_ 2 of this curve between 350 K and 400 K, the behavior is not
%) =([r(O =0T, (13 pronounced. We thus conclude that to demonstrate the use of
wherer,(t) is the position of the center of mass of tklh ~ mode softening as an indicator of the glass transition will
molecule(polymer chain at timet. require better statistics than were available from the smaller
Figure 1 shows the atomic mean squared displacement &/mber of runs that we performed.
a function of time, evaluated at ten different temperatures As the time increases, and we leave the ballistic region,
ranging from 297 K to 684 K. Figure 2 shows the corre-the curves in Figs. 1 and 2 start to flatten out. For low tem-
sponding monomeric and molecular mean squared displac@eratures the slope gf(t) becomes small in all three cases,
ments. As expected, there is an initial ballistic region, duringout for high temperatures the plots then start to rise again,
which g(t) grows ast?. This regime lasts for only a few curving upwards in such a way that no well-defined power
femtoseconds in the case of the atomic displacement ddaw can be assigned. At this point we recall the theoretical
scribed bygy(t), as the vibrations of the hydrogen atoms areanalysis, in which it was pointed out in E(B) thatg(t) is
very rapid, and is visible in only the lower left corner of the likely to be the sum of a diffusive term and a constant at
inset in Fig. 1. The ballistic regime is most pronounced in thelimes greater tham,. It is, thus, appropriate to isolate the
molecular mean squared displacemgsitt) where it persists ~ diffusive part before making the type of logarithmic plot
for hundreds of femtoseconds. shown in Figs. 1 and 2. Accordingly the constant terms were
From the data we can examine the softening of the vibraidentified by extrapolating to zero time the linear regions of
tional modes as the temperature is increased. The quantifo, 91, andg, occurring between 10 ps and 40 ps. Subtrac-
0,(7)/T7?, whose character was suggested in [ g.has the tion of the numbers given by these intercepts then yields new
initial slope plotted in Fig. @). These data were obtained functionsgg, g, andg,, which we expect to be better rep-
from runs of only a few hundred femtoseconds, and thusesentations of the mean squared diffusive displacements
required computational resources smaller by several ordefR?(t)). These results are shown in Fig. 4. We see immedi-

wherer; (1) is the position of the center of mass of tjta
monomer in thekth molecule. Finally, the average mean
squared displacement of individual molecules is
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FIG. 5. The three mean squared displacemenys §,, andg,) FIG. 6. As in Fig. 5, but for the reduced mean squared displace-

replotted as a function of temperature at four different observatio"€Ntsdo. 91, andgy.
times.
We can also make use of the reduced mean squared dis-

ately that linearity has been restored to these curves in thislacementsg,, g;, andg, to make a more refined determi-
log-log plot, showing that the diffusive component of the nation of T,. This time we plot in Fig. 6 values found at
mean squared displacement is following a power law withfixed times from Fig. 4 as functions of temperature. We now
time whent> 7. see a very clear transition that is common to the atomic,
At the highest temperature considered, which was 684 Kmonomeric, and polymeric functions, but which is most pre-
the slopes of all three functiong,, g;, andg, on these cisely seen in the polymeric reduced mean squared displace-
log-log plots are very close to unity. This indicates that thement. The plots each consist of two linear regions that inter-
regime has been reached where simple random-walk diffusect at around 3362 K. We identify this temperature ds; .
sion occurs. At lower temperatures, however, the slope is The fact that our numerical result oy, is in good agree-
smaller, decreasing to a value close to 0.5 at most of thenent with the experimental value of about 397 ¥9] must
lower temperatures. This behavior is somewhat unexpectethe taken as largely coincidental for two reasons. First: the
While variation ag is expected for free diffusion and varia- force field used is not expected to be accurate to better than
tion ast®® is predicted in the Rouse moddl8], variation as  a few percent in an application like the present one, in which
intermediate powers df does not emerge from any simple it is the differences in depth of adjacent potential wells that
theory. determine the diffusion rate. The second, and more impor-
T4 from the temperature dependence of mean squared digant, reason is that the diffusion rate is expected to depend on
placementFigure 5 shows the mean squared displacementthe degree of polymerization, and our chains were compara-
of Figs. 1 and 2 replotted as a function of temperature atively short, consisting of only 15 monomer units. According
different observation times for the three different cases, all ofo Fox and Flory[20], the value ofTy should decrease lin-
which show the same behavior. The characteristics of thearly with inverse molecular weight. U al.[19] suggest a
mean squared displacements at low temperatures are digalue for the slope of this line of 9400 K on the basis of
tinctly different from those at high temperatures. The changextrapolations of their calorimetric measurements. Applied to
in slope of the mean squared displacement as a function afur system this would suggest a value Tgrof about 340 K,
temperature in all the three cases and for all of the foumaking our result an overestimate of about 16%. It can be
chosen observation times occurs around the same tempemempared with some previous work by Solddgdd, who
ture. The mean squared displacement is proportional to Tound T for chains of 100 monomers to be 485 K, which is
(which is expected for a harmonic oscillatop to about 395  25% larger than the experimental value of about 387 K. He
K, beyond which it increases far more rapidly with tempera-attributed this high value of ; to the extremely rapid cool-
ture. We then tentatively identify the glass transition tem-ing rate used in the simulation, and also to his comparatively
perature for our system to be 395 K. short simulation run of 110 ps. Soldera worked at constant
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FIG. 7. The van Hove self-correlation function for=R97 K, FIG. 8. As in Fig 7, but for 468 K, far aboveT.

the lowest temperature studied, shown for different values of the

; —pr2
time t, for (a) hydrogen atoms only, angh) monomeric center of Figure 7 shows the values &¥(r,t)=4mr"Gy(r,t) for

mass. (a) hydrogen atoms an(d) monomers at ¥297 K, the low-
est temperature studied. The van Hove function for the car-

pressure rather than constant volume, as his method was 9N atomsnot shown herghas the same single-peaked form
as the monomer case and is not of interest for the present

find T fr_om_ '_[he coefficient of the thermal expa_nsion. study. In both cases in Fig. 7, with increasing time the posi-
T_he significant aspecF of the pre§ent paper is not the NYons of the peaks do not shift, indicating that the diffusional
merical value .OfTQ predicted, as this is dependent on .themotion is completely arrested at this temperature. For the
type of force field used. The real strength of the technlqu%ase of the hydrogen atonf(r,t) consists of two well-
useq here lies in the unambiguous nature .of the predictiofqfined peaks with time-indepeﬁdent positions.
obtalned from the reduced mean squared displacement func- o presence of a second peakFir,t) is of particular
tion g(t). The subtraction of the harmonic component of thesignificance, since it is usually cited as evidence of hopping
mean squared displacement prior to constructing the log-logrocesses. This has been confirmed for the case of soft-
plot as a function of time appears to be a powerful tool withsphere binary liquid§21—-25. In polymeric liquids[26] the
which to extract new information. presence of hopping processes will modify the prediction of
van Hove correlation functianFor temperatures below the simple mode-coupling theory in which these effects are
Tq, we note from Fig. 5 that the atomic mean squared disheglected, and provides a possible mechanism for the blur-
placementyy(t) increases much more rapidly with time than fing of the sharp glass transition predicted by the idealized
do either the monomeric or polymeric functiomg(t) and ~ Mode-coupling theor}27,28. The absence of a second peak
g-(t). The small magnitude of the displacements suggest@as been taken as evidence that.hoppmg process do not occur
that some minor cooperative rearrangements of the constitli8,28l- In our case, however, we interpret the second peak as
ent atoms within a monomer might be responsible. We, thug€sulting from the rotation of the GHroup, since it occurs
require another tool with which to study this phenomenon. atr~0.18 nm, which is the distance between the H atoms in
Much useful information about the space and time depenth® CH; group. As expected, this feature is absent from the
dence of atomic and monomeric motions can be found froninonomeric probability distribution. Bead-spring models of

the self-part of the van Hove space-time correlation functiorPolymers will not show this distinction, which can only be
defined as seen from the atomistic van Hove correlation function.

Figure 8 shows the values &f(r,t) at T=468 K, far

Gy(r,t)=(8(r—r;(t)+r;(0))), (14) aboveT. In this case the second peak for the hydrogen
atoms has disappeared and the first peak for both cases is
wherer;(t) denotes the position of atom or molecul&t  now moving towards large values of r agcreases. At this
time t andr=|r|. This gives us the probability density of temperature other additional degrees of freedom are present,
finding an atom(monomey at a distance at timet if the  and effects due to the rotation of the ¢group are no longer
atom (monomey was observed at=0 at timet=0. significant.
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VI. SUMMARY AND CONCLUSIONS correlation function for atomic motion indicated that rotation

We have performed atomistic molecular dynamics simu-Of methyl groups was a likely source of some of the low-

lation to examine the glass transition in syndiotactic PMMA temperature atomic motion.
The model system consisted of 18 chains of PMMA, with Overall, our results indicate that molecular-dynamics

dearee of polvmerization 15. with periodic boundar Conoli_simulations can provide useful information about the nature
g poly ! P y f the glass transition in polymers in computational runs of

tions applied. From the atomic trajectories that were Obtameﬁwodest size. Use of an uncomplicated force field is helpful in

in the simulations, we calculated atomic, monomeric, an ; e . . .
) ; reaching the diffusive regime with modest computational re-
molecular mean squared displacements to characterize tt%

dynamics of our polymer system at different length scale Burces. Subtraction of the oscillatory contribution to the
S . “notion is a useful tool with which to reveal the time varia-
and in different time ranges. tion of diffusive displacements

A theoretical analysis indicated that it might be fruitful to '
subtract from the mean squared deviation the expected con-
tributi_on from ogcillgtory m_otio_n. When this was d_one the ACKNOWLEDGMENTS
remaining contribution, which is attributed to diffusive mo-
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