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Weighted density-functional theory for simple fluids: Prewetting of a Lennard-Jones fluid
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The prewetting of a Lennard-Jones fluid is studied using weighted density-functional theory. The intrinsic
Helmholtz free-energy functional is separated into repulsive and attractive contributions. An accurate func-
tional for hard spheres is used for the repulsive functional and a weighted density-functional method is used for
the attractive part. The results for this theory are compared against mean-field density-functional theory, the
theory of Velasco and Tarazon&. Velasco and P. Tarazona, J. Chem. Pi®s.7916 (1989] and grand
canonical ensemble simulation results. The results demonstrate that the weighted density functional for attrac-
tive forces may offer a significant increase in accuracy over the other theories. The density-functional and
simulation results also indicate that a previous estimate of the wetting temperature for a model of the interac-
tion of argon with solid carbon dioxide, obtained from simulatiphsE. Finn and P. A. Monson, Phys. Rev. A,

39, 6402(1989)], is incorrect. The weighted density-functional method indicates that triple-point prewetting is
observed for this model potential.
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[. INTRODUCTION density profiles and adsorption isotherms are compared at a
reduced temperatur€* =kgT/e=0.88 (¢ characterizes the
This paper continues the investigation of the performance@rgon-argon interaction strengthg is Boltzmann's con-
of a weighted density-functional method for simple fluids. Instanj. It is demonstrated that the weighted density-functional
previous work[1], this method was applied to supercritical method is more accurate than the other theories in this test.
adsorption of a Lennard-Jonds)) fluid in a slit pore, mod- Then the line of prewetting transitions for this model is de-
eling the adsorption of ethane in a graphite slit, and wagermined. It is shown that the wetting temperatiiig pre-
found to be more accurate than mean-field density-functionalicted by density-functional theory is significantly below that
theory and in good agreement with simulation results. Thigredicted by Finn and Monsof¥] from their simulations.
paper demonstrates that this method, with some sensibEhey predicted T}, =0.84+0.01 for this system using
modifications, may also perform well for subcritical fluids. NPTMC (constant pressure normal to the solid surface
In particular, it is shown that the prewetting surface phasesimulation while DFT evidence from this paper indicates
transition is predicted more accurately by this method thanriple-point wetting, i.e., prewetting is observed at tempera-
by mean-field density-functional theory or the method of Ve-tures close to the triple-point temperature. By performing
lasco and Tarazor{2] for a model of the interaction of argon additional simulations for prewetting of a Lennard-Jones
with solid carbon dioxide. Indeed, the results of this methodluid at T* =0.75, it is shown that, contrary to the claim of
are in good agreement with simulation results. Finn and Monson, prewetting states for this model are ther-
Prewetting has received much attention in recent decademodynamically stable for this temperature, i.e., tig}
and there exist several excellent revig®} Briefly, aline of  <0.75, and that the wetting temperature predicted by Finn
prewetting transitions is thought to originate at a first-orderand Monson is incorrect. However, this paper does support
wetting transition at the wetting temperatufg and termi-  the significant conclusion of the work of Finn and Monson
nate at a surface critical point at a temperatdig. A  and Fan and Monsofi7,8], namely that prewetting transi-
prewetting transition is signalled by a discontinuous jump intions may be observed with Monte-Carlo simulations. This
adsorption as the chemical potential approaches the coexisiesolves earlier discussid®,10] concerning this issue and
ence chemical potentiaks,(T), with the bulk fluid being also has consequences for other simulations of similar sys-
gas. The jump in adsorption corresponds to a jump from aems[11].
thin adsorbed film to a thick adsorbed film at the surface.

After prewetting, the film thickness continues to increase as Il. THEORY
the chemical potential approaches,(T), and it eventually
diverges atug,(T). For an introduction to the theory of this paper, see refer-

For a review of the fundamentals of density-functionalence[1]. For each theory in this paper, the intrinsic excess
theory (DFT) and an introduction to this paper, the reader isHelmholtz free-energy functional is separated into repulsive
referred to previous work1] and other detailed accounts and attractive contibutions
[4—6]. This paper proceeds as follows. The next section de-
scribes the theories employed, with particular attention de- F[p(F)]zF,ep[p(F)]+Fatt[p(F)]. 1)
voted to the construction of the weighted density-functional
theory method. These theories are then compared with simtFhe LJ pair potentialg, j, is separated according to the pre-
lation results for prewetting of a Lennard-Jones fluid model-scription of Woeks, Chandler, and AndersgNDA) [12,1].
ing the interaction of argon with solid carbon dioxide. First, The repulsive functional is approximated by the fundamental
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measure functiongdFMF) for hard spheres of Rosenfeld and C. A weighted density method for attractive forces
of Kierlik and Rosinberd13]. The effective hard-sphere di-

ameterd entering the hard-sphere functional is calculated
according to the Barker-Hendersd@H) prescription[14,1].

Weighted density approximatio@VDA) theories have
previously been applied to the hard-sphere flldd—-19.
The weighted density method that forms the focus of this
paper is essentially a method for implementing a WDA-type
A. Density-functional mean-field theory functional for fluids for which an accurate equation of state is

Density-functional mean-field theorgDEMFT) is well known but the pair-direct correlation function may be accu-
known and details for this theory may be found in referencdately determined by numerical methods only. It gives good

[1]. DFMFT may be derived from a perturbation expressionr€sults for super-critical adsorption of a Lennard-Jones fluid
[1]. It is similar to the method of van Swol and Henderson

11 . I [20], and there are also interesting parallels with the work of
Efo daf drlf drap(ry) Kol and Laird and otherf21] who investigate the freezing of
soft spheres.

c ) a@(r, 1. The WDA for the attractive functional is developed quite
Xpr)g7rL T2 fo) Pan(T2d) @ generally and could be used to describe both attractive and
repulsive forces. However, it is recognized that the inherent
approximations in the WDA method will generally not be as

1 >\ accurate for repulsive forces as established repulsive func-
FLp(1)]=Freplp(r):d] tionals[13,22,23, and so in this paper, the WDA method is

1 - . - applied to attractive forces only.
+§J drlf drap(r)p(ra)dan(rz). (3 The excess Helmholtz free energy is approximated by a
weighted density functional given by

For the Lennard-Jones fluid, the bulk-fluid equation of state

(EOS generated by DFMFT, with the repulsive functional Fex[P(F)]:f drp(r)We,(p(r)), (5)
approximated by the hard-sphere functional of Rosenfeld and

Kierlik and Rosinberg and given by the BH expression is where V., is the excess Helmholtz free energy per particle
not very accurate. For this reason, methods have been sug- ex

gested that modifyl [15,16 to improve the bulk EOS. gf? bL(JjIkbeuid with densityp. The weighted density(r), is
efined by

F:Frep+

by settingg‘®(r,,r,;¢,)=1. This gives

B. The method of Velasco and Tarazona

Another method for improving the bulk fluid equation of P(rl):f drap(ra)W(ri;p(ry)), (6)
state generated by DFMFT at subcritical temperatures has
been employed by Velasco and Taraz¢@h They studied where w[r,;p(r;)] is a normalized, density-dependent
the adsorption of the Lennard-Jones fluid with @h hoc  weight function. The weight function is itself determined by
form for an “effective” attractive interaction. By appealing requiring the functional to generate accurate pair-direct cor-
to the perturbation expressiof2), for the Lennard-Jones relation functions for all uniform densities, i.e.,
fluid they suggest that the “effective” attractive interaction
be defined by

—Blc(z)(rlz;p)=‘l'éx( onry) + 5p(r2)>

ban(r)=0, <\ Sp(ry)  Sp(ry)

=4e(\(alr)2—(alr)®), AYg<r=<r, . 5p(r3) Sp(rs)
+p‘l’gxf dr3 > >
=0, r=r, (4) op(rq) op(ra)
where\ andd are determined to ensure that the bulk equa- / . 8p(ry)
. . - +p\I,eX dr3 > > (7)
tion of state generated by the DFT yields accurate densities 8p(ry)dp(rsp)

for coexisting liquid and gas. With this choiag2)(r) is the

same for all fluid states on an isotherm, has a “correlationwhere’ and” indicate the first and second derivatives with
hole” for r* <AYS, and a minimum at* =(2\)¥® of mag-  respect to density and all quantities are evaluated for a uni-
nitude —e/\. This method has been used to explore theform density.

prewetting transition of a Lennard-Jones fl{iidD]. Because By expanding¥ ., c®(r), andw(r;p) as power series
this approach is parametrized by fitting to reference thermoin density, Eq.(7) may be solved to findwv(r;p). This is
dynamic data, it generally offers an improvement overessentially the approach first used by Tarazona and Evans
DFMFT for thermodynamic quantities, such as the adsorpf18] in which terms up to second order in density were de-
tion, for this problem. However, this is achieved at the ex-termined. When the bulk-fluid pair-direct correlation func-
pense of structural accuracy for dense fluids and it is notion can be determined approximately onlynatonzero den-
clear how this method can be adapted to a wider range ddity points (p; with i=0, . .. n) the weight function may be
fluids or phenomena. approximated by anth-order expansion in density
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W(FJP):i:EO p'wi(r). (8)

However, it becomes increasingly difficult to find the solu-

PHYSICAL REVIEW E 65011102

+AK) the solution forw,(k) is used as the initial point for
the first iteration of the Newton-Raphson methadd(is the
k-space mesh spacipgv, (k) is determined fronw,(k) by

tion set of weight functionsy; , asn increases. In this paper, W1(K)=[X1+Y1W(K)+2z,w,(k)?]"*~[by+eyw,(k)]/2f ;.
two versions of the theory are presented. The first assumes a (19

linear approximation fowy, i.e.,
wW(r;p)=wq(r)+pwq(r), 9

and this is the version that was used in previous wdrk

Finally, the remaining parameteps must be determined.
In previous work, arad hocrelation is suggested for the case
whenn=1,

concerning supercritical fluids. The second version assumes

a quadratic approximation faw, i.e.,

W(r;p)=Wo(r)+pwy(r)+p?wy(r), (10

and this version forms the focus of this paper.
With an analytic approximation fo¥ ., and withc®)(r)

determined approximately athonzero bulk densities, where
n=1 for the first version and=2 for the second version of

the theory, the system of equatiof¥s and(8) may be solved
at p; . The weight functions fon=1 are given in Ref[1].

[ a1 io)

pP1= R R
| ai1vo

(16)

This forces the functional to generate accuref@(r) for
uniform densities close tp(r’) wherer’ is the position in
the fluid where the structure is most inhomogeneous. With
this choice forp,, the complete functional avoids reference

For n=2, numerical methods are required to find the solu+q the pulk fluid that could lead to thermodynamic inconsis-

root of the equation fow,,
[Xq+ yaWa(K) + ZaWo(K) V2= [ x5+ y Wl K) + Zawa( k) 2] V2
+u+ow,(k)=0, (1)
where
u=(b,/2f,) — (by/2f,),
v=(e,/2f,)—(e,/2f,),
xi=[— Bc®(k;p;) —a;+ (b4f)/f;,
yi=[(bie;/2f)—d]/f;,
z=[(e?14f)— g ]/f;, (12
with
a;=24" (pi)Wo(K) + pi¢/ (pi)Wo(K)?,
bi=2pi¢ (pi) + 2074 (p)Wo(K),
di=2p2¢" (pi)+2p3 0" (pi)Wo(K),
&=6p ¢ (pi)+2p] ¢ (pi),
fi=2p20’ (pi)+ {0/ (pi),
9i=4p &' (p)+ PPy (pi),

wherewg(r) is given by

13

Wo(r)=—Bc@(r;p=0)/2¥. (p=0), (14)

is likely that p, defined by Eq(16) will sometimes take on
values between the bulk gas and liquid coexisting densities.
This would have the consequence that the ing(r;p;)
could be unobtainable, or inaccurate, for some fluid states.
Instead, this paper fixgs to be equal to the coexisting gas,
pg. Or liquid, p;, densities. Fon=1, two sets of results are
obtained, one set with, = py and the other witlp, = p, . For
n=2 results are obtained with;=py and, initially, p,
=P

In this paper, the functional described above is employed
for the attractive functional of the LJ fluid only by exchang-
ing all occurrences,,, ¥, andc® in Egs. (5) to (15)

With Far, Waq=¥ ~Wpyys, and cl=c®—cls, re-
spectively, where PYHS denotes the Percus-Yevick hard-
sphere quantity. These equations require thaf is consis-
tent with c(®)(r;p,). However, there does not yet exist an
accurate analytic EOS for the LJ fluid that is also consistent
with accurate pair-direct correlation functions. To force a so-
lution to Egs.(14) to (15), the inputc{?)(p;) are manipulated

by simply scaling them by an appropriate factor so that they
do agree withV ;. The presence of square-root terms indi-
cates that Eq914), (11), and(15) might not have real solu-
tions for some fluid systems. However, in this paper no such
difficulties are encountered for the LJ fluid.

So, the complete description for this WDA method is
given by Eqgs.(5) and(6), with Eq. (9), (14) and p,=pg4 Or
p1=p; for n=1, and Egs.(10) and (11) to Eq. (15) with
p1=pg and(initially) p,=p, for n=2. Forn=2, the WDA
method is similar to the approach of Tarazona and Evans for
hard sphere$18], except that nonanalytic expressions for
c® may be used as input. It would be an interesting exercise
to apply the quadratic form of this WDA method to hard
spheres and compare its performance with the hard-sphere

i=1,2, andk indicates the Fourier-transformed quantity. Forfunctionals of Tarazon§l18] and of Rosenfeld and Kierlik

k=0, the solutionw,(k=0)=0 is enforced, and fow,(k

and Rosinberd13].
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IIl. PREWETTING OF A LENNARD-JONES FLUID TABLE |. Gibbs ensemble resultSim) compared against re-

sults from the equation of sta(EOS (19) for coexisting liquid and

The above theories are tested by comparing their resuligas gensities and pressure for the LJ fluid, truncated but not shifted
for prewetting of a Lennard-Jones fluid against computery x5 5 The numbers in brackets are statistical errors to 1 s.d. in
simulation results. Fluid-fluid and solid-fluid potentials are ine jast digit.
chosen to be the same as those used by Finn and Monson and
Fan and Monsoii7,8], and comparison is made with their pi or Py P ¥ P*.
work. Apart from truncation, these potentials are the same asr* (Sim) (Sim) (s.m) (EOS (EOS (EOS
those used in earlier work by Ebner and Sd&%| and oth-
ers[26]. 0.88 0.0211) 0.7222) 0.0141) 0.0216 0.725 0.0165

The pair-potential parameters are chosen to model the if2.75 0.0078) 0.7973) 0.00547) 0.0069 0.793 0.0048
teraction of argon with a solid carbon dioxide surface. Argon
is modeled by a Lennard-Jones potential, truncated;at

=2.5,

Application of the WDA method for attractive forces re-
quires the definition of¥,,(p) and c{2)(p;) for the bulk

o\ 12 [\ 6 fluid under consideration. In this paper, the equation of state
¢(r):4e[(—> _(_) . r=r, of Kolafa and Nezbed@28] is used together with a mean-
r r field correction to account for truncation of the Lennard-
=0, r>r, (17) Jones pair potentidll].

whereo and e establish the length and energy scales of the  W_.(p)=Y ;(p)—Vpyud p;d)— f drey (r).
potential. The carbon dioxide surface is modeled by a 9-3

potential, devoid of structure in theandy directions, (19
9 3 The Kolafa and Nezbeda EOS for the untruncated LJ fluid,
Vo (2)=e i(ﬂ _ (ﬂ 70 18  Yuu is accurate to within about 0.5% fB%, over the range
ex "5\ z z|) ) ' of temperatures studied in this paper. To assess the accuracy

of the mean-field correction for truncation of the potential,
with values for the parametersr,,=1.0962r and €, the coexisting densities and pressure for the truncated LJ
=2.64%. This argon-solid carbon dioxide interaction model fluid have been calculated from Gibbs ensemble simulations
is used here as a “toy” model because of its popularity, the[29] at T* =0.88 andT* =0.75. The results of these calcu-
relative abundance of reference results and because its sidations are compared to the predictions of E®) in Table I.
plicity allows the focus of this paper to remain on the per-They indicate that Eq(19) is sufficiently accurate.
formance of the competing theories. Recently, another model In this paper, the reference hypernetted-chd@iNC)-
potential for the interaction of argon with solid carbon diox- type integral equation closulé] is employed to generate
ide has been proposd@7]. Mistura and co-workers claim cgﬁg and a scaling methddising Eq.(7)] is used to enforce
that their model potential is more realistic than E§8).  consistency, i.e.,
They do not give details of their model potential, and so this

paper continues to employ the earlier versid®). This is c@r;p)=[c@nr;p)—c@udripi;d)]
not important for the purposes of this paper provided theory
and simulation employ the same model potentia). o —2BY 4l pi) — Br1Y ol pi)
Finn and Monsori7] performed NPTMC S|_mulat|ons for c@ k=0:p))— @) dk=0:p; ;d)
the above model system at temperatures in the rarge
=0.83 toT* =1.0. They estimated the wetting temperature (20

to beTy,=0.84+0.01 and the prewetting critical temperature

to be T%.=0.94+0.02. At T* =0.88, they observed prewet-

) s sulting from solution of the RHNC-type equation for the
ting to occur at a.reduged p'ressuRff =Po /6_0'01.45 truncated potentiall7). The RHNC-type integral equation is
+0.0005 by observing a jump in adsorption from a thin to Agimilar to that proposed by Rosenfeld0] except that the

thick film. Fan and Monsorn8] subsequently perfomed BH o .

. . 2 prescription ford, rather than a prescription suggested by
NPTMC simulations for the same system'lét‘t.—0.88 and Rosenfeld 30], is used. It consists of solving the Ornstein-
also calculated the surface tension to determine the therme,, .\ o equation for a bulk fluid with an Euler-Lagrange

dynamic stability of the thin and thick films. They found that closure where the bridge function is determined by the hard-

the thick prewetting film is thermodynamically stable for (. .o =viE of R fel Kierlik ROS|
pressures betwed?* =0.0149+0.0005 and the bulk satura- sphere of Rosenfeld and Kierlik and RosinbEtg,

tion pressure. In this paper grand canonical ensemble Monte o
Carlo (GCEMO) simulations have been performed to con- g(z)(r;pi)=exp( — B(p(r)— uHS(p; ;d))+J dr(p(r)—pj)
firm the results of Monson and coworkers. Monson and co-

wherec&,c denotes the pair-direct correlation functions re-

workers note that GCEMC simulations are expected to pro- BéFHS[ d]
duce larger density fluctuations close to the prewetting xc@)(r:pi)— —p _ (21)
transition than NPTMC simulations. 5p(r)
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TABLE II. GCEMC simulation results for a system modeling the interaction of argon on solid carbon
dioxide at the reduced temperaturé=0.88. The upper and lower sets correspond to simulations in which
the initial configuration is an empty box and a thick-film state, respectivglyaNdN,,, are the total number
of configurations and the number from which statistics are calculated, respectively. The corresponding den-
sity profiles are drawn in Fig. 1.

Exp(Bu*) pE p* [*=Tg? Y =vyo?le Nt/ 10° N/ 10°
0.01 0.0114®) 0.009363) 0.13713) 0.0854) 15 10
0.0115 0.01381) 0.010864) 0.1853) 0.1014) 5 4
0.013 0.0157) 0.012405) 0.272) 0.1306) 5 4
0.014 0.01741) 0.013446) 0.362) 0.15Q8) 5 4
0.0145 0.01781) 0.013986) 0.492) 0.1639) 10 9
0.0148 0.0184@®) 0.014296) 0.636) 0.171) 20 10
0.0148 0.0184@®) 0.014296) 1.82) 0.1603) 100 90
0.015 0.01801) 0.0145@6) 2.008) 0.182) 100 90
0.0155 0.01981) 0.015046) 2.608) 0.252) 100 90
0.016 0.02082) 0.015576) 3.52) 0.334) 100 90

Finally, the weight functions resulting from Eq44) to (15  transition afT* = 0.88. The simulation parameters and results
are truncated at. and rescaled to guarantee that the normal-are given in Table Il. Construction of interfacial tension iso-
ization conditions,w;(k=0)= 4, are satisfied § is the therms for the thin- and thick-film branches shows that
Kronecker-delta function prewetting occurs aP* =0.0145+0.0005, i.e.,p* =0.0189

In all calculations planar symmetry is enforced, a grid of £0.0007. This is in good agreement with the result of Fan
50 points pero is used and simple Picard iteration is em- and Monson,P* =0.0149+0.0005. The results for density
ployed to solve the respective Euler-Lagrange equations. profiles corresponding to the results in Table Il are shown in

Fig. 1 (note that the thin-film states &* =0.0141 andP*

A. Simulation details =0.0145 require large simulations with about 1000 particles
to obtain stable thin films These results are in good agree-
ment with the simulations of Finn and Monson and Fan and
Ilylonson, with the location and height of successive peaks

culated from GCEMC simulations of the bulk fluid. Thin- and troughs in the density profiles bearing close resemblance

film states are produced by initializing simulations with ant0 theirs. The density profiles shown may be grouped into

. o .. those with liquidlike density in at least the second layer ad-
empty box, while the thick-film states are produced by 'n"jacent and normal to the walthe thick-film prewetting

e o s e ptl IS hose Wi gasike densty  h second e
ypically P ‘thin-film state$. They clearly show a jump in adsorption,

The bulk pressure and interfacial tension are calculated b . R
integrating the Gibbs adsorption equatiésee Ref.[1]) rom approximately one to three liquidlike layers, as the bulk

along a continuous branch of an isotherm. Integration con- 2s
stants are found at one point on each isotherm branch b
calculating the pressure and interfacial tension from the
ensemble-averaged microscopic pair-virial expression. De-
tails of this method may be found in Ref81] and[8] for

the pressure and interfacial tension, respectively.

All GCEMC simulations in this paper are actually per-
formed using a slit of width 2@, with a hard wall opposing
the solid carbon dioxide surface. Bulk gas properties are ca

2|

B. Prewetting at T*=0.88

In this section, the density profiles and adsorption iso-
therms for prewetting of a Lennard-Jones fluid adsorbed by ¢
model 9-3 surface at a reduced temperaturé”of 0.88 are 05|
investigated. At this temperature, the equation-of-sta
predicts the bulk liquid-gas transition at the reduced satura-
tion pressureP},=0.0165. The corresponding liquid and °
gas densities argf =p,0>=0.725 andpg =0.0216, respec-
tively. This compares wittP3,=0.0157 predicted by Finn FIG. 1. Reduced density profiles for a system modeling the in-
and Monsor{ 7] using a modified Nicolast al. EOS[32]. teraction of argon on solid carbon dioxide at the reduced tempera-

Grand canonical ensemble simulation has been used tare T* =0.88. The density profiles correspond to GCEMC simula-
reproduce the results of Finn and Monson for the prewettingjion results shown in Table II. The dashed line is a metastable state.
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FIG. 2. As in Fig. 1, except that the density profiles correspond FIG. 3. As in Fig. 1, except that the density profiles correspond

to DFMFT results shown in Table III. to results obtained from the theory of Velasco and Tarazona shown
in Table IV. Dashed lines are metastable states.

pressure is increased towards the saturation pressure. They

also show that the prewetting states have structure normal

the wall on a length scale similar t9, and that this structure

decays with distance from the wall.

The density profiles for this system resulting from the
DFMFT treatment of attractive forces are shown in Fig. 2. It
shows a series of density profiles corresponding to a series ﬁ;
pressures approaching the bulk saturation pressure, wi
P%.=0.0141 using this theory. The corresponding coexistin

i it * _ *
kiucl)k()llg;'d and _gaT d‘l?nl;slltleﬁl arg, _%622 and pg di also shows that the theory is unable to accurately reproduce
e , respectively. Table il gives the correspondingy, o siryciure in the liquidlike film adjacent and normal to the
thermodynamic results. It demonstrates that this theory doqﬁa”' This is because the theory over-emphasizes pair corre-
not predict the prewetting transition @ =0.88, although lations in dense fluids.

the adsorptiqn does rise steeply in the region ff The density profiles for this system resulting from the
=0.0109, which corresponds pd =0.0135. Instead, the ad- \ypa method withn=1 are shown in Fig. 4. It shows two
sorption increases smoothly as the pressure is increased Qsrieg of density profiles corresponding to a series of bulk

wards saturation, which indicates that this temperature is SUsressures approaching the bulk saturation pressure, with
per critical of the prewetting critical temperature for this p* ’

. . =0.0165 using this th .Th di isti
theory. Figure 2 shows that DFMFT gives a reasonable acy sat using this fheory. The corresponding coexisting

- 0 . N
count of the structure in the liquidlike film adjacent and nor- _u(l)kozl'fg Idre:m:ct'ng $ﬁ25tltlisse?srpolf:ezjlfscc?rrr]gsp ¢ nd 1o
mal to the wall, although the density of this film is generally ; - <0 'ESPECUVEL. W u P

lower than that observed in Fig. 1. the two choices fop,, i.e., p;=pgy (dashed linesand p,

The density profiles for this system resulting from the

method of Velasco and Tarazona, with=d/¢o=0.9703 and TABLE IV. DFT results for a system modeling the interaction of
argon on solid carbon dioxide at the reduced temperafle

TABLE lIl. DFMFT results for a system modeling the interac- =0.88 using the theory of Velasco and Tarazona. The correspond-
tion of argon on solid carbon dioxide at the reduced temperaturéng density profiles are drawn in Fig. 3.
T*=0.88. The coresponding density profiles are drawn in Fig. 2.

t79=O.6566, are shown in Fig. 3. It shows a series of density
profiles corresponding to a series of bulk pressures approach-
ing the bulk saturation pressure, witf,,=0.0163 using this
theory. The corresponding coexisting bulk liquid and gas
nsities are; =0.725 andog =0.0208, respectively. Table
gives the corresponding thermodynamic results. It dem-
onstrates that this theory predicts the prewetting transition at
gP*=0.0140, which corresponds tp* =0.0176. Figure 3

p; P* ILL* I‘* ,y*

Ph il W =pale r v 0.01 0.00833  —4.146 0.1048 0.072
0.01 0.00826 ~4.16 0151  0.082 0.014 001141  —3.887 0.1859 0.1083
0.012 0.00979 —4.02 0321  0.111 0.016 001289 -3788  0.2546 0.1297
0.013 0.01053 -3.96 0576  0.137 0.017 001362 -3.744  0.3082 0.142
00133  0.01075 ~3.94 0719  0.148 0.018 001434  -3703 04034  0.1564
00135  0.0109 -3.93 0.93 0.157 00173 001384 -3.731 1.69 0.1312
0.014 0.01127 —3.901 1133  0.185 00175 001398  -3.723 1.828 0.1456
0.015 0.012 ~3.86 1494 0.5 0.018 001434 -3703 2135 0.1856
0.016 0.01271 ~381 1871  0.328 0.019 001505 —-3.664  2.786 0.2797
0.017 0.01341 ~3.77 2432 0418 0.02 001575  —3.628  3.88 0.3971
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25 T T T T T T T 25

FIG. 4. As in Fig. 1 except that the density profiles correspond FIG. 5. As in Fig. 1 except that the density profiles correspond
to results obtained from the WDA method with=1 shown in  to results obtained from the WDA theory with=2, p;=pg, p,
Table V. Solid lines correspond to the choigg=p, and dashed =p, shown in Table VI. Dashed lines are metastable states.
lines top,=pg.
The density profiles for this system resulting from the
=p, (solid lines. Table V gives the two corresponding sets of WDA method withn=2 are shown in Fig. 5. It shows a
thermodynamic results. The results with=p, show the ~Series of density pro_flles corresponding to a series of bu!k
adsorption increasing smoothly to a relatively small value aPressures approaching the bulk saturation pressure, with
bulk saturation. The results withy = p; show the adsorption Psa=0.0165 using this theory. The corresponding coexisting
increasing smoothly as the pressure approaches saturatidillk liquid and gas densities arg;=0.725 and pg
Figure 4 shows that witlp; = p,, the theory is able to pro- =0.0216, respectively. Table VI gives the corresponding
duce density profiles in reasonable agreement with the simihermodynamic results. It demonstrates that this theory pre-
lation thin-film profiles, but is unable to account for the thick dicts the prewetting transition &* =0.0149, which corre-
film. This is because pair correlations in a dense fluid cannosponds top* =0.0192. This is in good agreement with the
be accurately obtained by extrapolation about thospgat ~ simulation results of this paper and the work of Monson and
Conversely, witho; = p,, the theory is able to produce den- coworkers. Figure 5 also shows that the theory is able to
sity profiles in good agreement with the thick-film simulation reproduce the structure in the thick and thin films adjacent
profiles, but is unable to accurately account for the thin film.and normal to the wall with good accuracy.
Indeed, the theory witlp, = p, produces qualititively similar Figure 6 compares the adsorption isotherms resulting
results to DFMFT, i.e., neither theory is sufficiently accuratefrom simulation and the five theories described above. The
for low-density fluids in this prewetting test. WDA method produces an adsorption isotherm in good
agreement with the simulation. Small differences may be
TABLE V. DFT results for a system modeling the interaction of S€en in the neighborhood of the the prewetting transition.
argon on solid carbon dioxide at the reduced temperafiire The theory of Velasco and Tarazona predicts the prewetting
=0.88 using the WDA method with= 1. The upper and lower sets transition, but it is predicted to occur at a lower pressure and
correspond tg,=py andp;=p;, respectively. The corresponding the adsorption in the thick film is over estimated. The other
density profiles are drawn in Fig. 4.

TABLE VI. DFT results for a system modeling the interaction

P p* w* r* v of argon on solid carbon dioxide at the reduced temperattre

=0.88 using the WDA method with=2, p;=p4, andp,=p; .
0.01 0.00827 —4.159 0.109 0.0731 The corresponding density profiles are drawn in Fig. 5.
0.014 0.01128 —3.905 0.1931 0.1098
0.018 0.01411 -3.727 0.3475 0.1557 o p* u* r* v*
0.021 0.01613 -3.623 0.5859 0.2023

0.01 0.00827 —4.159 0.1095 0.0732

0.01 0.00827 —4.159 0.1229 0.0755 0.014 0.01128 —3.905 0.1985 0.1104
0.013 0.01054 —3.96 0.3152 0.1108 0.018 0.01411 -3.727 0.4158 0.1602
0.014 0.01128 —3.905 0.7003 0.141 0.019 0.0148 —3.69 0.565 0.178
0.015 0.012 —3.855 1.04 0.183 0.0195 0.01513 -3.673 0.6964 0.1889
0.016 0.01272 —3.809 1.515 0.2434 0.019 0.0148 —3.69 2.227 0.1658
0.018 0.01411 -3.727 2.103 0.3928 0.0195 0.01513 —3.673 2.482 0.2071
0.019 0.0148 -3.69 2.403 0.4756 0.02 0.01547 —3.656 2.751 0.2513
0.02 0.01547 —3.656 2.845 0.5656 0.0205 0.0158 —3.639 3.109 0.2992
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TABLE VII. DFT results for a system modeling the interaction
of argon on solid carbon dioxide at the reduced temperattire
T =0.88 using the WDA method with=2, p;=p,, andp,=pp,.
8 PE P* ,LL* 1"'* ,y*
=1 0.01 000827 -4159  0.1095  0.0732
0.014 0.01128 —3.905 0.1989 0.1104
0.018 0.01411 —3.727 0.4252 0.1607
s 0.019 0.0148 —3.69 0.5986 0.1791
. 0.0195 0.01513 —3.673 0.7828 0.191
0.0185 0.01446 —3.708 2.059 0.1437
o5 - 0.019 0.0148 -3.69 2.301 0.1834
0.0195 0.01513 -3.673 2.509 0.2255
o oor2 oota *o.olw o018 00 0.02 0.01547 —3.656 2.74 0.2699
Po 0.0205 0.0158 —3.639 3.067 0.3172

FIG. 6. Reduced adsorption isotherms corresponding to the re=
sults in Figs. 1-5 and Tables I1-1V. Solid symbols correspond to
the results in Fig. 1 and Table Il. The triangle denotes a metastablgjple point of argon -q-{\r:gg.g K [27]) corresponds td@;
Stﬁte- ?%ef: Symgo'i are thﬁ “:F;T'VLC ;esu'ésgf Fhag i:‘dd'vl'_o[@o” =0.67 with this EOS. The range of validity of this EOS is
Tesm,ong-ase,sor-ase an asn-dotted lines corrg- * H it ;
spond to the results in Figs. 2, 3, 4, 5 and Tables llI, IV, V, and VI, E.rgifc-t:adiiob[é?g‘!vllgot,)';I\r/ll(':i:-l;letzie(f”tlcealt:ieprlrzsg?:lltjrti:‘rs'l-
respectively. perature is estimated to B¢ = 0.72 within this theory. Thus,
T*=0.7 is expected to be close to the triple point of argon
theories fail to predict the prewetting transition at this re-ang Jower temperatures are not investigated.
duced temperature, but the WDA method witk 1 andp; With both of these approaches, prewetting is observed in
=p, is accurate for the thick film. A clear difference betweenthe region of the triple point of argon and so this model
all the DFT results and the simulation results is the rate opotential for argon on solid carbon-dioxide is said to exhibit
decay of thick-film density to the bulk gas density with in- triple-point prewetting. The prewetting surface critical tem-
creasing distance from the wall. It has been speculated th@ieratureT, is found to beT},=1.01=0.01 and 0.830.01
this difference is due to the influence of capillary way8].  for the WDA method and DFMFT, respectively. From their
NPTMC simulations, Finn and Monson predict the line of
C. The prewetting line prewetting transitions to begin &f, = 0.84+0.01 and end at

An important feature of the WDA method of this paper is Tsc=0-94+0.02. The theory of Velasco and Tarazona pre-
the choice forp;. In the preceding section, it was demon-
strated that the choige, = py andp,=p, leads to prediction 0055 ' - - ' -
of the prewetting transitionP* =0.0149 p* =0.0192) at 0.5
T* =0.88. This compares to the simulation result of Fan and s
Monson ofP* =0.0149*+ 0.0005 and the simulation result of
this paperP* =0.0145+0.0005 p* =0.0189+0.0007). But
for the remainder of this paper, the choigg=p,=(p,
+pg)/2 is used whergy is the liquidlike spinodal density. o 003

This choice is used becauges generally betweep, andpg 0025
in the thick film. Thus, usingp,=p, is likely to be less 0.02
accurate thap,=p,,. With this choice forp,, prewetting at 0015
T*=0.88 is predicted aP* =0.0147, which corresponds to
p* =0.0189. These results are still within the simulation er-
rors. The density profiles corresponding to the results in
Table VII are not shown since they are almost indistinguish- A v o v o v .
able from those in Fig. 5 on the scale used. For temperature. T

. . .
lower thanT* = 0.88, the agreement between simulation and FIG. 7. The prewetting behavior of a model of argon on solid

theory is improved by the use gf;=pm compared ©0p2  c31hon dioxide predicted by DFT. The solid line and solid symbols

=P . . . correspond to the coexisting bulk gas density and the bulk gas den-
Figure 7 shows the location of the line of prewetting tran-gjy at which prewetting occurs, respectively, as predicted by the

sitions predicted with DFMFT and the WDA method down wpa method withn=2, p1=pg, and p,=pn. The dashed line

to T*=0.7. Given that the critical temperature of argon isand open symbols correspond to the coexisting bulk gas density and

150.9 K[34], and the critical temperature for the Lennard-the bulk gas density at which prewetting occurs, respectively, as

Jones fluid predicted by the EQ$9) is T; =1.21, then the predicted by DFMFT.

0.04

0.035

0.01 |

0.005
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FIG. 8. Reduced density profiles for a system modeling the in- FIG. 9. As in Fig. 8, except that the density profiles correspond
teraction of argon on solid carbon dioxide at the reduced temperao results obtained from the WDA theory with=2, p;=pg, p,
ture T* =0.75. The density profiles correspond to GCEMC simula- = p,, shown in Table IX. Dashed lines are metastable states.
tion results shown in Table VIIl. The dashed line is a metastable
state.

theory is P* =0.00458. Thus, the WDA method has accu-
dicts T =0.75 andT*.=0.96[7]. The difference in the re- rately predicted a prewetting transition for this modefTat
sults obtained by the theory of Velasco and Tarazona and the0.75.
simulations of Finn and Monson for these quantities moti- These results indicate that there is a significant free-
vated some Commen(§] concerning the accuracy of the energy barrier between these thin-film and thick-film states
NPTMC simulations of Finn and Monson, and in particular,that is statistically unlikely to be crossed during typical
the bulk equation of state, due to Nicolaisal.[32], used to GCEMC simulations al* =0.75 unless the pressure is suf-
determine bulk liquid-gas coexistence. ficiently far from the prewetting pressure. The results also

The above DFT results provide similar motivation in this indicate that the estimate fdr,, of Finn and Monson is in-
paper for the search for prewetting states at temperatureg®rrect. Finn and Monson describe thaff&t=0.83, a thick
below the wetting temperature given by Finn and Monsonfilm is not observed aP* =0.01, which is close to the satu-
T¥=0.84+0.01. Figure 8 shows the results for density pro-ration pressure obtained from the modified EOS of Nicolas
files at T*=0.75, produced by GCEMC simulations. The et al, Pg,=0.0103. The modified EOS of Nezbeda and
corresponding thermodynamic results are shown in Tabl&olafa yields P,=0.0108 at this temperature. The
VIII. Construction of interfacial tension isotherms for the weighted density-functional method predicts prewetting at
thin- and thick-film branches shows that prewetting occurs aP* ~0.01 at this temperature. Finn and Monson also de-
P*=0.0045-0.0001, i.e.,p* =0.0064+0.0002. This pres- scribe that they start their NPTMC simulations from final
sure is less than the bulk liquid-gas coexistence pressure disenfigurations obtained at lower pressioe a uniform dis-
played in Table I. Density profiles resulting from the WDA tribution of particles if no such state is simulateth the
method atT* =0.75 are shown in Fig. 9 and correspond tolight of the above results, a*=0.75 it is likely thatP*
the results in Table IX. Comparison with Fig. 8 demonstrates=0.01 is not sufficiently close to the saturation pressure at
that this theory is accurate for density profiles at this lowT* =0.83 to observe thick-film formation unless the simula-
temperature. The prewetting pressure predicted by the WDAon is initialized with a thick-film configuration. To support

TABLE VIIl. GCEMC simulation results for a system modeling the interaction of argon on solid carbon
dioxide at the reduced temperaturé=0.75. The upper and lower sets correspond to simulations in which
the initial configuration is an empty box and a thick-film state, respectively. The corresponding density
profiles are drawn in Fig. 9.

Exp(Bu*) Ph P* r* v Niof10° N/ 10
0.005 0.00548) 0.003912) 0.11%3) 0.06Q1) 5 4
0.0052 0.0057@) 0.004072) 0.1233) 0.0631) 5 4
0.0054 0.00593) 0.004242) 0.1353) 0.06711) 5 4
0.0056 0.0062(B) 0.0044@2) 0.1503) 0.0711) 20 5
0.0056 0.0062@B) 0.004402) 3.187) 0.036) 100 90
0.0058 0.00646) 0.004562) 4.2(2) 0.136) 100 90
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TABLE IX. DFT results for a system modeling the interaction from the use of the Nicolas equation-of-state for the LJ fluid
of argon on solid carbon dioxide at the reduced temperafdre and the neglect to perform sufficient simulations initialized
=0.75 using the WDA method with=2, p;=py, andp,=pm-  from thick-film states. The GCEMC simulations in this paper
The corresponding density profiles are drawn in Fig. 9. demonstrate that by choosing different initial configurations,

N P . I N thick- and thin-film fluid states may be simulated at the same
Po » Y chemical potential and temperature. Clearly, care must be
0.0056 0.00401  —3.957 0.1203 0.06215  exercised when performing simulations where meta-stable
0.006 0.00428 —3.91 0.1397 0.06822 states exist. However, this paper supports the general and
0.0064 0.00455  —3.866 0.1646 0.07481  significant result of Monson and coworkers that prewetting
0.0065 0.00462  —3.856 0.1721 0.07656  may be observed with Monte Carlo simulations. It is ex-
0.0064 0.00455  —3.866 2.503 0.06543 pected that the accuracy of the WDA method will extend to
0.0065 0.00462  —3.856 2.7525 0.09253  other systems when the corresponding input datgk equa-
0.00655 0.00465  —3.851 3.64 0.1074 tion of state, and bulk pair-direct correlation functions at two

nonzero densitigsand the quadratic approximation fov
(10) are sufficiently accurate. Previous wdrk] has shown
that the theory(with n=1) is accurate for super-critical ad-
*_ . I . "Sorption of a Lennard-Jones fluid. The investigations in this
performed aff* =0.83 andP* =0.01, one initilized with a and previous work1] involve significant adsorption and are

thin-film configuration and the other with a thick-film con- 0 or0 0 demanding tests of the relevent theories. It would

figuration. The results of these simulations are presented i . . . .
Table X. They indicate that metastable thin and thick ﬁlmsBe interesting to examine the performance of other density-

do exist at this temperature and pressure, although it canngfncuonal method$§34] fo.r the same fluid s'ystems. .

be decided which state is stable from these results alone. Another moglel_potenhal for the interaction of argon_wnh
Using the WDA DFT results as a guide, they suggest tha?on(;j <I:z_irb|or:j dIOXIdr?a?gShgteeeig %rr(])ep_(t)se_r? trr?:e(grg?c.tzzlss nor-

triple-point prewetting is observed for this model potential.mgI etomt%g esaﬁu and the Iatgeralll yalvera edl intleraction

The WDA method predict$ . to be higher than predicted by he wall, Y 9 .

the other theories or by Finn and Monson from their NPTMCStrength Is stronger tha}n for th'e model poter)tlal described by

simulations. It should be noted that it is difficult to accuraterEq' (18). It would be interesting to determine the surface

predictTg. from simulations since fluctuations in a relatively phaAsgebﬁe(z: ?;:éor;?;r:g'%vrg%demleﬁgg ggfa\:\tlrg’;ir\?eetfztr)gés is
small (in directions parallel to the surfacsimulation box y

will tend to mask the occurrence of distinct thin and thicktgtra tﬁc:(ntce)zfr ao;?igﬂségggizgd_thliorfg\?%& Tvgt'l ?:toer(njce(::rhn?lce
films, just as finite-size effects tend to mask the location otf P pi- NP

the bulk critical point in Gibbs ensemble simulations of bulk "9 Super-critical adsorptiofi], the choice(16) was demon-
coexisting phases strated to be reasonable. In this paper, to avoid the possibility

of p; entering the unstable spinodal region of the bulk fluid,
the interpolation densities are fixed outside this region. This
also has the desirable consequence phas independent of
The WDA method withn=2 for attractive interactions pb (if p; was dependent op, then additional terms involv-
has been shown to be significantly more accurate thaing 8p;/8p(r) would appear in the Euler-Lagrange equation
MFDFT and the method of Velasco and Tarazona for prewetf1]). These problems arise because the method attempts to
ting of a model of the interaction of argon with solid carbon map local(weighted properties of the inhomogeneous fluid
dioxide. Indeed, the accuracy of the WDA theory cast doubbnto properties of an appropriate bulk fluid. The FMF of
on some results obtained from earlier NPTMC simulationsRosenfeld and otherisl3] avoids these problems by using
[7,8] of the same system. Additional GCEMC simulations infundamental geometric and dimensional arguments. The
this paper demonstrate that the WDA theory is accurate anBMF functional has recently been extended to more general
that these earlier results for prewetting are likely to be incorspherical pair potentials85] and to parallel hard cubg86].
rect for T* <0.84. The WDA method and GCEMC simula- It would be interesting to compare the accuracy of this FMT
tions indicate that triple-point prewetting is observed for thisapproach[35] with the WDA method in this paper for a
system. The error in the earlier results probably stems bothange of systems and states.

this conclusion, two further GCEMC simulations have bee

IV. CONCLUSION

TABLE X. GCEMC simulation results for a system modeling the interaction of argon on solid carbon
dioxide at the reduced temperaturé=0.83. The upper and lower sets correspond to simulations in which
the initial configuration is an empty box and a thick-film state, respectively.

EXp(Bu*) ol P* r* > Nod10 Ny /100
0.01105 0.01327) 0.0100G6) 0.492) 0.132) 10 5
0.01105 0.01322) 0.0100G6) 2.703) 0.187) 10 5
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It would also be interesting to apply the WDA method in used iteratively as input into the WDA method. In this in-
the test-particle limit, i.eVex(r) = #(r), and to compare its Stance, the WDA method would essentially provide a recipe
results against those of established bulk fluid integral equéfor calculating the attractive contribution to the bridge
tion theories. The pair-direct correlation function could befunction.
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