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Spatiotemporal dynamics of charged species in the afterglow of plasmas containing negative ions
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The spatiotemporal evolution of charged species densities and wall fluxes during the afterglow of an elec-
tronegative discharge has been investigated. The decay of a plasma with negative ions consists of two stages.
During the first stage of the afterglow, electrons dominate plasma diffusion and negative ions are trapped inside
the vessel by the static electric field; the flux of negative ions to the walls is nearly zero. During this stage, the
electron escape frequency increases considerably in the presence of negative ions, and can eventually approach
free electron diffusion. During the second stage of the afterglow, electrons have disappeared, and positive and
negative ions diffuse to the walls with the ion-ion ambipolar diffusion coefficient. Theories for plasma decay
have been developed for equal and strongly different By &nd electron T) temperatures. In the ca3e
=T,, the species spatial profiles are similar and an analytic solution exists. When detachment is important in
the afterglow(weakly electronegative gases, e.g., oxygie plasma decay crucially depends on the product
of negative ion detachment frequencyyf and diffusion time ¢4). If y474>2, negative ions convert to
electrons during their diffusion towards the walls. The presence of detached electrons results in “self-trapping”
of the negative ions, due to emerging electric fields, and the negative ion flux to the walls is extremely small.
In the caseT;<T,, the spatiotemporal dynamics is more complicated due to the presence of negative ion
density fronts. During the afterglow, although negative ions diffuse freely in the plasma core, the negative ion
fronts propagate towards the chamber walls with a nearly constant velocity. The evolution of ion fronts in the
afterglow of electronegative plasmas is important, since it determines the time needed for negative ions to
reach the wall, and thus influence surface reactions in plasma processing.
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[. INTRODUCTION to gas molecules. After some time in the afterglow, the elec-

tron density and temperature are too low for any significant

Negative-ion-rich(electronegative plasmas are of great electrostatic fields to exist, and a transition occurs from an
importance in semiconductor manufacturifig2], negative  electron-dominated plasma to a positive ion—negative ion

ion sourceq 3,4], and theD layer of the lower ionosphere (ion-ion) plasma[11-13. After that time, it is possible to

[5]. There often appear new and interesting phenomena iextract negative ions out of the plasma. Nevertheless, there
plasmas containing negative ions in addition to electrons andan be situations for which the electron density in the after-
positive ions, see, for examplgg—8]. glow does not decay to a level for the fields to completely
Pulsed plasmaén which the power is turned on and off disintegrate. An example is detachment of negative ions in
with a predetermined period and duty cycie electronega- the afterglow that generates new electrons. Under such cir-
tive gases have been shown to offer important advantagédmstances it is possible for negative ions to remain trapped

compared to their continuous wayew) counterparts. Prop- €Ven in the late afterglow. _
erties of deposited films can be alterf@], and etch and ~ Another interesting phenomenon observed in pulsed plas-
deposition rate can be maintained despite the lower averagBas of electronegative gases is the formation of negative ion
power [10]. Recently, it has been recognized that pulsegdensity fronts, i.e., negative ion density profiles with very
plasmas may also ameliorate anomalous etch profdes, ~Sharp gradients. During plasma ignitigpower on, self-
notching and other forms of charging damage that occur inSharpening negative ion density fronts develop and move
conventional continuous wave discharges]. The ratio of ~towards the plasma centgtl], in analogy with hydrody-
chemical species present in the plasma can be varied, e.g@mic shocks. During the afterglow, negative ion fronts exist
production of negative ions can be increased in pulsed negthen Te>T;, and move towards the chamber walls. How-
tive ion sources compared to conventional continuous dis€Ver, the latter fronts are of a different nature and have no
chargeq3]. direct analogy with hydrodynamic shocks. As it turns out, the
Negative ions are difficult to extract from cw plasmas N€gative ion front propagation speed is nearly consmt
because of the electrostatic fields due to the presence of elegonstant electron and ion temperatures in the afterglow
trons. When power is turned off in the afterglow, however, _In this paper, we focus on physical phenomena associated

electrons disappear by diffusion to the walls and attachmerWith plasma diffusion to the containing vessel wall during
the afterglow. The goal is to determine the spatiotemporal

E— behavior of charged species profiles, to investigate the tran-
*Present address: Plasma Physics Laboratory, Princeton Univegition from electron-dominated plasma to ion-i@lectron-

sity, Princeton, NJ 08543. Email address: ikaganov@pppl.gov  free) plasma, and to give analytic estimates of the transition
"Email address: economou@uh.edu time, needed for negative ions to reach the wall. Predicting
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this time is of importance for plasma applications that utilize an 9 an
negative ions extracted from the plasma. T ox /U«iTi(;_X —Un|=vge— ygN—Binp, (3

The article is organized as follows: Sec. Il contains the
description of the model, Sec. Ill embodies analytical solu-
: . g d Ne
tions fo_r equall ion and electron te_mperaturé’$:(Te) and _ —t x| et = (Zioniz— Vat) Ne+ YaN, (3b)
comparison with laboratory experiments, and Sec. VIII is
devoted to the case dfe>T;.

Ne=p-—n, (30
Il. DESCRIPTION OF THE MODEL
_ miTe INe

We assume that the ion mean free path is smaller than the u= Net i/ pe(p+n) ox’ (3d)
characteristic length scale and examine one-dimensional spe-
cies transport in a parallel plate geometry. For a collisional wiTo(p+n)
plasma, the species fluxes are described by a drift-diffusion Deﬁ:n o Tap ) +uiT;. (3¢
equation,I'y= — Dydn, /dx+ wnE, whereD, and u, are e HilthelP

the k-species diffusion coefficient and mobility, respectively,
tied by the Einstein relatioD,=T,u . Ty is thek-species
temperature, in volts. The self-consistent electrostatic fiel
can be found from the condition of zero net currgnt
=e(I',—I',—T'¢)=0 and is given by

For simplicity we have considered the case of equal ion mo-
clj;)ilities and diffusion coefficientsup,=u,=pu;, D,=D,
=D,;=u,T;. The system of Eq¥3) is more transparent than
the initial system of Eqgs(2), since Eq.(3b) is a purely
diffusion-type equation, in contrast to the diffusion-drift-type

_ _ Eqg. (2b). In an electron-dominated plasmagu> ui(p

D,Vp—D,Vn—-D./V efte= M

_2pYP7 o0V e ne. (1)  +n), the effective[Eq. (3e)] diffusion coefficient D
MpP+ N+ peNe =u; To(p+n)/ng+;T;, of the order of the ambipolar diffu-

sion coefficient,u;(T;+Tg). In an ion-ion plasmangu,
e<,ui(p+ n), Des=pue Te, the free electron diffusion coeffi-
cient. The ratio between the twd.4 can be of the order of
100, since the ratio of mobilitieg./u; is typically of the
order of 100.

Boundary conditions for Eq$3a) and(3h) were: symme-
éry at the plasma center, and zero negative ion and electron

Here,p, n, ande (also as subscriptsorrespond to posi-
tive ions, negative ions, and electrons, respectively. If th
electron density fene> unn, upp) and its gradient are not
too small, electrons are described by Boltzmann equilibrium
E=—-Te/V(Inny.

Equation (1) for the electric field along with the mass
continuity equations for negative ions and electrons and th e )
electroneutrality constraint yield a system of equations tha ensities(in reality, a very small value for densjtat the

describes the spatiotemporal evolution of charged specie all. If the flux of negative ions at the W‘T"" was Into the
densities. fluxes. and electric field. plasma, that flux was set equal to zero. This peculiar bound-

ary condition corresponds to the absence of negative ion gen-
eration at the wall.

Jn J on
Fralr ( Ti&— +En|=vayne— ygn—Binp, (29 An implicit finite difference scheme was used to solve Eq.
X X (3b), and an explicit scheme was used for [E8p), because
an P n larger time steps are allowed for the latter equation. Typical
. . S . .
- _Mea_X(Te o + Ene) = (Zionis— Va)Ne+ van,  (20) execution times were a few minutes on a Pentium Il PC.

B IIl. AFTERGLOW WITH EQUAL ION AND ELECTRON
Ne=p—N. (29 TEMPERATURES (T;=T,), AND WITH DIFFUSION

. . . .. - DOMINATING PARTICLE LOSS
In Egs.(2), B; is the ion-ion recombination rate coefficient,

and Z,,niz» vair,» andyy are the ionization, attachment, and In this section we provide a theoretical description of the
detachment frequencies, respectively. spatiotemporal behavior of charged particle profiles, investi-
In the afterglow, the electron temperature decreases dragate the transition from electron-dominated plasma to ion-
tically within a few microseconds, so that ionization switchesion (electron-freg¢ plasma, and give analytic estimates of the
off. If there is residual power coupled to the plasma duringtransition time. For a product of gas pressure and half-gap
the afterglow, the electron temperature will reach a steadyength,PL, higher than about 10 mTorr cm, the electron tem-
value such thal.>T,. Otherwise, the electron temperature perature decays much faster than the ion and electron densi-
will decay to essentially the gas temperature so fhat ties[1,11,13. We therefore investigate the afterglow evolu-
=T,. In either case, we assume that the electron temperatut®n assuming equal ion and electron temperatufes, T,
is a given constant in order to be able to derive analytic=T.
solutions. The initial spatial profiles of ion and electron densities
Substituting the expression for electric field, Ef), into  corresponding to an active discharge are very inhomoge-
the continuity equations for negative ions and electrons andeous[14] and are determined by the interplay of several
using the electroneutrality constraint yields a new system ofystem frequencies:v,y, vq,3iip,Di /A% Des/A%,  where
equations: 1/A==/2L or 2.4R is an effective diffusion length for slab
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TABLE |. Frequency of diffusive loss of positive ions, negative ions, and electron§feiT; .

F— Hi(p+n)
Mele Electron-dominated plasmd &1) lon-ion plasma>1)
D, 1 2D; D, (6a)
Zpjoss= 7z | 1+ 70 ¢ A2 A2
ploss™ A 1+F A A
Di[ F FD; D; (6b)
Znioss= 2| T4 F AT Az
; Dy, Pp+n 2p D De (69
@l0sSTAZL T ng(1+F) Ne A2 A?

or cylindrical geometry, respectiveljl5]. When plasma sity, since the electron mobility is much higher than the ion
chemical processes are faster than diffusion lossesnobility. Still if F<1, the negative ion flux, Eq5b), is very
Vat» Ya . BiiP>D; /A2,D/A? the dynamic behavior is gov- small compared with the positive ion flufF/2 times
erned entirely by plasma chemical reactions. We shall consmallep, and the electron flux is practically equal to the posi-
sider mostly the opposite case whem,,vq,Bip  tive ion flux. In an ion-ion plasma, where electrons are
<D;/A? Dqs/A? After a short period in the afterglow all nearly absent an&>1, the electric field disintegrates, and

three density profiles are similgt6] (for a review se¢15]),  ions and electrons diffuse freely. Note that ion-ion diffusion
is automatically ambipolar fog,= w, .} Below we examine
n_P_Ne_ (i) @ the evolution of species densities and fluxes under different
Ng Po Neo A)’ scenarios of plasma losses, all under the condition of equal

electron and ion temperatures.

where f(x/A)=cosi/A) for slab geometry andf(r/A) As long asF <1, the negative ion flux to the wall is very
=Jo(r/A) for cylindrical geometryJ, is a Bessel function, small. Therefore, the negative ion density is practically con-
and subscript zero in Ed4) signifies the central densities. stant, while electrons are still present. The evolution of elec-
Note that for unequal temperatures, the plasma profiles angon density can be found analytically. Sinnéx,t)=n(x,t
not similar. Indeed, the assumption of similar profiles for=0)=n(0)=const, the continuity equation dn./dt
Te>T; results in a flux of negative ions directed from the =z, .n. can be readily integrated usiry, j,ss Of Table I.
wall into the plasma and, consequently, an artificial produc-
tion of negative ions at the walL6].

Similarity in the spatial profiles simplifies the problem ﬂm(ne(o)) 1 n(ne(0)+n(0)): r 7)
considerably. For example, the spatiotemporal species den- Me \Ne(t)] 27\ ne(t)+n(0) @
sity dynamics can be described by only the central values
Po(t),ng(t),neo(t). Also, the density ratioge.g., p/n,) are
independent of position in view of E@4). Substituting the
value of electric field Eq(1) into the expression for fluxes,
one can find17]

where 74=A?%/D;. Equation(7) describes two different re-
gimes in the afterglow, before and after a critical titge

_Td, [ Po
Fyt= 2P0 gy 2 |pr X 5 =2 Mo/ ©
p(xl )_ A 1+F A ' ( a)

Dn. F X Fort<t,,, the second term on the left-hand sittes) of Eq.

Ca(x,t)= /'\e mf’(x), (5b)  (7) dominates and the solution is simply.(t)+n(0)
=[ng(0)+n(0)]exp(—2t/7y), corresponding to ambipolar
Dn n decay of positive ions. Fdr>t,, the first term on the lhs of
Co(x,t)= — e0 ( 1 P Ne £ _>, (50  Ed.(7) becomes important, and E(f) describes free elec-
A Ne(1+F)/ 1A tron diffusion, with n,~exp(—D,t/A?%). Note that all elec-

trons have practically escaped within a finite time petigd
X e as observed i118] and discussed if19]. The finite time
frequencyZy jos= dIn ny/ét of k-species diffusive loss can be needed for practically all electrons to escape is a conse-
found from Eqs(S), and are shown in Table I. quence of the sharp increase of the electron loss frequency

_From Eq. (58 one can see that IF<1, the effective E£q (g¢), as the electron density keeps decreasing. After all
diffusion coefficient of positive ions is2;. This result co-

incides with the ambipolar diffusion coefficient in isothermal

electropositive plasmas composed of only electrons and posi-!in the general case of unequal ion mobilities the electric field,
tive ions. Note that this result is valid, even though the elecE=[(D,—D,)/(u,p+ w,n)1(dp/Jx), yields an ion ambipolar dif-
tron density can be small compared to the positive ion denfusion coefficient equal to 2yunT;/(wp+ ).

with F=u;(p+n)/(urene) andf’ is the derivative of. The
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electrons have practically escaped, negative ions start to
come out by free diffusion, and~exg—(t—t.)/74] for
t>t,,.

These analytical results have been validated with numeri-
cal simulations using the system of E¢3). Time was nor-
malized with the diffusion timey and mobilities were taken
as up=pmn and pwe=100u,. The initial profiles(at t=0)
were taken according to the fundamental diffusion mode Eq.
(4), and plasma chemical processes were neglected. Numeri-
cal simulation verified that the cos-like species density pro-
files remained unchanged during the temporal evolution in 0° ; . " , "
the afterglow. The central species densities vs dimensionless 00 02 04 06 08 10
time are depicted in Fig.(&). It is seen that the electron normalized time, t/z,
density decays much faster than the ion density, whereas the
negative ion density is initially constant. The frequency of —~—Eq.(6) a simul. (b)
electron diffusive 10sZ os5iS shown in Fig. 1b). At times
greater thart,, wheret,=0.5In2 for the chosen condi-
tions, the electron density is smalF{1), and electrons
diffuse freely, therefor&, ,ssincreases sharply. The agree-
ment between analytical predictions and numerical simula-
tion is quite goodFigs. Xa) and ib)].

One can also see a good agreen|éig. 1(c)] between
the numerical results and analytical formulds. (5)] for
fluxes. The transition from an electron-dominated plasma to
an ion-ion (electronlesg plasma occurs at timg,,. At this . :
time the negative ion flux increases abruptly and negative 0.0 0.2 0.4
ions come out of the plasma. Therefore, we can also define normalized time, t/z,
ter as the time when negative ions first come out. The critical
time decreases considerably with increasing electronegativity
[20], = T, e [, &4 T, simul. | (¢)

r,—r, Eq.(5)

n a4 n simul.—n_Eq.(7)

(@

n
al ©
*

Sttt e o SXP()

no T

—_
S,
o

p.n,.n at center (normalized)

—_

100 ' ' x

104

Z 05 (NOrmalized)

2t/ Tg=ne/N—0 as n./n—0, 84

see EQ.(8). In an electron-dominated plasma, the positive
ion flux evolves by ambipolar diffusioriwith coefficient
2D;). In an ion-ion plasma, the positive ion flux evolves by
free diffusion(with coefficientD,). Therefore at the moment
of transition from electron-dominated plasma to ion-ion
plasma an abrupt drojy two timeg in the positive ion flux . . , .
OCCUrS[Fig. 1(0)] 0.0 0.2 0.4 0.6 0.8 1.0
Figure 2 depicts the establishment of the fundamental normalized time, /x;

mode(cos-like profileg starting from a steady-state plasma.
The initial (t=0) species density profild$-ig. 2(a)] corre-
spond to the steady state of E¢3) assuming small detach-
ment and attachment compared with diffusion, i FIG. 1. Comparison of the rgsults of .nume.rical simulation of
— y74=0.1, and no ion-ion recombination. We again as_plasma decay in the afterglov_v with analytic estimates. The system
sumed that, in the afterglow, the electron temperature drop® E0S:(3) was solved numerically for the case when the electron
rapidly to T.=T,. At steady state, negative ions pile up at and lon temperatures are e%'IQ':Ti' Time was normalized with

. . . the ion diffusion timery=A</D,. Mobilities were taken ag
the discharge center by the electrostatic fiéld). 2(a)]. Af- - a s X = P
ter a short time 4= 0.4) cos-lie profilegFig. Ac)] are =u, and ue=100u,. The initial profiles (at t=0) were taken

. . according to the fundamental diffusion mode E4), and plasma
]:prmii‘?i and the analytic solutions for Eq$)—(8) can be chemical processes were neglected in the afterglow. Plasma param-

. . . . eters vs dimensionless time: solid lines are analytical estimates,
Itis also interesting to look at the speed of propagation ofymnos are numerical result&) Densities of charged species at

negative ions towards the wall. The fluid velocity of negativete centerlingnormalized. The analytical solutions in an electron-
ions is the ratio of negative ion flux to their densit, dominated plasmdp~exp(—2t), n~consi, and in an ion-ion
=I",/n. In the plasma core, negative ions evolve by almoskplasma[p, n~exp(-t)] are also shown as limiting casedb) Elec-
free diffusion, and the ion velocity is a linear function of tron diffusive loss frequency. Analytic estimate, K@), is shown as
space[see Figs. @), 2(b), and Zc)]. A little further out,  solid line.(c) lon and electron fluxegormalized at the wall. Ana-
where electronegativity is close to unity, the drift is compa-Ilytic estimates(solid lineg are according to Eg5).

abrupt drop by 2 times ]

2

r,.r.T, (normalized)
E-N

04 4

AAAAAAAAAALY
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~| =P omeli—e—n e ——T, ——T, exper.[21]

B -

g —a—n, A l"e Vn-I',./n . rp R l"p theory Eq(s)

g 204 ¢ !#2 {@ 1

o - J]

£ sl »

w ,; o]

E 810

= »

b= ]

c < 5

b 3 10°;

[ M —

o g il - e c

% 0.0 0.5 1.0 15 L2

S 2

S position, x(cm) 10 T A 5 6 7 5
) Afterglow time (ms)

FIG. 3. Comparison of wall fluxes of positive and negative ions:
lines are experimental data frofil], symbols are theoretical pre-
dictions according to Eq5).

was a cylinder of radiuRkR=5.5cm and lengt. =18 cm.

SinceL >R the main plasma losses are across the radius, and

a one-dimensional description is applicable. According to the

- value of the measured plasma potential, the electron tem-

0.0 0.5 10 15 perature is close to the gas temperature at times in the after-
position, x(cm) glow t>0.5ms. The negative ion flux is very small for

<3.0ms, and increases abruptly after3.0 ms(see Fig. 3.

Dissociative attachment of electrons to oxygen molecules is

not possible in an afterglow with cold electrons, since attach-

ment requires electrons with energy of at least 0.6 £9].

The detachment rate depends on the densities of oxygen at-

oms and excited oxygen molecules, which were not mea-

sured. According to the experimental désae Fig. 3, at the

late stages of the afterglow, the negative and positive ion

fluxes coincide, which implies that under these conditions

detachment is small and can be negledi®sek Sec. VII be-

low for more details

position, x(cm) After a short initial period, all charged species density

) o profiles should become similar and proportional to a zero-

FIG. 2. Establishment of the fundamental diffusion médes-  qer Bessel function-Jo(2.4r/R). The temporal evolution

like profiles starting from steady-state plasma profiles. Plasma pagt .05 s described by Eqé5) and the densities are found
rameters are the same as in Fig. 1, but initial profiles correspond to

the steady state of E¢3) with T,=T,; and small detachment and using the dlffuslve loss frequencies, Eq8), written In ¢y

. L& n - lindrical coordinates. The fluxes are presented in Fig. 3
attachment compared with diffusiomgyry= y474=0.1. Also, no . . tiv with th : tal data 6211, Th tio of el
ion-ion recombination was taken into account. cos-like profiles ard0'Nty V\,” e g).(perlmen al data ¢21]. The ratio of elec-
established after a dimensionless time~d3.4. tron to lon mOb'I'ty was taken ag./u;=167 [22]'_ As can

be seen in Fig. 3, the slope of decay of the positive ion flux

rable with diffusion, so that the negative ion velocity dimin- in @n électron-dominated plasme<(4 ms) is approximately
ishes. The negative ion density becomes exceedingly smdiVice the slope in an ion-ion plasmax4 ms) in agreement
near the wall, and the negative ion velocity starts increasing/ith the theory described in the previous seciiig. 1(c)].
again. As the initially flat profile of electron density ap- ~FOr comparison with the data, the ion densities
proaches a cos-like shape, the electric field increases in tH@(to),N(to)] should be known at some moment of tife
core of the plasma, drift compensates diffusion, and the ioPince the fluxes were reported only after 3 ms into the after-

densities and fluxes (normalized)

densities and fluxes (normalized)

velocity drops[compare Fig. &) with Fig. 2(c)]. glow, we have chosen timg=3 ms as the reference time
for calculation. The experimental data for the negative ion
IV. COMPARISON OF ANALYTICAL RESULTS Sens’t'ty afe.t'?ot 'fe"agle' T.th“s*t"t"e_e;t'mate the :ﬁ“o of nega-
WITH EXPERIMENTAL DATA ive to positive ion densitiegat to=3 m9 using the given

experimental values for fluxes. At the critical timg,
We now compare theoretical results with experimental=4 ms, the positive and negative ion fluxes are equal, which
data taken in the afterglow of a krypton-oxygen Ky;Ql:1  indicates that electrons have disappeared by that time. The
gas mixture[21]. In this experiment, the discharge chambernegative ion density is constarto negative ion loss¢gnd
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smaller than the positive ion density foxt,=4 ms, while  EQ. (3b). Since both attachment and detachment rates are
for t>t.,=4 ms the positive and negative ion densities ardinear functions of charged species densities, the spatial pro-
equal(ion-ion plasma Thus,n(ty)=p(t,), wherep(ty) is  files again tend to the fundamental mode, see(&q.Thus,
the positive ion density at timé,,. Now, the positive ion the previous results for diffusive loss frequendiEsis. (6)],

density is proportional to the ion flux, so that are valid in this case too. As we have seen, in a plasma with
electrons, the negative ion diffusive loss is nearly zero.

P(te)  T'p(Rt—0) Therefore, the time rate of change of the electron density is

p(ty) Ty(Rty) equal to that of the positive ion density minus the rate of

attachment plus the rate of negative ion detachment,

wheret,—0 denotes that the flux should be evaluated just

before the transition from electron-dominated to ion-ion ang dIp

plasma. Substitution of experimental flux values gives ot = gr Valet va(P—Ne). (10
n(to)/p(to) =0.48. This ratio of densities is cldséo the
experimental measurement of densities shown in Fig. 10 of
[21]. Knowing the ratio of ion densities we can estimate the
critical time using Eq(8). The value ofry can be deduced
from the slope of the positive ion flux decdlfig. 3) as 74
=0.85ms. Thust,=3+0.85In(1/0.48} 3.63 ms. This es- _ ot
timate is a bit smaller than the experimental value of 4 ms. Ne(t)=APoe™ “" "+ (Neo—Apo)exfl — (vart ya)t], (11)
The difference between the two may be due to the influence

The positive ion loss frequend¥q. (6a)] is constant, and
p(t)=poexp(—2t/7y). The solution to Eq.(10) is now
readily derived,

of detachment as discussed befbw. where V= vauma/2, 4= va7al2, andN=(1—Y)/ (1 =V
—Ya)-
V. AFTERGLOW WITH EQUAL ION AND ELECTRON
TEMPERATURES (T;=T,) WITH ACCOUNT OF VI. ANALYTICAL SOLUTIONS WITH ACCOUNT OF
DIFFUSIVE LOSSES, ATTACHMENT, AND DETACHMENT DIEFUSIVE LOSSES AND ATTACHMENT ONLY

We assume that ion-ion recombination is slow compared \we now focus on the influence of attachment assuming
with attachment and can be neglected during the first stage @fat the detachment frequency is zery€0) in the after-
the aftergllovxﬁ In general, attachment and detachment caryjow. For short timespt,<1, Eq. (11) collapses to the
vary considerably in the afterglow compared with the steadyprevious result, Eq8). For longer timesp > 1, the elec-

state discharge. In less electronegative géeas, oxygel  tron density reduces to zero within a finite time, found by
electron dissociative attachment has a relatively h'gh'e”erg¥ettingne=0 in Eq. (11). Thus,

threshold, and the attachment rate is small in the afterglow.
In highly electronegative gase&.g., chloring, the attach-
ment rate can increase considerably in the afterd|a@]. — T4l2
Associative detachment in the afterglow can occur via reac- Vg1
tions of atoms with metastable molecules, and can generate

fast electrons[19]. If the attachment frequency is small as found in[17]. An experimental diagnostic for measuring
vait<<1 electron decay is determined entirely by diffusive the attachment frequency was developed i8] based on
losses, and the theory of Sec. Ill applies. The opposite case Eq. (12a. Now, whenv,,rq In(py/Ng)>1, i.e., when attach-

less straightforward. Indeed, if the attachment frequency isnent dominates diffusion loses initially, the critical time re-
much larger than the initial diffusive loss frequency of elec-duces to

trons[ Ze 105~ 2P0/ ( TaNeo) ], the attachment losses dominate

(129

n0+?atpe0)
No+Ng |’

initially. However, as the electron density decreas&Sgss 1 S
increases$Fig. 1(b)], and the diffusive loss to the wall starts tC,:—In(M>. (12b
to dominate attachment. Thus, even in this case we can ex- Vatt 2Po

pect the same phenomenon of electron disappearance within

a finite time. To find the electron density temporal evolutionAlthough attachment may dominate diffusion losses initially,
and the critical time, we need to solve the electron continuitydiffusion will eventually take over since the frequency of
electron diffusive loss increases with time.

In Fig. 4, the critical time for electron disappeararge
=t, outiS depicted as a function of the attachment frequency,
mental data for densities and ion fluxes[#1] have different time for various ra}tips of initial negative ion to electron density
scales. (electronegativity. One can see that at small attachment fre-

3Another possible explanation is that the experimental setup oflU€NCieS <1, the critical time is close to that predicted by
[21] could not follow sharp increases of the negative ion flux. ~ Ed-(8) where only diffusive losses are taken into account. In

“Generalization can be easily made by adding additional iorthis case, the critical time depends crucially on the electrone-
losses. We omit recombination in order not to overcomplicate thedativity. In the opposite casep{>1), the critical time is a
problem. few v, and depends only weakly on electronegativity.

2Unfortunately, direct comparison is not possible since the experi
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FIG. 4. Critical time to transition from an electron-dominated
plasma to an ion-ion plasma as a function of attachment frequency,
at various(initial) negative ion to electron density ratios. Detach-
ment and ion-ion recombination are neglected.

central densities and wall fluxes (normalized)

VII. ANALYTICAL SOLUTIONS WITH ACCOUNT OF
DIFFUSIVE LOSSES AND DETACHMENT. THEORY
OF SELF-TRAPPING OF NEGATIVE IONS DUE
TO DETACHMENT

(b)

In this section we shall focus on the role of negative ion
detachment on the spatiotemporal dynamics of charged spe-
cies in the afterglow[29]. In Fig. 5, results of numerical
calculations of the central densities and wall fluxes are de-
picted for various attachment and detachment frequencies.
Importantly, the value of the negative ion flux flowing to the
wall greatly depends on the value of detachment frequency
[compare Figs. &) and 5b)].

Indeed, if the detachment frequency is larger than the dif-
fusive loss frequency, negative ions convert to electrons dur-
ing their diffusion towards the wall. As a result, a substantial FIG. 5. The t | evolution of central charged ies den-
number of electrons remain even in the late afterglow. The, '~ - '€ emporal evolution of central Charged Species den

o -, cSities and wall fluxes as functions of dimensionless timermal-
presence of these electrons reSUlts In self-trapping Ofized by 74). Plasma parameters are the same as in Fig. 1, but with
negative ions, due to emerging electric field. As we shall se

" e €etachment and attachment in the afterglow taken into acc@)nt.
the critical value of detachment frequency is given VvaTa= Y47qa=0.5. For comparison, the electron density evolution

=2. If y474>2, the wall flux of negative ions is very small o, ;. —. 7 =0 is also shown(b) v ry= v4rg=3
even in the late afterglowFig. 5(b)].

Let us now find an analytic solution valid for the late E . 13 b bined btai drai

afterglow, when all charged species spatial profiles are simi- quat_lons( ) can now be combined to obtain a quadratic
! - - . .~ equation fory, the ratio of electron to negative ion density

lar. In this case, the species continuity equations simplify to. L

(inverse electronegativityy=n./n,

normalized time, t/t;

an -, F
0= " Ta NEFq T Varle™ vaN (1339 F(y)

F(y)+1 +(7d_1):7}attyv (14)

for negative ions, and

whereF has been rewritten as an explicit functionyofi.e.,
F(Y)=(uilme)(y+2)ly.
' (13b Equation(14) has two roots, one of which is negative and
thus nonphysical. I1fy4<1, the right-hand side of Eq14)
T _ . can be neglectedassumingu v/ ne<1). One obtainsk
for positive ions. ParameteF= u;(p+n)/(une) is the + 1= 154 andy= (1 1)[ 274/ (1-74)], i.e., a very small

same as before, E¢5). o - -7
In the late afterglow, electrons and ions decay with theclectron densitysincep; /ue<1 andyg<1). Substituting~

same decay frequendgee parallel slopes in Fig)5 into Eq.(5) one finds the corresponding ratios of wall fluxes,

ap 1 1
ot T Pt TEE

an  ang  Ip Fe  2y4 Fn 174
and —=-—=. 1

Ly 1+7%4

not ngat pat  decar
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=5 producing electrons through detachment on “their way” to

v, 1y=0.06—+ —-v_ 1,=0.500ccuens v ns .
the walls. In the limitu;/ue—0, Eq. (14) describes a tran-

att"d att

scritical bifurcation atyq7y=2 [Ref.[24]].

= 10% Thus, we can draw an important conclusion that negative
P 1021 ions can be extracted in the afterglow onlyyif74<2. This
= 1 implies that negative ion sources should operate at low pres-
107 sures and not too large gaps, sincgry=y4A?/D;
€ - 2

100_ ’ydPL .

0,5

VIIl. AFTERGLOW WITH T,<T,
/2
b A relatively high electron temperature in the afterglow

FIG. 6. The negative ion to electron density ratsmlution of ~ may be sustained because @) electron-metastable super-
Eqg. (14)] and the electron to negative ion flux ratio are shown as aelastic collisions,(b) electron detachment in the afterglow,
function of detachment frequency for different attachment frequenand/or(c) a small residual power in the afterglow. In practi-
cies in the late afterglow. cal systems this may result by a capacitively coupled rf bias

applied during the afterglow; see, for exam25,26. Ca-

Physically, this means that electrons are quickly removed byacitive coupling in the afterglow may be an efficient mecha-
free diffusion. The diffusive loss frequency of positive ions nism of electron heating. Solving the electron energy equa-
[Eq. 6@)] turns out to beZ,, j5ss= Vgecay= 1+ 74~ FOr small  tion we found that a residual power in the afterglow as small
4, the charged species fluxes in the late afterglow correas 1% of the power during the active glow can keep electrons
spond to free electron and ion diffusion. Whgg—1, the  warm with T,~1 eV.
electron density does not decay as quickly and the electric What is the effect of a relatively large electron tempera-
field accelerates positive ions to make their diffusive lossure (T,>T;) on the possibility of negative ion extraction out
frequency equal toZ, =2, the limit for electron- of the plasma? To analyze this situation we again assume, for
dominated plasma. Numerical calculatidféy. 5@], give a  simplicity, a fixed electron temperature in the afterglow. We
value of Z, ,ss=1.25 for y4=0.25 that coincides with the also assume that attachment, detachment, and ion-ion recom-
analytical estimate. Fo§4<<1, the electron flux in the late bination can be neglected in the afterglow compared to drift
afterglow is produced by detachment of negative ions duringind diffusion. At the expense of generality due to these sim-
their free diffusion. This implies that the electron flux is pro- plifications we are able to find analytical estimates for the
portional toyq7q. Numerical calculation give¥,/I'e=1.5  time required for negative ions to start leaving the discharge,
for %4=0.25 that coincides with the analytical estimate.  and to explore the underlying physics.

On the other hand, i{4>1, the physical picture changes If T;<T,, negative ions are piled up at the discharge
drastically. The solution to Eq14) yields for electronega- center when the attachment frequency is small compared to

tivity and the flux ratios the diffusion time(see exact criterion ifi7,14,27). In Fig. 7
one can see the time evolution of species density profiles for
~va—1 Fe_l q Iy opp y+2 1g  Ti/Te=0.01 These results were obtained by numerical so-
V=S T, T T wy@yy (18) " |ution of Egs.(3). Initially, negative ions are absent at the

plasma edgex>0.5); an electron-ion plasma exists in this
This corresponds to a relatively large number of electrons imegion. The presence of an electron-ion plasma region
the afterglow. The presence of these electrons causes negaranges considerably the temporal evolution in comparison
tive ions to be trapped. Positive ions diffuse with ambipolarwith the case off;=T.. WhenT;=T,, the density profiles
diffusion to the wall and their density decays with a time become similar after some initial evolution. After that time
constant ofry4/2, approximately twice as fast compared to theall profiles evolve simultaneously. Negative ions are present
caseyy<1, as can also be seen in Fig. 5. The analyticaleverywhere practically at all times, and the effective electron
result, Eq(16), coincides with the numerical calculation. For diffusion coefficienf Eq. (3e)] is substantially uniform.

example, the analytical estimate by E@6) is y=0.33 for In the present caseT(<T,), the ration/n, is very large
Y4=7a= 1.5, which agrees closely with the numerical resultat the discharge centdion-ion cor¢ and approaches zero
of y=0.34. near the edge. ThereforB is very inhomogeneous, large

In Fig. 6, the solution to Eq(14) and the electron to in the ion-ion coreD~u; T(p+n)/n., and small in the
negative ion flux ratio in the late afterglow are shown as aedge regionDqs~u; T.. The frequency of electron loss
function of detachment frequency for different attachmentZ, s, which is determined by the slow diffusion in the edge
frequencies. Fofy<<1, the flux ratio does not depend on the region, is changing relatively slowly at first. Normalizing
attachment frequencgattachment is still slow compared to time by 7q=A2%/(u;T.), the normalized frequency of elec-
free electron diffusiopy and is determined only by the de- tron loss is close tanity until the electron-ion plasma region
tachment frequency. For this case, the electron density iganishes. From Fig.(8) one can see that, notwithstanding
small (n/n, is large since electrons escape with nearly freethe fact that the ratim/n, is very large at the plasma center
diffusion. In the opposite cas&y>1, the negative ion flux (the effective diffusion coefficient is also very large there
to the wall is nearly zero. Negative ions trap themselves byhe frequency of electron loss is still close tanity

036402-8



SPATIOTEMPORAL DYNAMICS OF CHARGED SPECIE. . . PH/SICAL REVIEW E 64 036402

(a) file is flat. In the edge region of electron-ion plasmig; (
™ - - <x<L), the electron density is described by a linear diffu-
840\ Vs, : sion equation,
6 ] ANg 3°ng
ot CambyZ
o 44
M0 The boundary condition at=L;(t) is
2 B
Jn an
o] Dams = ¢ Li(t)
0.0 0.5 1.0 1.5
position, x(cm) which is a consequence of continuity. The diffusion equation
(b) is separable and has an analytic solution,
8 ] = SiI’[K(L—X)] ~Ze,losds
N Ne(X,t) =ng(0,0) sir[K(L—L“)]e , Where
"4 e i Ze loss DambK2 and «Ljtafx(L—L;)]=1. (17)
d
2] | In Fig. 8d), the analytic solution for dimensionless
_\ Ze oss» EQ. (17), is depicted as a function df; /L. For ex-
Y S S — . ample, forL;=0.5L one obtainscL=1.722. The dimension-
0.0 0.5 1.0 1.5 less electron loss frequency is then equal to 1.20. In the case
position, x(cm) of a spatially uniform ambipolar diffusion coefficiedL;
=0 or kL=7/2), Z¢ |0s= 1. Therefore, the approximation of
© infinitely large diffusion coefficient in the ion-ion cor@at
- T T electron density profileresults in an enhancement of elec-
81 ] tron loss by 20%. Fok;=0.7L, the dimensionless electron
Q th loss frequency is only 1.7, a 70% enhancement. The growth
61 1 of L;/L (expansion of the negative ion corexplains
the increase of Zy . Eventually, as Lj—L,Zg oss
e 44 . —Damp/[L/(L—L;)] becomes very large. The analytical re-
o sults depicted in Fig. @) were calculated using Eq17),
2] ] where L;(t) was taken from numerical simulation as the
point whereng(x,t) =n(x,t) (Fig. 7).
0 . : The negative ion motion is governed by the competition
0.0 0.5 1.0 1.5 of diffusion and drift, see Eq(3a). Negative ions diffuse

position, x(cm) almost freely in the ion-ion core, wherg<<n, i.e., drift is
small compared to diffusion, since the electric field is corre-
FIG. 7. Spatiotemporal evolution of charged species densitiegpondingly small. In the core, the positive and negative ion
[time is normalized byry=(T;/T.)(A%D;)]. Plasma parameters fluxes coincide, and the electron flux is much smaller than
are the same as in Fig. 1, blig=100T;. (a) positive ions,(b)  poth of theml",~T ,>T,, (see Fig. 9. A comparison of the
electrons, andc) negative ions. actual negative ion motion to free diffusive motignot
shown revealed that, indeed, the evolution of negative ion
(for times<5). Note the difference with the casE.=T, density profiles approaches the free diffusion limit. In fact,
in Fig. 1(b). the actual spatial profiles were found to coincide with the
One can show analytically that even though the plasméree diffusion profiles in the central region of the discharge.
profiles change with timeZ,, s varies slowly, as long as an However, as expected, the actual negative ion density near
electron-ion plasma edge remains in the discharge vessel. Léte edge dropped more rapidly compared to the free diffu-
us assume that in the presence of negative iorsx@L;)  sion profiles.
the effective electron diffusion coefficient is infinitely large, ~As the negative ion density decreases towards the edge,
and in the region where negative ions are absént(x  the electric field increases, reducing the negative ion flux to
<L), the effective diffusion coefficient is equal to the ambi- Practically zero(Fig. 9). At that point, negative ions are al-
polar diffusivity D eg=Damy~uiTe. HereL; is half of the ~ Most in Boltzmann equilibrium,
extent of the ion-ion core and is half of the interelectrode
gap (the sheath has been assumed very)ttidecause of the N NN
large diffusivity in the ion-ion core, the electron density pro- Pox  ®ng ax
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= N
© =
£ 10"-\\\ §10‘2- [T,
=]
e N, SN = . r=r, FIG. 8. Temporal evolution of plasma param-
- . \ L_.=10 1 L) o P : H : :
5107 g I . eters as a function of dimensionless tirfreor-
s \\k\ o] . malized byry=(T,/T.)(A2/D;)]. Plasma param-
s ——— ; y eters are the same as in Fig. @ Central
10 ] ! ' o 5 g0 15 2 densities(b) Wall i F f diff
s 0 1 ; 2d ] t/3 normalized time, t, ensi ies(b) Wall fluxes.(c) Frequency of diffu-
normalized time. tr, sive electron loss as a function of time: numerical
© @ simulation (line) and analytical resultgpoints.
. 10 (d) Frequency of diffusive electron loss as a func-
simulation tion of the ion-ion plasma core length according
o lytical =
'g 104 e analytica § to Eq(l?)
© =
I3 ©
5 E
(= o
T £
N1 NT:- 1.
0 2 4 é 8 00 02 04 06 08 10
normalized time, t/t, L/L

This implies that the negative ion density drops nearly expo€onstant, at least initialljFig. 8c) and &d)]. In Fig. 10 the

nentially, points corresponding tb,=1", (dashed line with dojsand
n.=n (solid line) are shown, as found from numerical simu-
Ti[dIn(ng\ 1 lation. The analytic estimaté&otted line corresponding to
n~exp(—x/é), where 5= Te( X , V;=240.01X1=0.2) is very close to the calculated motion

of negative ion front. When the negative ion front ap-
forming a negative ion front. The front can be seen clearly inProaches the walle s> 1 [time>6, see Fig. &)], and the
Fig. 9. The location of the frorithe point where the negative [rONt velocity increases. As it turns out, the points at which
ion density starts dropping rapidigan be estimated from Ne=nandl'e=I"; move in a similar manner, so either equal-
the condition of equality of electron and ion fluxBs=T, ity can be used for defining the location of the negative ion
=T'p/2. Based on this definition, the negative ion front ve- TNt o _ _
locity was found to be given bjg] As we have seen, negative ions diffuse nearly freely in the

core region fi,<<n) and slow down by the electric field in
Vig=2+ Dize,loss

the edge region whera,>n. It is interesting to find the
Surprisingly, the negative ion front moves towards the

(18 maximum of the fluid velocity of negative ion§=I",/n. In
wall with a nearly constant velocitys sinceZ, ,ssis nearly

the core region, the negative ion flux is a diffusion flux and

motion of point ~—n=n_ ~.=.— I,=T,
x=0.2 tis analytical estimate

— —Nn o I, » V. =I/n
3 "o 1.5
g —-_ne A re —
© — £
g L
= ~1.01
o =
£ 1 1 <
§ 0.5
2 0.14
2 2 3 4 5 6 7 8
© ] normalized time, t/x,
$0.014, ]
2 4 0’5 10 15 FIG. 10. Motion of negative ion front in the afterglow. Solid line
2 ' 'posiﬁon, X'(cm) ’ corresponds to the motion of the point where the electron density is

equal to the negative ion density as found from numerical simula-

FIG. 9. Spatial profiles of negative ion and electron densitiestion. Dashed line with dots corresponds to the motion of the point

and their fluxes at dimensionless tin¥ey=4. Plasma parameters where the electron flux is equal to the negative ion flux as found

are the same as in Fig. 7. The negative ion fluid velodifyis also ~ from numerical simulation. Analytical estimate corresponding to
shown. constant front velocity is shown as dotted line.
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TABLE II. Time t, o, when negative ions first come oprtor-
malized byA?/(u;Te)] (a) for various temperature ratidg /T, and
(b) for various electronegativities.

r on X

n
n Pinox Pizpi-

Vi= 2Dt

N x

i.e., the negative ion fluid velocity is proportional to position
and inversely proportional to time. The maximum velocity
appears to be neax;, the location of the negative ion

(@

front found by settingn.(x;,t)=n(x;,t) (see Fig. 9, so T/ fn,out SiMulation tn,out aNalytic
Vi max=Xig/2t. Thus, the maximum negative ion fluid velocity 0.1 2.3 3.1

is smaller than the velocity of the negative ion front, the 0.05 3.3 3.6
latter beingV;;=dx; /dt~x;; /t. The velocity of the negative 0.01 7.5 7.5

ion front is not equal to the velocity of negative ions at the 0.005 10.1 9.35
position of the front. This phenomenon has an analogy in

classical hydrodynamics, where the shock velodty,,qx ®)
=(I'y—T'_)/(n.—n_) is different than the fluid velocities

to the right of the shocK/ g, oo=1 1 /N, _and to the left of the ndx L, t, ot SIMUlation t, out ANAYtic
shockVgnoa= 1" /n_ [28]. However, in classical hydrody- ' :
namic shocks, the value of the shock velocity lies in between 2 0.36 7.5 7.5
the fluid velocities in front of and behind the shock. In con- 6 0.6 6.3 6.6
trast to the classical hydrodynamic shocks, the velocity of 18 0.86 4.6 4.6
the negative ion front is faster than the velocity of the nega- 48 1.1 2.7 3.3

tive ion fluid on either side of the shodkr everywhere in
the discharge for that matpeiThis is the consequence of the
fact that electrons, which can move much faster than negdusion), we characterize different cases by the values of the
tive ions, influence the front motion. integral /n dx. Again, the analytical estimate, E(L.9), pre-
Knowing the velocity of the negative ion front, one can dictst, ., reasonably well. For largén dx the ion-ion core
find the time needed for negative ions to reach the wallgxpands towards the wall and occupies almost the entire dis-
thout- This time is the sum of;, the time after which nega- charge space. In such case ELtp) is not valid, since it was
tive ions start to diffuse nearly freely, and the time neededierived under the assumption that the ion-ion core initially
for the front to reach the wall, occupies a narrow region in the discharge ceférDeter-
mining the time negative ions first reach the wall is impor-

C o4 L—Lio 19 tant for applications in negative ion sources and charge-free
n,out™ i Vi semiconductor manufacturirig1].
where agairl_;y, can be determined by the attachment and IX. CONCLUSIONS
detachment frequenciels7,14,27. For the numerical ex-
ample discussed abovyEig. 10, The spatiotemporal evolution of charged species densities
and wall fluxes during the afterglow of an electronegative
1.57-0.36 discharge has been investigated. The decay of a plasma with
th,ou= 1. 02 L6+6.1=75, negative ions consists of two stages. During the first stage of

the afterglow, electrons dominate plasma diffusion and nega-
which nearly coincides with the simulation result. tive ions are trapped inside the vessel by the static electric
Further simulations were performed for a range of ratiodield; the flux of negative ions to the walls is nearly zero.
of ion to electron temperatures and for different initial con-During this stage, the electron escape frequency increases
ditions. Table I{a) shows the numerically calculated time considerably in the presence of negative ions, and can even-
when negative ions appear at the wall compared to the anddally approach free electron diffusion. During the second
lytic estimate, Eq(19). The analytical estimate is quite ac- stage of the afterglow, electrons have disappeared, and posi-
curate. As the ratio of ion to electron temperatures tends ttive and negative ions diffuse to the walls with the ion-ion
unity, the edge region of electron-ion plasifwathout nega- ambipolar diffusion coefficient.
tive ion9 disappears and the concept of negative ion front Analytic expressions for the time required for negative
fails. Then, the theory of Sec. Il applies. ions to reach the wall, ,;, were derived for two limiting
Table Il(b) shows the time when negative ions appear atases of equal and very different electron and ion tempera-
the wall calculated numerically and compared with the anatures, in the afterglow of electronegative gas plasmas.
lytic estimate, Eq(19), for different initial density of nega- WhenT;=T, and no volume plasma chemical reactions
tive ions at steady-stat@ising various attachment frequen- are taken into account, electrons disapgead negative ions
cies and a constant detachment frequgyrity/T,=0.01, and come out in a finite time t, ou=te= (A2, T)In(po/ng).
fixed total electron density f[(h.dx=2). This amounts to This time considerably decreases with increasing electrone-
varying plasma electronegativity. Since the total amount ofativity.
negative ions is conserved until negative ions come out If attachment is important in the aftergloistrongly elec-
(negative ion chemistry has been neglected compared to difronegative gases, such as))he time of electron density
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decay becomes shorter. However, even if the attachment fréen sources should operate at low pressures and not too large
quency 4y is initially larger than the electron diffusive loss gaps.

frequency, diffusion eventually dominates during the late WhenT;<T,, negative ion density fronts may from dur-
stages of the afterglow. In this case, the time required foing the afterglow. These fronts are not analogous to hydro-

electrons to disappear is also finite and is given by dynamic shocks. Negative ions diffuse freely in the plasma
core, but the negative ion front propagates towards the
A =il (VattTd“eo) chamber walls with a nearly constant velocity;
nout ey, 2py /)’ =\4D; Z, 0ss (for constant electron and ion temperatyres

o i The negative ion fronts are a new type of nonlinear structure,
If detachment is important in the aftergloweakly elec- gjfferent from hydrodynamic nonlinear waves and beyond
tronegative gases, such as)@he time of electron density the classification of dissipative structurésee, e.g.[30]).
decay becomes longer. This case depends crucially on thgne evolution of ion fronts in the afterglow of electronega-
product of detachment frequency and ion diffusion timegye plasmas is important, since it determines the time

va7a- If v474>2, negative ions convert to electrons during needed for negative ions to reach the wall, and thus influ-
their diffusion towards the wall. As a result, a substantialences surface reactions in plasma processing.

number of electrons appear even in the late afterglow. The
presence of these electrons results in “self-trapping” of
negative ions, due to emerging electric field, and the negative
ions flux at the walls is very small. In the opposite case, Fruitful discussions with Professor A. Lichtenberg, Pro-
v474<2, the physical picture changes drastically: electrondessor L. Tsendin, and Professor R. Franklin are greatly ac-
eventually escape nearly freely, and the negative ion fluknowledged. This work was funded by the National Science
equals the positive ion flux. The transition between the twd-oundation(CTS-9713262 and CTS-0072854nd the State
cases is abrupt and can be described mathematically asoh Texas through the Texas Advanced Technology Program.
transcritical bifurcation. Thus, negative ions can be extractedlK. was supported in part by the Princeton Plasma Physics
in the afterglow only ifyy7q<2. This implies that negative Laboratory University Research Support Program.
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