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Phase retrieval from images in the presence of first-order vortices
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We discuss retrieval of the phase of quantum-mechanical and classical wave fields in the presence of
first-order vortices. A practical method of phase retrieval is demonstrated which is robust in the presence of
noise. Conditions for the uniqueness of the retrieved phase are discussed and we show that determination of the
phase in a given plane requires a series of at least three two-dimensional intensity images at different propa-
gation distances. The method is applicable to a wide range of scenarios such as the imaging of imperfect
crystals, quantitative determination of the strength of vortex filaments in high-temperature superconductors,
and x-ray and electron holography.
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The study of wave-field singularities, both quantized andwhere k=2=/\ and \ is the free-space de Broglie wave-
classical, is a rich and diverse topic for fundamental andength. As is well known, an equation of this form is also
applied research. Noninterferometric determination of thesatisfied by monochromatic scalar electromagnetic waves in
phase of quantum-mechanical and classical wave figlels  free space, allowing us to treat simultaneously the cases of
phase retrievalis a topic of current interest in a number of monoenergetic electrons and monochromatic electromag-
areas where either phase imaging or structure retrieval is ametic waves. We write the wave function in terms of its
issue. For example, phase measurement is topical for opticatodulus and phase in the form(r)=|y(r)| exdig(r)].

[1], x-ray [2,3], neutron[4], electron[5-8], and atom[9]  From the continuity and single valuedness of the wave func-
wave fields. In all of these areas it is possible that vorticegion, it follows that the squared modulygitensity of the
and other phase singularities may afi$6—12. This means Wwave function will also be continuous and single valued.
that the phase is not necessarily continuous and single valuddowever, the fact that the phase is undefined wherever
and a method of phase retrieval is required that can acconm#(r)|=0 implies that$(r) may be a discontinuous and
modate this. In this Brief Report we demonstrate a practicamultivalued function of the coordinates Since the phase is
approach to phase retrieval in the presence of first-order voenly defined modulo 2, its integral around a closed loop
tices which is robust in the presence of noise. Conditions foneed not vanish and will in general equal an integer multiple
the uniqueness of the retrieved phase are discussed and weof 27 (mis called the topological charge

show that determination of the phase in a given plane re-

quires a series of at least three two-dimensional intensity é V é(r)-di=m(2). 2
images at different propagation distances. r

Consideration of vortices in quantum mechanics appears
in many places, for example, Dirac’s pioneering article onHere, i is the unit vector tangential to the closed pdth
guantized singularities in the electromagnetic fi¢ltD], around which the loop integral is takeli;is any closed loop
quantized vortices around wave-function nodds], the in the space of coordinatesover which|(r)|>0. A non-
Aharonov-Bohm wave functiorf14], angular-momentum zero value for the circulation integral above heralds the pres-
eigenstates of the hydrogen at¢fb], superconductorks], ence of a phase vortex.
superfluids[16], and Bose-Einstein condensafgds]. The We will generate wave fronts with vortices in the phase
study of vortices in the visible-light optics community was from an input model wave function without vortices that has
largely spurred on by the work of Nye and Befty8] in the  the intensity and phase shown in Fig. 1. The arbitrary nature
mid 1970s. In this context, vortices are often associated witlof these input data serves to highlight the fact, mentioned
phenomena like diffraction-free bearfis9], vortex solitons earlier, that almost any choice of images for the probability
[20], or holographically produced screw dislocatidi&l].  density and phase of the wave function will lead to phase
We emphasize that the presence of wave-field vortices igortices after the wave field has been allowed to propagate a
ubiquitous rather than exotic. Indeed, the physics communitgufficient distance through free space.
is becoming increasingly aware of the fact that vortex-free Our example can be considered to apply to two cases.
propagating wave fields will almost always develop vorticesFirst assume that the intensity and phase maps in Rigadh
after evolving through a certain critical length of time or 160x 160 pixel3 have dimensions 75&75A and are
space[12,18,22,23 formed by a beam of electrons of energy 100 kevave-

We restrict our discussion to monoenergetic propagatingength 0.037 A. Alternatively we can consider the image in
wave functionsy(r) that satisfy the time-independent free- Fig. 1 to have dimensions 1.28 nii.28 mm and the inci-
space Schidinger equation dent radiation to be laser light of wavelength 6328HeNe

lasep. Then the image and phase maps in Fig. 2 correspond
to the defocus values indicated in the square brackets.
(V2+K?)¢h(r)=0, (1) Spherical aberration could be included in constructing the
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Intensity

The images obtained after propagation were first modified by
the addition of noise before display in Fig. 2. We assigned a
number of counts to each pixel in the images assuming that
an intensity of unity contained noise at the 5% level. The
statistical errors at each pixel were assigned using a random
deviate drawn from a Poisson distribution with mean corre-
sponding to the noise-free number of counts for a given pixel
[25].

Consider the image foAf=500A in Fig. 2. Close ex-

FIG. 1. Input intensity(Mark Twain) and phase magLouis- amir_1ation,. at_higher_ magnifi_cation, §ho_ws that each Z€ero in
Victor de Broglie which form our initial wave function. The inten- the ',ntens'ty is a point and |n2the vicinity (gf a Zerc_) the in-
sity varies between 0 and 1 and the phase varies betweeand  tensity behaves agx;,y;)=Ax’+Bxy;+ Cy; (coordinates
7. Pictures originally containing 128128 pixels have been padded Xi andy; refer to a reference frame with the origin centered
out to 160< 160 pixels—by 1s in the intensity and zeros in the ON theith zerg. This implies that in the vicinity of the zero
phase. the real and imaginary components of the wave function be-
have asfr=ax;+by; and ¢, =cx;+dy;, respectively26].
In other words we have simple first-order zeros in the wave
éunction. This is likely to be the case for a large number of
Lealistic physical situations. The phase in the vicinity of the
zero is given by

focal series[23] but would be more pertinent for electron

optics. Propagation of the wave function in free space yield
the series of phase maps shown in Fig. 2. Vortices ar
present in all these phase mapdhe phase maps are

wrapped—unwrapping in the presence of vortices has been

discussed by Cart¢24]). We indicate one such vortex by an d(Xi Y= arctar(
arrow in each phase map. The vortices we have indicated are

each connected to a counter-rotating partner by branch Iinea}

c+dtang,
a+btané;

: (©)

here ¢; is the polar coordinate in they; plane. Since

Intensity Phase d¢  (ad—bo)(1+tarf ;)
e — d6,  (a+btané;)?+(c+dtang,)?’

4

the phase is monotonically increasing or decreasing, depend-
| ing on the sign of §d—bc), and exhibits a vortex behavior
‘ [26]. The change in the phasgas the coordinat®; varies
from O to 27 about theith vortex is

. T 2ndg
Af=250 A [Af=4.27 mm] A¢i=f0 g, 40i==2m (5)

Therefore a simple first-order zero in intensity is associated
with a vortex in the phase with topological change= =1
and any correct solution to the phase problem must show this
behavior. Therefore we have a situation where we know the
positions of all vortices and that they have a topological
chargem;=*+1.
i , — - In practice we use the following approach to retrieve the
Af=500 A [Af=8.55 mm] phase. Having made an initial gue®$ a constantfor the
S S phase atAf=500A we propagate the wave in free space
- cyclically between the images in the series in Fig. 2, correct-
ing the modulus to the known value after each propagation
step until convergence is obtained. We discuss our approach
to the phase retrieval in terms of the electron optics case but
it is equally applicable to the laser optics case just mentioned
(or any other equivalent situation for that matteA sum
-~ - - | squared errof27] of 6.48x 10 * was obtained Efter 939 it-
A erations. The retrieved wave functionat=500 A is shown
Af=730:a [Af= 1252 mm] in Fig. 3. Also shown is the wave function that is then ob-
FIG. 2. Series of defocused images and phase maps generati@ined by back propagation to zero defocus, which can be
from the wave function shown in Fig. 1. The defocus values in Acompared with the wave function in Fig. 1. The effect of
correspond to the electron scattering case discussed in the text af@ise in the focal series in Fig. 2 is mainly evident in the
those in square brackets in mm to the laser optics case. intensity rather than the phase. For fast convergence of the
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FIG. 4. Vortex trajectory on which the vortices indicated by the
arrows in Fig. 2 lie. The counter-rotating partners evident in the
grpase maps also lie on the same trajectory. Moving along the tra-
jectory in the direction of the arrow, the vortex is rotating counter-
clockwise.

FIG. 3. The image and the recovered phase map Xdr
=500 A for electron optic$A f=8.55 mm in the laser optics cdse
and the corresponding image and phase map for back propagati
to Af=0 A [mm].

algorithm the step between the imag@80 A in this casg
must be sufficiently large for there to be significant differ- should satisfy Eq(6) (within the limits of the paraxial ap-
ences between the images. At least three images are need@@ximation implicit within the TIB.
to obtain the correct phase map. Using five images 250 A We ignore terms in Eq(6) for which d1/36;=0 [9]. Am-
apart, convergence is obtained after only 230 iterationspiguities corresponding to such “unobservable” phases can
Tested on other focal series of three or more images thee identified using symmetry arguments. If the RHS is
method was always successful. A practical consideration foknown then Eq(6) may be uniquely solved for the phase.
applications is that the images would need to be carefulljfowever, the RHS is not uniquely specified by the intensity
aligned. measurements because the signs of the topological charges
Having obtained the phase map &f=500A from the ~m; are not determined. The only other possible solutions to
intensity data in Fig. 2, we can use this phase as an initidihe TIE correspond to different choices for the signs of the
estimate for a phase retrieval using the images at, A&y, topological charges. There ar@-21 further sets of signs if
=500 and 750 A and a further image p|ane close to that a‘rthere aren vortices. In general Only the solution we have
Af=500A, say,Af=475A. Assuming that the phase map Obtained by iteration will propagate correctly to a third plane
atAf=500 A is then essentially unchanged we can now conand those obtained from the TIE corresponding to other sets
sider the relationship of the retrieved phase to the so-calleff signs for the topological charges will not, and this can be

transport of intensity equatiofT1E) [9]: checked. . _ .
The vortices lie on trajectories that may be tracked, as

m Jl al shown by the example in Fig. @éhe vortices shown by the
i S . ) ;
V,-(IV, p)=—2>, — ——k—. (6) arrows in Fig. 2 are on this trajectgryHaving chosen the
T I d6 oz sign of any vortex in the image plane on a given trajectory,
the signs of all other vortices evident in the image plane on
In Eqg. (6) the phase has been decomposed into scalar artie same trajectory are determined. This can be used to re-
vector component$9] via V, ¢=V, ¢+ (VX ¢,), (the duce the number of possible sets of signs for the topological
symbolLl denotes operation in the imagexyrplang and the  chargesm; (there is only one free parameter for charges on a
term containing the vector phase is determined by the firstlosed vortex trajectojy
term on the right-hand sidgRHS) of Eg. (6) (this term de- We now briefly discuss some anticipated applications of
scribes a differential rotation of probability density about thethe method of phase retrieval we have demonstrated. Imme-
vortex corg. The term on the LHS describes a differential diate applications may be made to the quantitative imaging
translation of probability density transverse to the propagaef crystal defects using high-resolution transmission electron
tion directionz. Furthermorer; is the radial coordinate in the microscopy, where phase vortices are ubiquitp2@]. Im-
reference frame of thigh vortex andjl/ 9z is the variation in  portantly, the method discussed here is easily modified to
intensity along the direction, which can be estimated from correct explicitly for any aberrations that are present in the
the two closely spaced images. Our solution for the phasanaging system, provided that they are accurately known
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[23]. The method may also be readily applied to the imaging In conclusion, there exist many scenarios where the pres-
of high-temperature superconductors containing a network ofnce of vortexlike phase singularities demands a phase-
vortex filamentg5]. In the context of transmission electron retrieval algorithm that is able to cope with their existence.
microscopy on such samples, the correct phasing of the exitfhe ideas discussed here comprise a simple, robust, and
surface wave function is easily related to the strength of theapid method for the phase retrieval of both quantum-
vortex filaments in the superconductor and thereby to theimechanical and classical wave fields in the presence of first-

ubiquity of the vortex implies the very limited domain of .hackeda posteriori

validity possessed in this context by phase-retrieval algo-
rithms that assume the phase to be vortex free. Lastly, the L.J.A., K.A.N., and D.P. acknowledge financial support
methods presented can be applied to electron and x-ray hérom the Australian Research Council. We thank Professor

lographic microscopy, obviating the need for any form of saac Freund for helpful correspondence.
imaging optics.
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