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Self-collimation in an atomic beam evaporated from a superfluid*He film
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Using a scaling Monte Carlo method, we have simulated the scattering in a pulsed atomic beam evaporated
from a superfluid*He film. The simulation assumes that the atoms leaving the surface have the equilibrium
Maxwellian distribution at the temperature of the film T. This means that the initial particle flux varies és cos
(Lambert’s law. We find that the effect of atomic scattering just above the film is to bias the flux in favor of
the forward(small #) direction, in agreement with the experiment of Eckaatdal. The simulation predicts that
the deviation from Lambert’s law grows rapidly with increasing heat if@aind decreasing pulse length. At
the same time, the average kinetic energy per particle in the forward direction is enhanced relative to the global
average, RgT. The distribution with respect to speed is narrower than Maxwellian in the forward direction but
broader at large angles. We find that a beam that has passed through a slit is slightly narrower than in a ballistic
calculation with no collisions. This effect seems to saturate at valu@dlwdt correspond to 30 or 40 collisions
per atom.

PACS numbeps): 34.50-s, 39.10+j, 02.70.Lq

[. INTRODUCTION be accurately measured in the appropriate range, @ as
to determines(0). Thesimulation assumed the velocity dis-

A convenient way to produce a low enerdie atomic tribution at 40 mm from the film to be the one experimen-
beam is by the pulsed evaporation of the superfluid filmtally observed by Eckardit al. [1].
Such beams have been used to study the angular and speedin this paper, we use the same scaling Monte Carlo
distributions of evaporated atom$—3|, to measure the re- method[12,15 to study the origin of this distribution by
flection coefficient of atoms at the surface of liquftHe  following the trajectory of each particle from the moment it
[4-6], and to measure the atomic scattering cross sectioleaves the surface of the film. The calculation includes mul-
[7,8]. With small heat pulses, the atoms are usually assumeitible scattering but excludes three-body collisions. Details of
to propagate ballistically, with negligible intrabeam scatter-the method are described in Rgf2]. Here we give a brief
ing. With large heat inputs, the intrabeam scattering makesummary.
the distribution of speeds more homogenef®is This cor- The number of atomi evaporated by a typical small heat
responds to cooling in the center of the mass frai. pulse, 10 nJ, is about ¥ To make the computation of the

The experiments of Eckardit al. [1] showed that, for a trajectories manageable, we reduce the number of particles
very small heat input, the angular distribution deviated fromn=N/\ in the simulation by a large scaling facter while
Lambert’s law although the distribution in speed was close tdncreasing the cross-sectier(v,) by A. As shown in Refs.
Maxwellian[1,2]. One explanation is that the thermal exci- [12,15 the scattering rate per particle remains unchanged.
tations in the film producing the evaporated atoms do nofollowing Ref.[12], we refer to atoms in the unscaled sys-
have an equilibrium distribution. Another, suggested bytem and particles in the scaled system.
Meyer [11], is that the deviations from Lambert’'s law are  In low temperature experiments, only s-wave scattering
caused by atomic scattering near the surface of the film. contributes significantly to the collisions. We calculate the

In this paper we simulate the experiments of Eckardt o
et al.to discover the origin of the angular distribution and to 10 ' ' ' '
explore the consequences for other experiments using the [
same technique. In the simulation we assume that, when the
atoms leave the film, their distribution is Maxwellian and
obeys Lambert's law. We find that the atomic scattering near
the film produces the distribution seen at large distances, as
suggested by Meyer.

IIl. METHOD

We have recently simulatefd 2] a low temperature ex-

0 L I
periment using two pulsed low-intensity atomic beams. This 10102 103 10*
was proposed to measure thele-*He scattering cross sec-
tion o(v,) for small relative speed, . Calculated values of
o are shown in Fig. 1. Because of the existefit8] of a FIG. 1. Plot of the cross sectiar(v,) vs relative velocityw, for
weakly bound dimer{1 mK), o(0) is expected14] to be  the SAPT2 potentiaffull curve) and for the Lennard—Jones poten-
unusually large, about 1.8310° A2. We showed tha# can  tial (dashed curve

v, (cm/s)
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s-wave cross section using effective range theldr§y,17] Most of the simulations were run in two configurations. In
with parameters, the most accurate available, calculated fromhe first, we calculated the energy flux into a hemispherical
the SAPT2 potentig]14,1§ dome 35 mm distant from the center of the heater. This was
the distance between the heater and the detector in the angu-
8maj lar distribution experiment in Eckardit al. The dome was

2 . (2.1) divided into 100 zones evenly spaced in éos0 that each
+ (agk)? covered the same solid angle. Hetas measured with re-
spect to the normal to the heater.
In the second configuration we placed the heater at a dis-

Here a,=85.25 A is the scattering length and . .
ro=7.256 A is the effective range. The relative wave vectorance of 41 mm from a 1016 mnf window in a planar

is k=m,v /2% wherem, is the atomic mass. sccrj(_aen. An 8<f8 mrr;]2 detectorfwr?s njo(;/ed or;fan arc of
Figure 1 is a plot ofr(v,) versus the relative speed . radius 41 mm from the center of the window. This geometry

For comparison we also showfrom the parameters for the '€Produces that in the beam experiments of Refs8]. To
classic Lennard—Jones potentiab,=—176.3 A and define the volume of the simulation the apparatus was sur-

ro=7.957 A [11]. With the Lennard—Jones potential, the "ounded by a sphere of radius 45 mm.

2

7 1
1— —agrok?

dimer is not quite bound. At speeds above B® cm/s it Whenever a particle hits a surface, it is assumed to be
gives a cross section about 15% smaller than the SAPTAbsorbed, in agreement with experimets6] that show the
althougha(0) is over four times larger. reflection coefficient to be small except at glancing inci-

From the scaled cross-sectiam(v,) we get the particle dence. The energy deposited includes the latent f@Ht
collision distance .(v,) = VAo (v,)/ 7. To collide, two par- La/kg=7.17 K as well as the kinetic energy.
ticles must have a distance of closest approach less than Our method includes only binary collisions; it does not
r.(v,). Since the scattering swave, the trajectories of the consider three body collisions. We make an estimate of the
colliding particles are modified by giving their relative ve- ratio of three body to two body collisions by considering a

locity v, a new random orientation. The new trajectories starkma|| spherical volume of radiugo/, centered on a par-

from the po;mons of closest approait2]. ticular atom. Herer is the mean unscaled cross section ob-
The scaling method breaks down when the largest colli-

sion distance .(0)= YA o(0)/ approaches the size of other served in our simulations, about 0&®). We compare the

lengths in the system. The smallest length in our simuIatiorPrOb""b'“tIes that one or two other atoms are W.'thm the
is the size of the heater, 8 mm by 8 mm. This sets an uppe phere. These probabilities are largest next to the film during

limit on \. On the other hand, the computation time for athe pulse. i L
simulation is proportional tdN3/\2. [The number of colli- At the surface of the film, the density isP/2kgT where

sions is proportional tan(n—1). After each collision we P(T) is the vapor pressure. We include the factor of two
must recalculate the collisions that might occur with theP&cause atoms are mainly moving away from the film. Our
n—2 other particles. Thus, the time is proportional tohighest heat input Q=47 nJ), with 2r=30 us, corre-
An(n—1)(n—2)~N3\2] sponds toT=0.67 K. The “He vapor pressurf22] at this

Each simulation may be repeat&dimes to improve the temperature is 1.6 dyr_]/cﬁvn giving a density of 8. 1015
statistical accuracy, proportional to\HS. Therefore, for a  atoms per cti From this density and the Poisson distribu-
given accuracy, the total computation time increases alon, the probability of finding two or more atoms within the
NZ/\. Unlike our previous prograrfiL2], this one was writ- sphere is 0.3% of that for finding one atom._lf we use the
ten in FORTRAN. It is available on an Internet web sit&9]. maximum possible cross-sectiotf0), instead ofo, the ratio

We ran the program for various nominal heat inp@i  increases to 30%. Since this is the worst case, we assume the
and pulse lengths 2centered at=0. The particles evapo- effect of three body scattering to be small.
rated during the pulse leave the surface of the film with a Without three body collisions, no dimers can form in our
Maxwellian distribution at temperatufe We determinedr ~ beam. However, this is not important until the temperature in
by equating the energy of the evaporated aton®joSome  the center of mass approaches the binding energy, about 1
of the atoms are almost immediately scattered back into theyK. We are very far from this regime in all the simulations
film. Their energy was subtracted fro@, to give Q, the  described here.
heat carried away from the film. The difference betw€gn
and Q depends on the intensity of the pulse. For our largest
heat inputQ,=56.5 nJ, the value 0@ is 47 nJ. For our . RESULTS
simulation of the angular distribution experiment in Réf,
the difference betwee®,=2.9 nJ andQ=2.7 nJ is quite
small. Although three-body collisions are neglected, multiple

In an actual experiment, some of the heat is conductedollisions are important. This is illustrated in Fig. 2 which
away and some is needed to raise the temperature of the filshows, for the average evaporated atom, the number of col-
and heater. Also, the evaporation rate varies during the hedéisions per mm as a function of the distance from the film.
pulse and it continues for a short time afterwards. Thes&he dashed and dotted curves, @§=2.9 nJ, 2-=30 and
complications make a strict quantitative comparison with ex60 us, were calculated analytically assuming that the distri-
periments quite difficult. A calculation of some of these ef-bution at allz is the original Maxwellian, unaffected by the
fects is given in Ref[20]. collisions. The calculation is a simplified version of the one

A. Number of collisions
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FIG. 3. Polar plot of the energy received on the bolometer in
Ref. [1] (circles and the extrapolation of our simulatiofiull
curve. The experiment in Refl] had the heater offset slightly; the
squares are the circles corrected to account for the offset. The dot—
dash curve is cG€ ¢ fitted to the experimental data. The dotted
circle is Lambert's law (cos) with the same energfsummed over
all directions as the co¥? 6 curve.

FIG. 2. The number of collisions an average particle experi-
ences per mm as a function af the distance from the film, for
Qo=2.9 nJinto an &8 mn¥ heater. The pulse length is 3@s
for the dashed curve, and 6Qs for the dotted curve. The dash—dot
curve is for the Lennard—Jones potential for p®. These calcula-
tions do not include the effect of prior collisions on the collision

probability at a givere. The full curve, calculated by extrapolation B. Dome configuration
from two simulations for 30us, includes the effect of prior colli- In their angular distribution experiment, Eckaedtal. [1]
sions, reducing the collision probability for large used a 4.3 nJ pulse in anx® mn? heater coated with a

. . - . superfluid *He film. The pulse length was not clearly speci-
n Appendix A of_R’_ef.[lZ]; the main d|ffere_znce IS that_we fieg; it was between 10 l?amd 4ﬂs.gThey measured i/hepen-
S'mgly cdou?t COlu.St'ontS ratrt1er than checking to see if theergy received by an identically sized bolometer moved along
scattered atoms hit a target. an arc of radius 35 mm centered on the heater. As shown by

. IThe galculation gi\ﬁgy(Z)gz, the pro(;)abil(ijty t_?ﬁt a palr- the data points in Fig. 3, the angular dependence of the signal
ticle undergoes a collision betweenand z+dz. The total gy ot ghey Lambert's law. The intensity in the forward

number of collisionsv; experienced by an average EVapo- girection is greater, resembling a €38 distribution.

rated atom is We simulated the experiment of Eckarelt al. using Q
o =2.7 nJ and a pulse length of 31s. The size ofQ was
Vo= J p(z)dz (3.)  chosen to agree with our estimate of the total heat carried
0 away by the evaporated atoms in the experinj@3]. We
used our first configuration which reproduces the bolometer
distance in the experiment. The results of the simulation

(2) andu, are simply proportional t€), which is the same were scaled to the solid angle subtended by the bolometer.
P Ve Py Prop ’ This allowed us to improve the statistics compared to just

?hs Qo. Even fotr the Swg”e@.\t’\r’]e have t%0n3|tderedt,hl.4 n:lj'h counting the particles hitting the bolometer.
i € averlage a otm_ cofl ZS tW:j rr?ore an ;/volot der?. Ze Figure 4 shows some results from this simulation. To find
igure also contans a dot-dash curve calculated 1or 2,0 the scaling method breaks down, we have displayed

=60 wus from the Lennard—Jones potential. At snmglthis . :
. the total energy per zone, integrated over time, rfgi0)
is about 10% below the dotted curve for the SAPT2 poten-=2’ 5, and 10 mm divided by that far,(0)=1 mm. The

tial. deviations from unity are roughly linear in.,(0), so it is

Figure 2 shows that most of the scattering takes place neaﬂ)rossible to extrapolate to the very small valuergf0) that
the surface of the film, within a characteristic distance corresponds to the physical resiit=1.

Herev is the mean speed in the Maxwellian distribution. For

the curves in Fig. 2y 7=0.8 and 1.6 mm for 2=30 and 1.2 . .

60 us. There is also a longer range tailpz) on the scale

of the heater size. When most of the scattering is close to the e e o
surface, the quantity that determinpéz) is the heat input 10K A > \;:’,‘\J:\,\\;Aw
per unit areaQ/A rather thamQ. v BN

The full curve in Fig. 2 is for 2=30 us calculated from . . . h
0.0 0.5 1.0

From the dashed and dotted curves in Fig.vgs=6.6 for
27=30 and 5.2 for 60us. In the analytical approximation,

NN LGTA AN A
N vy \.'v"\\‘/‘v"\ A
.

the simulation. It therefore has the correct distribution at all
z. We extrapolated tov=1 from simulations withr.(0) cost
=1 and 2 mm. The simulations used the sa@gas the FIG. 4. Comparison of the simulated angular distribution for

analytical approximation. As expecteg(0) is the same various values of .(0). Thegraph shows the total energlinetic
(within the erroy in the two methods. The, from the simu-  plus binding energyper unit solid angle for,(0)=2 mm (full

lation is 5.7 compared to 6.6 from the analytical approxima-curve), 5 mm(dashed and 10 mm(dotted divided by the result for
tion. 1 mm.
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FIG. 5. Polar plot of the fractional energy per steradian for cos(9)

various heat pulse® and pulse lengths 2 The curves show the
fraction of the total emitted energy as a function of direction. The FIG. 6. Mean kinetic energy per atoBy, divided by the mean
upper graph displays results for230 us and the heat puls€d ~ €vaporated energykaT, vs(cosé) for various heat pulseQ. The
shown. The lower graph is f@=10 nJ. circles are the results of the simulation. In order of increasing steep-
ness, the results correspondQe=1.4, 2.7, 5.2, 10, 20, and 39 nJ.
The figure shows that the difference betweg(0)=1
and 2 mm is approximately 1%. This means that the error irMaxwellian, i.e., cooler in the center of mass frame. In con-
using just the results for,(0)=2 mm, without extrapola- trast, the curves at large are broader than the Maxwellian.
tion, is only 2%. To calculate the 2 mm results§=12  Our simulations are limited by the computation time Qo
X 10°) took approximately 3.5 days on a 400 MHz Pentiumsmaller than~50 nJ, otherwise it would have been interest-
[I. The 1 mm data took two weeks. ing to simulate situations with larger intensities where beam
The full curve in Fig. 3 is an extrapolation of our simula- cooling is more pronounce®].
tion toA=1. The agreement between the data points and the The theory of beam cooling has been developed in semi-
full curve shows that the angular distribution can be ex-analytic form by Toennies and WinkelmahhO]. However
plained by evaporation of the film according to Lambert'stheir theory is for a steady state with spherical symmetry and
law followed by scattering just above the film. Obviously, in so it is not directly applicable to our situation. We postpone
the limit of Q=0, the final distribution must tend to c6s a comparison between experiment and our simulated speed
since there will be too few atoms to scatter. Unfortunately distributions to Sec. Il D.
there are no direct measurements of the angular distribution The qualitative explanation of the angular effects we ob-
at other intensities to determine its dependenc&on serve may be the following: Atoms traveling in the forward
We repeated the simulation for other heat pulses andirection are less likely to scatter because they quickly move
found that the distribution depends strongly Qrand 7, as
shown in Fig. 5. These results were extrapolated from
r.(0)=2 and 4 mm for larg® and 1 and 2 mm for smaf.
As expected, the distribution becomes more collimated in the
forward direction agQ is increased ot is decreased. Note
that the figure shows the fraction of the evaporated energy
per unit solid anglef(6), including the latent heat, so that
each of the curves has

277J01f(6)d cogh)=1. (3.2

In addition to the collimation seen in Fig. 5, the average
kinetic energyE, of atoms in the forward direction is in-
creased at the expense of those at latgEigure 6 displays
E\ divided by the average emitted valukgd as a function
of angle for variouQ. For the larges@=39 nJ, theE, for t(msec)

¢=0 is more tha_n three_ times as Iarge_as thattferd0°. FIG. 7. Fractional speed distributiok®(t)/E at a bolometer 35

The speed distributions for two differer® and for 1y away from the heater. The angles correspon¢tes6)=0.05
(cos#)=0.95 and(cos#)=0.05 are shown in Fig. 7 as the anqg 0.95; the pulse width is72=30 us. The full curves are the
full curves. Normalized to unity, they are compared to Max-simulation, the dashed curves are Maxwellian beam distributions
wellian beam distributions with the same average kinetic €Nwith temperatures calculated from the average kinetic enEkgv
ergy, shown as the dashed curves. Particularly for the largahe corresponding simulatiasee Fig. 6. The dotted curves are the
Q, the distribution for{cos#)=0.95 is narrower than the original Maxwellian distribution with temperatufe
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FIG. 9. Simulation of the window experiment shown in Fig. 8.

FIG. 8. The window experiment from RdfL] (part of Fig. 3in  The circles joined by dashed lines show our simulations with 2
that paper. A heater and a bolometer are mounted on rotating arms=30 us andQ=47 nJ(bottom panel and Q=5 nJ (top). The
as shown at the top of the figure. On the left the heater is held at &ull curves are the ballistic calculation scaled to match the energy at
fixed angle while the bolometer on the right is rotated betweerthe plateau.
measurements witQ=68 nJ. The signal on the bolometer as a
function of its position(angle of the armis shown on the graph as
the circles. The full curve is a calculation assuming no scattering
scaled to agree with the intensity in the center of the plateau.

0, (degrees)

mm results and the extrapolation is quite large, about 10%,
because of the strong collimation at this large heat input.
Figure 9 shows the surprising result that scattering narrows

away from the heater. Atoms traveling at a large arfgiss the_ beam slightly. We repeated th_e simu_lation without scat-
by a larger number of other atoms, increasing their chance d£ng to confirm that there was no inconsistency between the
scattering. If they are scattered into the forward direction, théimulation and the ballistic calculation. They agreed per-
probability of another collision decreases. In addition, thef€ctly- _ . _ . .
effect of such a collision is smaller becauseis smaller. Although the heat input in the experiment is larger than in

Thus we have a larger number of atoms with snsatiom- the simulation((_58 compared t(_) 47 nJthis could easily be_
pared to the original distribution. due to losses via heat conduction, etc. Therefore, we consider

The enhancement of the energy per particle might be eX_t_he agreement between the abgolute intensities in Fig: 8 and
plained by noting that the slower atoms pass by fewer othef? (€ graph at the bottom of Fig. 9 to be useful, if indirect,
atoms before the heat pulse ends. Thus it is the fast, large evidence for the strong collimation predicted by the simula-

atoms that get scattered into the forward direction. tion. From Fig. 5, forQ=47 nJ, this is an enhancement of
~27X1.56=10 compared to Lambert’s law.

It is interesting to compare the narrowing with results
from our simulation[12] of the proposed cross-section ex-
Eckardtet al. [1] measured the angular distribution of a periment. There we observed only a very small tail on each
beam that passed through a window, as shown in Fig. 8. Aside of the beam when compared with no scattering. How-
the top of the figure is a schematic of the experiment. On thever, only collisions beyond the first set of sligg 40 mm)
left-hand side is a heater on an arm 41 mm long whose axigere included. This indicates that the narrowing is due to
of rotation passes through the center of the window. A bo-<ollisions near the heater, as expected. The small tails can
lometer is mounted on an identical arm on the right. Thestill be found in the present simulation. They are too tiny to
heater was held in a fixed position while the bolometer arnbe seen in Fig. 9.
was rotated between measurements. A signal is detected only Calculation of results like those in Fig. 9 is quite tedious
over a small range of bolometer angles. This is the width oo we have not been able to study the dependencg and
the beam passing through the window. 7 in detail. Results witlQ=5 nJ, shown in the top panel in
Eckardtet al. compared their results, produced by a heatFig. 9, and 10 nJ, which has the same degree of narrowing as
pulse of 68 nJ, to a ballistic calculation with no interatomic 47 nJ, indicate that the narrowing is independer@adf each
collisions. This is shown as the full curve in Fig. 8, scaled toatom collides with at least 30 or 40 other atoms. For 2.7 nJ,
fit the height of the signal; it agrees well with the experi- when the number of collisions per atom is 5.7, the narrowing
ment. is barely visible. At 5 nJ, shown at the top of Fig. 9, the
We simulated the window experiment usingQaof 47 nJ  number of collisions per atom is about 20.
and 2r=30 us and found results similar to those in the  Our tentative explanation for the narrowing is based on an
experiment but with an interesting difference. Our resultsoptical analogy. The scattering near the film tends to turn the
shown in Fig. 9, were extrapolated from simulations withmean velocity of the atoms towards the forward direction,
r.(0)=2 and 4 mm. At 47 nJ, the difference between the 2roughly in proportion tod. This acts like a converging lens.

C. Window configuration
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NW—T—T——T—T— tion and the experiment in Fig. 10 is fairly good. The Max-
J wellian at 1.1 K does not fit so well; the data and the
s simulation rise later and more steeply and have a narrower
3 15T peak. The simulation is slightly narrower and steeper than
5 the data.
H We have also compared our simulation with the power
% 10 versus time-of-flight data from Refl] at Q=68 nJ and
o from Ref.[3] at Q=48 nJ. In both experiments, the beam
S sl was observed after passing through the window in the
& screen, so that the range @fvas quite narrow. The value of
27 is not well-defined in these experiments. A mo9] of
ol L& . . the film/heater combination indicates that evaporation takes
0 10 20 30 40 50 place in a rounded peak about 30s wide. The agreement

Time of Arrival (usec) between these data and our simulation is only semiquantita-
tive; the simulated signal is more energdtidgher average
FIG. 10. Power received by the bolometer as a function of time-energy per atofnand narrower in distributioicooler in the
of-flight in the experiment by Andreset al, Ref. [2]. The full center of mags
circles are the data in arbitrary units, with two representative error These discrepancies might be due to several factors. As
bars. The full curve was fitted by Andres al. to their data. It we have seen, the results of the simulation are not very sen-
corresponds to a Maxwellian distribution with temperature 1.1 K.sitive to the potential, and it is difficult to accept that three-
The open small circles are the simulation from an initial Maxwell- body collisions are the problem. The time constant of the
ian with T=0.756 K. The dotted curve is the simulation with no bolometer in Ref[3] was estimated to be-50 us. We re-
scattering. calculated the simulation to correct for this but the disagree-
ment remained. The most likely cause for the discrepancies,

n our opinion, is the time dependence of the evaporation rate

As seen from the slit, the atoms appear to come frqm_ a f'lnén the experiment. If the film temperature was known as a
further away from the detector. In agreement with this idea, g ,ction of time, it could be included in the simulation, giv-

ballistic' calculation with the heate'r moved 3 mm furthering a more rigorous test of the theory.
away gives very good agreement with the results for 47 nJ in
Fig. 9. We have not been able to make a quantitative model
to explain why this distance is 3 mm. However, for 5 and 20
nJ, we did try the effect of halving the heater dimensions. Except for some of the speed distribution measurements,
This reduced the narrowing, consistent with moving thethe agreement between the simulation and experiment is

IV. CONCLUSION

“image” of the heater back half as far. quite good. The strong effect of atomic scattering near the
surface of the film is clearly demonstrated, and it must al-
D. Speed distribution ways be taken into account in interpreting the distribution far

away from the film. In our simulation, we have assumed the

We now turn to the results for the speed distribution. Injnitial evaporated distribution to be Maxwellian. So far, we
Fig. 10 we compare a simulation to the experimental resultfave no reason to discard this assumption. It could be tested
of Andreset al.[2]. The geometry is a 3¥3.7 mnt heater more rigorously by measuring the temperature of the evapo-
at a distance of 2.34 mm from a similarly sized bolometer.rating film during the heating pulse, and using the results in
The experimental heat pulse was 1.8 nJ in=0.5 us; the the simulation.
signal power was measured in arbitrary units. The full curve In some experiments, the evaporated beam has been as-
in the figure corresponds to a Maxwellian distribution with sumed to propagate ballistically. How does the scattering
temperature 1.1 K. It was fitted by Andresal.to their data.  near the film change the interpretation of such experiments?
They also measured a much larger heat input, 180 nJ, forhe only measurements seriously affected are those of the
which the fitted Maxwellian corresponds to 2.9 K. We areemitted distribution itsel{1-3]. The measurements of the
unable to simulate the large heat pulse experiment becausgeflection of atoms at the surface of the liq#t-6] or of the
the computation time would be too long. atomic cross sectiofv,8,19, are not significantly influenced

In the simulation in Fig. 10, we extrapolatedxe=1 from by scattering near the film. In those experiments, the spatial
r.(0)=0.5 and 1 mm. The he& was adjusted to 0.84 nJ to and speed distribution of the incident beam was observed
give the peak signal at roughly the same time as in the exindependently and properly taken into account in the mea-
periment. Compared to the calculations in Figs. 2, 5, and esurement. This is also true for the proposed experiment on
the simulatedQ/A corresponds to about 4 nJ into an the low energy cross section that we simulated in REd].
8x8 mn? heater. Howevery 7 is only 0.016 mm. In the S°OMe of the effects due to intrabeam scattering can be ben-

simulation, the emission temperature T is 0.756 K. With noeficial in making the speed distribution more homogeneous

scattering, this gives the dotted curve in the figure. As onét Iar.ge Q or in colimating the beam in the forward

can see, the effect of the scattering is to raise the effectivdirection-

temperature(average kinetic energyby roughly 1.5. Ac-

cording to the simulation, the mean number of collisions per

particle v, is 10. This work was supported by NSF Grant No. DMR
Although the arbitrary units in the data give some flex-9630930. We are grateful to Dr. S. Mukherjee for valuable
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