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Fast quantum search algorithms in protein sequence comparisons: Quantum bioinformatics
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Quantum search algorithms are considered in the context of protein sequence comparison in bioinformatics.
Given a sample protein sequence of lengtlii.e., m residue§ the problem considered is to find an optimal
match in a large database containiNgesidues. Initially, Grover's quantum search algorithm is applied to a
simple illustrative case—namely, where the database forms a complete set of states oVebdbis 3tates of
a m qubit register, and thus is known to contain the exact sequence of interest. This example demonstrates
explicitly the typicalO(y/N) speedup on the classical(N) requirements. An algorithm is then presented for
the (more realisti¢ case where the database may contain repeat sequences, and may not necessarily contain an
exact match to the sample sequence. In terms of minimizing the Hamming distance between the sample
sequence and the database subsequences the algorithm finds an optimal align@égh)irsteps, by em-
ploying an extension of Grover's algorithm, due to Bogeal. for the case when the number of matches is not
a priori known.

PACS numbsd(s): 87.15.Cc, 03.67.Lx, 02.76¢

The fantastic possibilities of quantum parallelism in com-states in the Hilbert space . The oracle function simply
puting, suggested by the convergence of quantum mechanitasts whether a given state is the actual target state. Grover
and information theory in the past two decades, are fast bgound a unitary operatot (involving the oracle function
ing enumerated in the guise of quantum algorithms. First antesh which evolves the quantum computer in such a way that
foremost among these is the factoring algorithm of idr  the amplitude of the target state in the wave functioQa$
which provided great impetus to the field of quantum com-amplified. Furthermore, Grover showed that there exists a
puting. Shor's algorithm applied to a givénbit numberN  numberk< JN, such that aftek applications olU, the prob-
requiresO(L?InLInInL) steps, and represents an exponen-ability of finding the target state is at least 1/2. Subsequently,
tial speedup over the best classical algorithms. Another imBoyer, Brassard, Heer, and TapdBBHT) proved a tighter
portant result, due to Grovd2], was the discovery of a bound: one must iterate the algorithm on average at least
quantum search algorithm for finding a particular element ir{ sin(/8)]\/N times to achieve a probability of 1/2 for find-
an unordered set ol elements in onlyO(\/N) steps—a ing the targe{4].
significant improvement over the classical cQgtN). To begin the application of quantum search algorithms to

In this paper the application of quantum search algorithmgrotein sequence analysis, the problem of sequence align-
to an important problem at the heart of bioinformatics, thatment to a large database of sequence domains is considered.
of protein sequence comparison and alignment, is considFhat is, given a sample sequence the task is to find the loca-
ered. As the mapping and sequencing of the human genoni®n in the database of an exact or closest matdth respect
(some 3<10° base pairs nears completion, the relatively to some defined measuyreApplication of the Grover algo-
new field of bioinformatics has become obvious in its impor-rithm directly to this search task would cause trouble imme-
tance to the quantitative analysis of this vast amount of dataliately because, by definition, it is not known if the target
Fundamental tasks in bioinformatics, in the context of theexists in the database or if it actually exists multiple times. If
analysis of protein structure and function, involve searchinghere are actuall\N, solutions, the number of iterations re-
databases in order to compare a new sequence to existiggiired to find a solution with probability 1/2 is
sequences using predetermined alignment criteria. A tremeiisin(#/8)]+y/N/N, [4]. Thus, if one does not know the number
dous amount of computing is required, much of which isof solutions at the outset, the computer may inadvertently be
devoted to search-type problems, either directly in large dahalted when the amplitude of the target states is very small.
tabases or in configuration space of alignment possibilitiesThis happens because the process of amplitude amplification
While it is possible that all of these problems may be ameis not monotonic, but rather oscillates with the number of
nable to quantum algorithmic speedup, it is explicitly dem-iterations. Fortunately, this difficult impasse has been solved
onstrated in this work how the fundamental task of sequencby BBHT and they provide an algorithm, based on Grover's
alignment can be approached using a quantum computer. lizdgorithm as a subroutine, for finding a solution in the case
deed, this problem is a very natural application of the quanwhere the number of solutions is unknoy|. This result
tum search algorithrfperhaps a strange reflection of the pos-allows for the application of quantum search algorithms to
sibility that the machinery of DNA itself may actually the field of bioinformatics.
function using quantum search algorithiidg). In terms of protein sequences, the human genome is com-

In general terms Grover’s search algorithm relies on theposed of about 150 000 domains, each containing on average
existence of a quantum comput@operating using an oracle 300 residuegamino acids An interesting feature of ap-
function F. The set of search possibilities is represented byproaching the sequence analysis problem using a quantum
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computer is that the entire database could in principle be __ 5m-1
stored in a single wave function superposition, and then be |pi)= H | Qi) 4
presented simultaneously for inspection. To illustrate the ba- =0

sic idea, a very simple case of sequence comparison is ini- . o

tially considered, followed by a more realistic problem later.an operatofT is introduced which, acting on a stale;),

Consider a databad®2 constructed from the domains of the gives the Hamming distance table vallig] as

human genome placed end to end, so that a continuous list of

N residues,D={Ry,R;, ...,Ry_1}, is created. Indepen- o o Sm-1

dently, a sample sequence is give;{ro,r1, ... fm_1}, T:T6)=Tli1l¢), Tlil= X Qa. (5)

composed ofn residues; the task is to compare this with the @=0

database. Each residue is labeled by a letter of the 20-letter

amino acid alphabet, so in order to encode the database 5 bits With the computer design completed and initialized, a

per residue are needed. Thus, the residRjeandr; are rep- simple search problem can be Qefined in order tc_) demon-

resented by bit stringB%_,B;, andI1*_,b,, respectively. ~Strate how the computer works. First, the database is taken to
The quantum computer to analyze this system is combe Of lengthN=2"+m~-1 so that there are exactly"2

posed of two registers, with number of qub@s and Q,, states in the superposition, and furthermore demand that all

respectively. The bitwise representation of the protein sethese states are distinct. Th.e problem is to search the data-

quences will be encoded into the qubits of this system. LeavP@se for the subsequenseavhich occurs exactly once, but at

ing issues of data transfer aside, the entire database is rep@ Unknown location. Classically, this would requi¢N)

sented by a quantum superposition over the two registers: St€ps. However, by using Grover's search algorithm, the
match can be found i©(\/N) steps. In this example, the

| ’\g” | | database decomposition has been artificially arranged to be
Vp)=————= 2, |¢)®]i), (1)  over a complete set of states of the first register, which
N—-m+1 i=0 means that Grover's search algorithm can be applied di-

where all the consecutive subsequences in the database '6EtY- _ .
lengthm are encoded in the first register wi@y =5m as .The problem defrnrad k_’Y Grovee] has been mpdn‘red
slightly, but the applicability of the search algorithm re-

itm-1 4 5m-1 mains. The original problem was defined in terms of an
16)=T1 TI 1Bup)= 11 laia). (2)  oracle functionF (x) over a set of valuege {0, ... N—1},
a=i  p=0 a=0 which is zero everywhere except at some valuthe target

of the search, wheré(t)=1. The sequence comparison
problem here has been restructured so that a valuerep-
resents a subsequence of the database, and the oracle func-
9 . ) b tion is just a direct comparison with the sample sequence. In
sition rnformaltron of the supsgquences IS meaT‘Wh"e tagge sense, the black box nature of the oracle function has been
explicitly by binary ”“mPer$‘> in the second register, and is simplified, at the cost of increasing the complexity of the
accessed by an operatdracting in the Hilbert space of the njtial wave function with position information. It remains to
second register, which gives the position X$)=ili) (0 be seen whether this is a feasible way of coding a sequence
<i=N-—m). In order that this register can encode all posi-database. Of course, an alternative is to sweep all details of
tions Q, must satisfy £2>N—m. The number of qubits the database lookup and comparison into the oracle function.
required in this register is relatively small: taking the data-The difference is subtle, and perhaps nontrivial in practice.
base size to be that for the number of residues in the humahhe advantage of the latter approach might be in the initial-
genome implies tha@Q,=26 suffices. In the first register, ization of the quantum computer state. The algorithms pre-
typical sequence comparison problems require O(300). sented here would still apply in this case.

The next step in the initialization process is the coding of In the computer design defined here, Grover’s search al-
a tableT[0, ... N—m] into the quantum state, which mea- gorithm is applied to the first register containing the
sures the difference between the database dtatgsnd the  subsequence-state superposition. The problem is to find the
sample sequence state in terms on the total number of bétate|s)=UcnordS)=]0, . .. ,0 (zeros in allm qubits of the
flips required to transform any database state into the sampfgst registey with table valueT[is]=0, occurring at position
sequence. In other word§[0,... N—m] is the set of |  (as yet unknowh Once the state is found, the location of

Hamming distances. Remarkably, the set of Hamming disthe sequence in the database can be determined by making a
tances for thentiredatabase can be created by simply acting,easurement ok on the second register.

on each qubit of the computer with@oT operation with
respect to the sample sequence state:

That is, from from the database of lenghh residues,N
—m+1 subsequences of lengthare constructed by moving
along from the first positiofiallowing domain crossing Po-

To illustrate the working of the algorithm the geometrical
picture[5—7], which is particularly transparent, is applied to
1 N—m this framework. The search algorithm is initiated by decom-
VL) =Uenor()|¥p)= E 1) ®]i). posing th_e stat¢¥,) into orthogonal components with re-

N—-m+1 i=0 spect to|s) as

()
Denoting the individual qubits of the “Hamming states” Wy= [ N-m 1
= R)+ S), 6
|¢I> by | H> N—m+1| > /—N_m+1| > ()
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where register will give a resulfT[i] with probability |c{®|?. If
_ T[i1]=0, then the algorithm has succeeded—i.e., the sample
1S)=Is)®lis), sequence has been found—and a subsequent measurement of
(7) X in the second register will give the positiog of the se-
IR)= 1 2 |$>®|i>. quence in the database. A crucial point is that one has to be
IJN=miF, careful interpreting the number of steps required to obtain a

successful outcome—merely increasing the number of steps
The evolution of the quantum computer representing thgyeyondk,,,, does not improve the chances of success be-
search algorithm occurs in the first register, the second regzayse the amplification is not monotonic. Indeed, the prob-
ister lying dormant, yet through quantum entanglement cargpjjity of success actually decreases whep, is exceeded.
rying the position information required at the end. The 0p-the gearch may therefore have to be run several times: how-
eratorU is constructed from reflection operators ever, for largeN the savings in computer time compared to a

lg=1—2[S)(S| classical computer are clear, even if the search is repeated
' ® several times.
ly=1-2|W NV, While the above example serves to display the potential

of quantum search algorithms in the context of sequence
wherelg acts in the Hilbert space of the first register. Thematching to a large database, it does not contain an important
operator 5 contains the query to the oracle functibgi) and  concept in bioinformatics—optimal alignment. Generally,
acts on the Hamming statgg;) with a phase shift dependent the sample sequence may not be contained exactly in the
on the search criterid[ig]=0: database, and so one is interested in the best ma@ich
o matche$ with respect to a well-defined distance measure.
—|¢;)y if T[i]=0, Often this measure involves editing of strings by insertion of
gaps in order to minimize the distance; in practice this pro-
cess is very complicated. In the first instance, the problem is
In terms of these reflection operators, the unitary operatof*teénded to that of finding an optimal alignment with respect
evolving the system through one step of the search algorithrff the Hamming distance, without editing of sequences
is given byU= —1Iylg. The evolution of the computer pro- (which can be mc_orporated ata Iater. stage )
ceeds through application of the operatdra number of Let us first Qeflne the problem using, as far as possible,
times on the initial statB¥ ;). The effect of this evolution js 1€ Same notation as previously. The database is taken to be

to amplify the component of the target sta8 in the super- of size N>m, but the restriction that the set of database
position. It is important to understand the nature of this pro-SUPsequence states be equal toig relaxed, and the possi-

cess in order to appreciate how the quantum computer fundllity iS allowed that the set of subsequences may contain
tions. To see this point it is convenient to exprésin the  '€Peats and, more importantly, may or may not contain the

representation of the subspags),|R)}: sample sequence. The problem then is to find an optimal
’ ' alignment of the sample sequence to a subsequence in the

TN 1FO ) —
lsli)=(=1)""] ) |¢;)  otherwise.  (9)

N—m—1 N—m database. An optimal alignment here is defined in the sense
NemT1 \/m of finding the smallest Hamming distan@éi ] with respect
U= to the sample sequence state.
[ N—m N-m—-1 In terms of our quantum computer, the database state in
-2 N—m+1 N—m+1 this case is again described by the statg)). An important
) point is that the state is still normalized by the factor
cosf sing 1/JN—m+1 because the repeats occur at different loca-
| —sing cosl’ (10 tions, and thus each state in the product space of the two
) registers is distinct. The introduction of the position register
where sig=2N—m/(N—m+1). Q. has ensured this. Using tleaioT operation on ¥ ) the
After k steps of the algorithm the state of the computer issuperposition/¥ ;) of Hamming states is once again ob-
given by tained. The algorithm strategy is to search for alignments of
N increasing Hamming distance. At the start of each search it is

. 01 o 1 not known how many solutions exist or if there exist matches
(W) =UKWy)= __EO ci/lpneli). (1) at all, and so Grover's algorithm cannot be used directly.
" However, we use now the extension of Grover’s algorithm
The amplitude of the target state), can be easily calcu- dué to BBHT, which performs a search with anpriori
S unknown number of solutionhl;, and finds a matchif it
exist9 in O(yN/N,) steps[4]. During the course of the al-
1 gorithm the computer’s evolution must be tailored to accom-
cW=cogkf—a), cosa=———. (12)  modate the fact that the search is now based on all the target
s N-m+1 states that satisfy[i]=n wheren is some predefined Ham-
ming distance determined by the algorithm. In order to apply
The component alongS) is amplified to near unity at the search algorithm in this case the operatpr15(n) is
Kmax~(/4)yN (for N>m). A measurement of on the first modified such that

lated using the matrix representation fdr One obtains
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_ |$> if T[i]=n, such a device. With the ever-increasing ability to manipulate
ls(n)|g)=1 _ ' ) systems at the quantum level there has been great progress in
|¢i)  otherwise. (13)  the demonstration of quantum computation at the 2-qubit

level. Quantum logic gates were demonstrated using ion
traps[8] in 1995 and two years later in nuclear magnetic
rFesonanceéNMR) systemg9]. In 1998 the actual experimen-

tal realization of a quantum computer solving Deutsch’s
roblem was reported by two groups using NMED,11].

his was closely followed by NMR implementations of the
guantum search algorithril2,13. Of course, a realistic
quantum computer needs to be scaled up significantly on
these 2-qubit configurations. Perhaps the most promising
prospect for a scalable quantum computer capable of running
the algorithms presented here is based on the solid-state de-
sign of Kaneg[14]. The creation of a superposition represent-
ing the human genome database would be another consider-
able challenge.

, . To conclude, in this work the application of quantum

~ The total number of steps requweo@s{rk\/ﬁ), discount-  gearch algorithms in the context of bioinformatics has been
ing the effect of sequence repedtshich reduces the re- gy ,gied, at the level of sequence alignment with respect to
quired number of iterationsAt more cost a subloop may be he Hamming distance. Actual alignment problems would
introduced to search for the other optimally aligned sejncjyde alignment through editing of sequences—i.e., inser-

quences. In practice, the number of iterations require is (o of gaps. It is quite possible that this procedure can be
<m, as one would determine a maximum Hamming distancchjeved using a multiqubit representatiouhich includes
on biological grounds, beyond which searching for angan charactejawithin the quantum search algorithm process

aligned state is pointless. _ by a suitable choice of qubit evolution operators. Work in
While the focus of this paper has been on protein seinis direction is in progress.

guence comparison, the framework can be easily translated

into that for nucleotide sequence comparison in DNA. In this

case representing the four-letter nucleotide alphabet requires L.C.L.H. wishes to thank S. O’Donoghue for many help-

only 2 qubits. ful discussions. He also thanks G. Akemann and L. Benet
Although only the algorithmic aspect of the application of Fernandez for kindly reading the manuscript and the theory

guantum computing to sequence analysis has been dealt wigioup at MPIK for their hospitality. This work was sup-

here, an obvious point to raise is the feasibility of building ported by the Alexander von Humboldt Foundation.

At each iteration the BBHT algorithm is employed, with a
repeat index as a predetermined measure of the search co
fidence level.

The optimal alignment algorithm is as follows.

(1) Zeroth iteration: search for an occurrence of the statéF
with zero Hamming distancel[i]=0. If successful, mea-
sure position and exit; if unsuccessful, afterepeats of the
BBHT search algorithm go to the next iteration.

(2) nth iteration: search for a state wiff{i]=n using
U=—Iyxlg(n). If successful, locate position and exit; if un-
successful, after repeats of the BBHT search algorithm go
to the next iteration, by setting—n+1.

(3) Upon exit at some iteration=k, one optimal align-
mentT[i,]=k, and its position has been found.
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