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General view of a liquid-liquid phase transition
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We present a general view of a liquid-liquid phase transition, based on a simple physical picture that there
is “cooperative medium-range bond ordering” for any liquids. Contrary to the common belief, we argue that
liquid is not homogeneous and in any liquid there exist locally favored structures, which are frustrated with
normal-liquid structures. The cooperative excitation of locally favored structures leads to a gas-liquid-like
critical point of bond ordering. This picture naturally leads to the conclusion that liquid-liquid transition is not
specific to special materials, but can in principle exist in any liquids. Our model suggests a new possibility that
(i) even an ordinary molecular liquid can have a hidden liquid-liquid phase transitiofiianitdmay be the
origin of a second amorphous phdgey., “glacial phase) and critical-like, large-scale fluctuatio&ischer
clusters”) observed in supercooled molecular liquids.

PACS numbses): 64.70.Ja, 64.16:h, 64.60.My, 64.70.Pf

I. INTRODUCTION high temperatures and high pressutesg., for C, P, Si, Ge,
Te, ...) orhidden by solidificatior(e.g., for watey.

A single-component liquid may have more than two kinds  In addition to these counterintuitive phenomena of liquid-
of isotropic liquid states and the transition between thesdiquid transitions, there are other mysterious phenomena in
different states is called “liquid-liquid phase transition” supercooled liquids. One is the phenomenon, which is
[1-3]. It is one of the most interesting challenging problemswidely known as “Fischer clusters22] in the molecular
in the field of liquid science. There is much experimentalglass community. According to the standard theory of simple
evidence suggestive of its existence for a variety of liquidssingle-component liquid$1,23], the structure factor at a
covering atomic to molecular liquid8]. For example, liquid wave numberq=0, S(0), is determined by the isothermal
carbon(C) is one of the most well-studied materials and thecompressibilityK; asS(0) = pkgTK+ (p is the densitykg is
existence of a high-pressure liquid-liquid phase transition iBoltzmann’s constantT is temperature Contrary to this
experimentally suggested and theoretically predi¢éeed]. common sense, however, Debye and Bueche found excess
Recently, Katayamat al. [9] studied the first-order liquid- light scattering far beyond this prediction and the existence
liquid phase transition in phosphor@B) by in situ x-ray  of long-range density fluctuations with a correlation length
diffraction observation. The coexistence of two forms of lig- &;; of 200 nm in a glassy polymé@1]. Furthermore, it was
uids during the transformation was directly observed. Thustecently demonstrated by Fischer and his cowork2gs24
the existence of a first-order liquid-liquid phase transition isthat strong excess light scattering due to large-scale fluctua-
strongly suggested for phosphorus. The behavior of Si antlons is commonly observed near the glass-transition tem-
Ge[10] is similar to that of C and P. Se, Te, Rb, Cs, andperatureT in both molecular liquidge.qg., ortho terphenyl,
other atomic liquids are also suggested to be candidates bis-methyl-phenyl-cyclohexane, and bis-methyl-methoxy-
liguids with liquid-liquid phase transitiofi3,11]. Network-  phenyl-cyclohexaneand polymeric liquids[e.g., polym-
forming liquids such as SiQ GeQ,, and HO are also ex- ethyl methacrylateand polysiloxang These surprising re-
pected to have a liquid-liquid phase transitidr2—14. For  sults strongly suggest that large-scale fluctuations, which are
example, liquid water, which is one of the most familiar called “Fischer clusters,”quite commonlyexist in various
network-forming liquids, has solid-state amorphous-ordinary liquids under deeply supercooled conditions. An-
amorphous transitiond 5] and is suggested to have a liquid- other example is the existence of a second amorphous phase
liguid phase transition below its melting poirit6—19. Fur-  (“glacial phase”) in triphenyl phosphit6 TPP [25]. Kivel-
thermore, Aasland and McMillafi20] recently reported a sonet al.[25] recently found a first-order phase change from
striking experimental finding: In a supercooled state ofdeeply supercooled liquidTPP at 1 atm to a rigid amor-
Al,O3-Y,05, they directly observed with optical microscopy phous phase called the “glacial phase,” which is clearly
the coexistence of two glassy liquids, which have completelydistinguished from an ordinary glassy phase. It should be
the same composition but different density. This surprisingnoted that supercooled TPP also exhibits excess light scatter-
finding indicates that even(guasij single-component liquid ing peculiar to Fischer clusters. Although there has been no
can phase separate into two liquid phak&s Similar phe-  firm consensu$26,27), the possible existence of the liquid-
nomena have also been reported by a number of researcheiguid transition was suggestd@5,28. The physical origin
in various liquids(see Refs[2,20]). However, such a transi- of these phenomena is still quite far from being even quali-
tion seems not to have been widely accepted as a convincirtgtively understood.
fact and its existence itself remains as an interesting research Although there have been a number of examples sugges-
subject. This situation partly comes frot) the counterin- tive of the existence of liquid-liquid phase transition, it has
tuitive nature of the phenomena aitid) the experimental not been clarified how universal such a transition is, or what
difficulties; namely, in most cases the transition is located ats the necessary condition for it. A liquid-liquid transition
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has so far been discussed in a rather specific way aboutrange order(locally favored structuneto gain a deeper in-
particular substance. The possible general nature was somgght into the hidden ordering in liquid. For spherical mol-
times suggestej®,3], but restricted to a rather special family ecules, for example, it is widely recognized that they locally
of liquids (network-forming liquids. favor an icosahedral arrangemdri, whose symmetry is

In this paper, we reconsider this problem from a funda-inconsistent with the crystallographic symmetry. Molecules
mental viewpoint, focusing on how we should describe lig-such as water, on the other hand, have a strong ability to
uid physically. We argue that packing effects and specifidorm hydrogen bonding that favors a local symmetry of tet-
symmetry-selective interactions generally leadctopera- rahedral arrangements. The most probable candidates of the
tive medium-range ordering any liquid [29—33 and it is  locally favored structure are an “octameric unit” or a “six-
this bond ordering that is the origin of liquid-liquid phase member ring”[32,33], which are elementary structural units
transition. Our model, thus, suggests that liquid-liquid phasef ice Ih. A similar idea can be applied to atomic liquids such
transition can, in principle, exist in any liquid in its stable, as carborf4—8]. Carbon is known to favor the sp, spsp;
metastable, or unstable state. On the basis of this model, thgpe of bonding sequentially with an increase in pressure.
above-described phenomena such as ‘“glacial phase” anwe introduce three bond order paramet8igi=1—3) in
“Fischer clusters” can reasonably be explained by the exis-addition to the density order parameter, to express the locally
tence of hidden spinodal of a liquid-liquid phase transitionfavored structure selected by;dponding in our language.
and its pretransitional effects, although this scenario has yélhe specific volume increases with a decrease #n im-
to be proven. We believe that such a simple physical view igortant point is that with an increase in pressBrde denser
quite useful for the understanding of these counterintuitiveconfiguration is sequentially selected in the ordeBbf S2,
mysterious phenomena. S3, andp.

In Sec. I, we explain our physical picture of liquid. In Hereafter we consider only a case of two order parameters
Sec. lll, we describe a two-state model with cooperativity. Inp and S, for simplicity, although we can straightforwardly
Sec. IV, we propose a few possible types of liquid-liquid generalize our model to a case mforder parameters. Here
phase transitions. In Sec. V, we discuss critical phenomenae note that a system ofi order parameters can in principle
near a gas-liquid-like critical point of bond ordering. In Sec. havem critical points corresponding to the ordering associ-
VI, we show that our model can also provide a simple physi-ated with each order parameter. A critical point of density
cal explanation for the phenomena of a liquid-glass transi{p) ordering is, of course, a usual gas-liquid critical point.
tion. In Sec. VI, we summarize our paper. Next we consider how to define our bond order parameter

in a more rigorous manner. A locally favored structure can
be viewed as a minimum structural uif@ “symmetry ele-
Il. A SIMPLE PHYSICAL PICTURE OF LIQUID ment”), which has an excluded volume effect. Thus, our

To understand the phase behavior of any material physi-0ond order parameter'S(r) can be defined as the “local
cally, we must clarify what are the relevant order parameterfaction of locally favored structures” in a small volume
to describe it. It is widely believed that liquid can be de-around a point. Formally, for examples(r) can be defined
scribed by just one order parameter dengityvhich beauti- by using the so-called bond-orientational order parameter
fully describes a gas-liquid phase transition. However, weRQim [34]:
have recently proposed that this is not the case for any liquid
near its crystallization point, or the lower stability limit qf Qm(R) =Y,m(8(R),$(R)), (1)
liquid [29-33 and thus at least two order parameters, which
we call density and bond order parameters, are necessary for,

the physical description of liquid. A density order parameterWhere theY (8, ¢) are the spherical harmonics, af(R)

tries to maximize the densitgor packing to lower the at- and ¢(R) are the polar angles of the bond measured with

tractive interaction energy and leads to the long-range ordef€Spect to some reference coordinate system,Far'nsl fche
ing (crystallization). At the same time, however, any mol- _m'dp_o'”t of a b_onq. The local average of thelr. rppatlonally
ecules locally favor a certain packing symmetry that isinvariant combination can be used as the definition of the

different from the symmetry favored by a density order pa_local bond order paramet&r). Thus we take.the average of
rameter. The formation of these locally favored structured?im Over @ small volume located atWe redefine the locally
can be viewed as a consequence of specific many-body iveraged, or coarse-grained, quantiti€, as Qm(r)
teractions. Thus, we proposed the following physical picture={Qim(R));. Then, the rotationally invariant combination
of liquid: (i) there exist rather well-defined, unique locally Q(r) can be defined as
favored structuresmedium-range orderin any liquids and
(i) such local structures are “cooperatively” excited in a sea A . 12
of another disordered background structin®rmal-liquid Qi(n= mi'mz,,|Q|m(r)|2 : 2
structureg, and their number density increases upon cooling
since they(in a ground stateare energetically more favor-
able than normal-liquid structurés an excited stae This  For icosahedrons, for example, we can @ggr) as the defi-
cooperativity is a natural consequence of frustration betweenition of the local bond order parametgfr). We can apply
density and bond ordering. The relevance of this two-ordersuch representation of the symmetry using spherical har-
parameter model of liquid is supported by the successfuionic expansiongor higher-rank tensoydor the definition
description of water’s anomali¢81—33. of S to express the symmetry of any types of locally favored
Here we demonstrate some examples of such mediunstructures.
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A f(S9=U—-To+[Svsg+(1-S)v,|P
normal-liquid structures
==——— =SEst+(1-9E,+[Svst(1-Sv,]P
8 Eo 8 vo o S 1-S
S +kgT| SIn—+(1-9S)In +JS(1-9). (6)
S & 9s 9p
locally favored structures
Eq g¢ v The above type of model is sometimes called a mixture
5 S8 5§ model. However, both normal-liquid and locally favored

structures are temporally created and annihilated and the life-
FIG. 1. Schematic figure representing the energy levels otimes of these structures are rather short. Thus, we point out
normal-liquid and locally favored structures. Note tHa{<E,, that the concept of a mixture of two components is mislead-
vs>v,, andgs<g,. A possible example of locally favored struc- ing; for example, the bond order parametgrshould be
tures for water is schematically shown. It has a specific packingreated as a “nonconserved” order paramg&d] (see Sec.
symmetry and also has a core volume into which other molecule¥/), in contrast to the fact that in a usual mixture model it is

cannot enter. treated as a conserved variable.
We now consider a possible liquid-liquid phase transition,
lll. A TWO-STATE MODEL WITH COOPERATIVITY or cooperative medium-range bond orderjram the basis of

the above free enerdy The equilibrium value ofis deter-

First we estimate th&@,P dependence of the bond order mined by the conditiomf/dS=0, or

parameteS on the basis of a simple two-stdi@ multistate
model. A two-state model with cooperativity was first devel- 9.S
oped by Strasler and Kitte[35] and applied to the problem Bl—AE+AvP+J(1-29)]+In—F—=
of a liquid-liquid transition by RappopofB6] and then by gs(1-9)
many researchers for a variety of materials. We argue that )
such a multistate model can be applied to any liquid withoutvhereAE=E,—Es>0, Av=vs—v,, and=1kgT. It is

any exception, provided thétte formation of local structures Worth noting that the degeneracy of each state, or the entropy
(medium-range ordering) is a universal feature of liquids difference between the two states, strongly affects the phase
First we characterize the state of normal-liquid structure@?haV'Or- A”cr|t|cal po(|£1)t IS determme(gi) by the conditions
(i=p) and that of locally favored structurep=S). E;, v;,  [s(Sd=0, fs(S)=0, f5(S) =0, andfs"(S)>0, as

andg; are the energy, specific volume, and degeneracy of the

0, @

j state, respectivelysee Fig. 1 Note thatEs<E, and gs Sc=1/2, 8
<g,. The last relation is a direct consequence of the unique-
ness of locally favored structures and the existence of many Te=J/(2kg), 9
possible configurations of normal-liquid structures. This
means the large loss of entrogyo=KkgIn(g,/g9)>0 upon P.=[AE-TAc]/Av. (10
the formation of a locally favored structure.
The entropyos of a system can be calculated as A first-order phase-transition temperaturgis obtained as
IS 1-S T,=(AE—PAv)/Ac. (11
o(S)=—kg| SIn—+(1-9)In . (3)
9s 9 Note that a first-order transition occurs onlyTif<T.. Av

) o ) o may be positive in most casés.g., for watey, but it can also
\éVIthOUt cooperativeinteraction effects, the energy is given pe negative in principle. The sign afv determines the slope
y of T,(P).

U=SEs+(1-9SE,. (4) IV. POSSIBLE TYPES OF LIQUID-LIQUID PHASE
TRANSITION
Here we consider the effect of cooperative excitation. Since

the two types of elementary structures are frustrated Witr|1:igS 2-4. The type of a phase diagram is classified by the

each other, it is natural to expect that the excitation probabi I 7 andAE. The oh i include both liquid
ity of each structure is higher for a higher local concentration’24€S o) andAE. The phase diagrams include both liquid-

of like species. Including this effect up to the second order,sond and liquid-liquid transitions. As shown in these figures,

we obtain the following energy: we propose that liquid-liquid phase transition, in principle,
' exists in any liquids including even ordinary molecular lig-

uids. The necessary conditions &nethe existence of locally
U=SE+(1-S)E,+IS1-9). () favored structures andi) their cooperative excitationJ(
>0). For materials of largd and AE, a liquid-liquid tran-
HereJ>0 because of the frustration, which indicates that thesition exists in a stable liquid statsee Fig. 2 while it is
excitation of the same type of structure as its neighbor ididden by crystallization for materials of intermedidtand
energetically more favored than that of the different type.AE (see Fig. 3or itis located in a glassy state for materials
The free energy is, thus, given by of smallJ and AE (see Fig. 4.

The examples of possible phase diagrams are shown in
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FIG. 2. Schemati®—T phase diagram of a liquid with large
AE andJ such as liquid carbon. The gas-liquid critical point (EP
is not shown in this figure.

FIG. 4. Schemati®—T phase diagram of a liquid with small
AE andJ for a case ofAv>0. CRyis a critical point ofS ordering
and located at negative pressure. The gas-liquid critical poinf)(CP
is not shown in this figure.

A. Liquid with large Jand AE

First we consider the case of lard@andAE. Carbon and of each phase. The phase diagram shown in Fig. 2 is basi-
phosphorus may be examples of materials having lamyed  cally consistent with that of liquid carbon obtained by ex-
AE (see Fig. 2 Carbon is, for example, known to have a perimentd7] and simulationgsee, e.g., Fig. 2 of Ref6]) in
few candidates of locally favored structures, reflecting spa low pressure region. More quantitative comparisons re-
(S1), sp (S2), and sp (S3) bonding. Figure 2 demon- quire the information on physical quantities such\ds, Av,
strates a possible phase diagram of such a liquid, which startss, andJ. Our model predicts the existence of an additional
from a situation that sptype bonding is dominant at ambient critical point (CR3) at a high pressure region of the phase
pressure. There should exBt liquid in a negative pressure diagram. Experimental studies in this high pressure region
region. CR, and CR; are critical points associated Wi2  are highly desirable.
and S3 ordering, respectively. Above the critical points, the
type of liquid changes in a continuous manner. In this case,
the liquid-liquid transition lines and the associated critical
points exist in an equilibrium liquid state. Note that the re-

B. Liquid with intermediate J and AE

Water may be an example of a material having interme-

lation among the density of each phase is as follo®&:
liquid <S2 crystal<<S3 liquid <S3 crystal<p liquid <p
crystal. For carbon, th&2 crystal is graphite and th83

diate J and AE (see Fig. 3. In this case, the liquid-liquid
transition line and the associated critical point exist in a
metastable state below the melting lii&]. Actually, recent

crystal is diamond. The sign of the slope of a melting line isexperimental [18] and molecular dynamics simulations

determined by the Clausius-Clapeyron relatidi,,/dP
=Av,/Aoy,, whereT,, is the melting point, and o,, and

[16,14 have indicated evidence of a first-order liquid-liquid
transition in a metastable state of water. For water, for ex-

Av,, are the changes in entropy and volume upon meltinga2mple, ice Ih is identified aScrystal, while ices Ill, V, ...

respectively. Since\o,,>0, the sign ofdT,,/dP is deter-

are identified asp crystal. The liquid density should be

mined solely byAv,,,. The melting lines in Fig. 2 are drawn higher thanScrystal, but lower thap crystal, which is con-
by using this fact and the above relation among the densitgistent with what is known for the real water.

A

T S crystal pcrystal
CP,
S Qe
RN N ms pliquid
ms S liquid®y, v,
* LL phase transition line
0 bar P >

FIG. 3. Schemati®®—T phase diagram of a liquid with inter-
mediateAE andJ such as liquid water. GHs a critical point ofS
ordering. The gas-liquid critical point (GPis not shown in this

Liquid water is also known to exhibit unusual thermody-
namic behaviors, which are very much different from those
of other molecular liquid$1,2,19: volume expansion upon
its freezing at 0 °C, density maximum at 4 °C, and the
anomalous increase of compressibility and heat capacity
upon cooling. According to our model, the volume expan-
sion upon the freezing into ice Ih can be explained by the
fact that water crystallizes int8 crystal, and not inte crys-
tal, at ambient pressure. Water may be the only molecular
liquid that can crystallize int& crystal at positive pressures.
This fact makes water a very special liquid. For example,
water is extremely difficult to vitrify. This can be explained
by the fact thatS ordering(crystallization into ice Ihis free
from frustration effects, since the energy of tBestate is
lower than that of the state. We emphasize that our two-
order-parameter model can also reasonably explain water’s
thermodynamic and dynamic anomalies by the increase in
the medium-range ordefS upon cooling[31-33. It is

figure. ms stands for “metastable.” The dashed and dot-dashetraightforward to estimate the temperature and pressure de-

lines are spinodal and first-order transition lines, respectively.

pendence of for a case ofS<1 from Eq.(7):



6972 HAJIME TANAKA PRE 62

Js suffers from experimental difficulties due to high tempera-
S= —exd B(AE—PAv)]. (12 tures and high pressures for most of materials that have so
P far been expected to have a liquid-liquid phase transition.

Thus, the excitation probability & should be given by the ~ The following predictions can be made on the basis of our
Boltzmann factor. By using this relation, we can explain theModel: (i) Liquids having "Fischer clusters” should have a
density anomaly of water. The locally favored structure has 49uid-liquid phase transition at a lower temperature. This
more specific volume byv than the normal-liquid structure transition may be hidden by a liquid-glass transition. Ap-
does. This is simply because hydrogen bonding has a strorR}ying & higher pressure at the same temperature should
tendency of “symmetry selection” and leads to the forma-Weaken the critical-like anomaly fakv>0, while strength-
tion of the locally favored structure, which has a core volumegning it for Au<0 [37]. Here it is worth noting that our

(or void) in it, while van der Waals interactions simply favor discussion is based on the mean-field approximation. The
a denser configuration. This is the origin of the competitioncritical-like anomaly near a spinodal line exists only in the
betweenp and S Without the formation of locally favored Mean-field limit. This may explain why “Fischer clusters”
structuresp should monotonically increase with decreasing@'€ characterized by a long bare correlation length and are
T due to van der Waals attractions, as in ordinary liquidscommonly observed in many polymeric glass formers
However, the increase i6 upon cooling leads to the de- [22,24], on noting t.hat the szburg' criterion is sa_fely satis-
crease irp via their couplings. With decreasifg a volume fied in a system with a long-range interaction as in polymer
increase due to medium-range bond ordering starts to ovePYStems.

come a volume decrease due to density ordering, since the

temperature dependence of the former is much stronger thaly- COUPLING BETWEEN DENSITY AND BOND ORDER

that of the latter. This competition is primarily responsible PARAMETERS

for the unusual decrease pupon cooling below 4 °C in

water. In our model, the specific voluneg, and the density o _ o _ ) ]
p are, respectively, given by The Hamiltonian of ideal liquids associated with density

fluctuations is approximately given by

A. Relevant Hamiltonian

vsdT.P)=0v5(T,P)+AuS, (13 -
ﬁHp:f dl’zﬁpz:f drf(8p),

Av—
p(T,P)~pg(T,P)—pp(T,P) —S, (14 . _
Usp wherer=B(p?K1) "2 and it is always positive. Here is the

where pg(T,P) = M/vEp(T,P) (M is the molar mags The average density and a decreasing functio ghote thatp

subscript and superscrift denote the backgroungiorma) ~ — P+ 9p). In a real liquid, however, the bond order param-
part. We found that the above relation very well explains theSt€r Plays essential roles, as explained above. UsBigS
temperature and pressure dependence of the density of waterS, we introduce the following minimal Hamiltonian, which
[31-33. The anomalies of isothermal compressibility, heatgovernsS fluctuations near a gas-liquid-like critical point or
capacity, and viscosity can also be explained in the samgean-field spinodal lines of bond ordering:

framework of the mode[31-33. These facts support the

relevance of our physical picture. ﬁHs:f drl

by
2
> 5S + 7 5s*

=f drg(sS),

C. Liquid with small Jand AE wherexk=b,(T—T¢) (T% is a critical or spinodal tempera-

Finally, we argue that even an ordinary liquid, which hasture of bond ordering without the coupling 9 andb, and
smallJ andAE, may have a liquid-liquid transitiofsee Fig. b, are positive constants. By further including the gradient
4). For this caseP. may be negative. This picture provides terms and the lowest-ordébilinean couplings betweerdp
us with a possible scenario of “Fischer clusters.” With ap- and§S, we obtain the following Hamiltonian that we believe
proaching to the mean-field spinodal, there should be thg relevant to the physical description of liquid near a gas-
critical enhancement d fluctuations, which causes the ex- liquid-like transition of locally favored structurg80]:
cess scattering. This can happen at ambient pressure if a
critical point of S ordering is located at a negative pressure

K K
_ P 2 S 2
andAv>0 (see Fig. 4 or if it is located at a positive pres- 'BHPS_f dr[h(ap"ss” 7|V5P| + 7|V5S| }

sure andAv <0. Thus, “Fischer clusters” can be viewed as (15)
critical-like fluctuations ofS near a hidden mean-field spi-

nodal of a gas-liquid-like phase transition of locally favored h(8p,8S) = f(5p)+g(55)_clp5p(§+ 5S)
structures § ordering. This conclusion is a natural conse- .

guence of our picture thaiooperative medium-range order- —Cy5(p+ 6p)SS. (16)

ing exists in any liquid Dynamic anomaly associated with

Fischer clusters can also be reasonably explained by od¥ote thatf, g, andh are dimensionless free-energy densities.
model[30], as shown in Sec. V. If our scenario is correct, For Av>0, which is a usual case, an increas&ieads to a
these phenomena should be ideal for the experimental studlecrease irp and an increase im, while an increase ip

of the nature of a liquid-liquid phase transition since theyleads to a decrease  and T . Hence, all the coupling
occur at ambient pressure. Note that such a study usuallgonstant<; in Eqg. (16) should be negative for most cases.
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B. Kinetic equations X=Xo+X*exp(iq-r+ wt), (20)
Next we consider how the dynamics &b and §S should
be described near the critical point of bond ordering. At a
liquid instability point, it is known that a supercooled liquid AX* = — wx* | (21)
as a whole becomes intrinsically unstable with respect to
density fluctuations of wave numbap (qo is the first scat-  whereA=T(H+ g°K) with
tering peak wave numbgerThis causes the softening of a

whereq is the wave vector:

nonpropagating soft mode witly~q [38], which leads to Lg*> 0 K, O

the breakdown of the incompressibility assumption. Thus, T= 0 Lg’ K= 0 Kg (22)
we should regard a supercooled liquid to be compressible.

More generally, a liquid should be treated as “compressand

ible” when we considerisothermal spontaneous density

fluctuations with long wavelengths, although adiabatic ones | hopsp Nopas| T C1ptCis 23
propagate as a sound mode. For such compressible liquids, it N hsssp Nssss N C1,%Cis K . (23

is known[23] that §p,> — 6Qq (Q is the heat modeas long

as we consider slow dynamics at small Since the heat whereH is the so-called Hesse matrix and the derivatives
mode is a conserved modép should be treated as a con- h,,= 3°hldxdy are taken ak,. In the limit of smallq, the
served order parameter obeying a diffusion-type equatiortwo dispersion branches are straightforwardly obtained as
On the other handgS should be treated as a nonconserved

order parameter. Thus, we have the following dynamic equa- o 2 4
tions[30], if we neglect convective terms: “1 Ly hssss "+ 0(a"), (24
d6p(r,t) ) ) dh(8p,5S) L h2
RGO — e 5pSS
at LoV~ K,V oop asp(r,t) |’ (17 @y~ ~Lg hsssst Ks+|_ph—p ?|+0(q%). (29
SH6SsS
d6S(r,t) ) ah(8p,6S) In the limit of largeq, on the other handp,~—L, g* and
_ = — + S
it KV2oSt Tssirn |1 19 wp——LeKsa?.
whereL, andLg are kinetic coefficients. Here the Gaussian 1. Critical-like phenomena in a stable state

noise terms are not written explicitl){. We propose that Eqs. The stable state is characterized by 0 and deH>0.
(15)—(18) are the fundamental equations universally describCritical-like fluctuations grow with approaching to a tem-

ing ultraslow critical-like dynamics of supercooled |iQUidS perature, which is determined from the condition et
These dynamic equations are basically the same as those of -, — (c1, +¢15)%2=0 as

the so-called “model C'[39-41].
T T (C1ptC19)°
C. Critical phenomena under the couplings ¢ 'S b,r
between two order parameters

(26)

- . . Hereafter we us@&, to represent both the critical temperature
Within the framework of a linearized theof40,41, we and the mean-field spinodal temperature. The mode, which

study slow dynamics of large-scale fluctuations near th%lows down with approaching 6, is characterized b,.
critical point of density ordering. First we introduce avector.l.he decay ratd, is given by E,—L (detH/ k)2 Thuls
q 1= p . ’

hotation the critical mode has diffusional nature and the lifetime of

Sp (8p) fluctuations increases with approachingTgin proportion
X= and Xg= . to (T—T,) ! within the mean-field approximation. The pos-
oS (6S) sible effects of such critical-like fluctuations are discussed in

Sec. VD. It should be noted here that polydispersity effects

The average values of the order parameferand S, are  sych as the distribution &, andEg may weaken the critical
shifted due to their bilinear coupling compared to those with-effects.

out the coupling, respectively, by
2. Early-stage phase ordering in an unstable state

and <55>~1_Sp The unstable state is characterized byHlet0. This is
classified into two cases by the sign of (i) For a case of
) o ) o x>0, we have one unstable branch characterized hyin
After linearization with respect to small deviations this case, the eigenvector of the unstable branch is of mixed
character for allg [see Eq.(24)] and, thus, fluctuations of
(19 both 6p and §S grow simultaneously. Note that) becomes
a saddle point in this case. At=0, the component$p*
and 6S* of the eigenvector x* satisfy &p*/5S*
from x,, Egs.(17) and (18) reduce to the following eigen- = —h;gss/hs,ss. (ii) For a case ok<<0, one branch char-
value problem by using acterized byw, (for smallq) becomes unstable. This mode

op*

*:
X7 ss
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at =0 corresponds to the growth of bond order. If there iswhere k—0. These conditions guarantee the dominance of
no coupling to density, this mode is characteristic of theEgs.(29) and(30) over Eq.(28) near the spinodal lines. This
ordering of the nonconserved order parameter, which is thes a direct consequence of the fact that there is instability for
case of the so-called “model AT39]. For nonzerdh,ss, bond fluctuationga gas-liquid-like transition of locally fa-
the termLph§p5S/ Lshssss can be negative. Thus the fastest vored structurgsbut not for density fluctuations in a liquid
growth mode with finiteq emerges similarly to the case of state.

the ordering of the conserved order parameter, but with a Fischer et al. [22,24 also found the Ornstein-Zernike
nonzero growth rate atj=0. Differently from the above form of light scattering functioh(q) ~1/[1+ gg,qz]. This is
case, the bond ordering first proceeds nearly on the constaatso consistent with thg dependence of Eq$29) and (30).
density line in the ,S) space and then the order parameterdn our model &, is given by§§,~(TKS+ kK ,)/detH, which

relax to their equilibrium values. diverges asT—T.. Within the mean-field approximation,
£~(T—T.) Y2 This is also consistent with a divergent
D. Fischer clusters increase iné; near a glass-transition temperattirg [22],

which is suggestive of the existence of a hidden critical point
T or spinodal temperatur&s,. Fischer clusters are also
Here we consider the origin of excess light scattering incharacterized by the? dependence of the decay relfe
supercooled liquids on the basis of the above model. The:g?, and also by the fact thdt,—0 with T— T, [22]. The
refractive indexn is a function of not onlyp, but alsoS former is suggestive of simple diffusion. These experimental
sincen of locally favored structures is smaller than that of findings can be explained as follows. In our model,
normal-liquid structures. It may be reasonable to assume thaind 55:; can be expressed by a linear combination of two
the local bond ordering directifnot via density affects the  ejgenmodes characterized ly and w,. In particular, the
polarizability, or the refractive index, on considering its  “sjow” critical mode decays as expft), and the decay rate
unique local symmetry and the electronic nature of bondinggf this mode,I" ;= — wy, is proportional tog?, as described
Here it should be noted that if this is not the case, the light, sec. vC1. Further,T' cdetHo(T—T)—0 with T
scattering intensity(q) should be expressed solely by den- _, 1 Thus, our model can well explain all essential features

sity fluctuations and thus no excess scattering is expecteds the anomalous excess light scattering observed in super-
We stress thain many liquids the refractive index n cannot cooled liquids (“Fischer clusters’) [22,24 at least on a
be expressed by a function of only densftgr example, this gy gjitative level.

fact is particularly well-established for liquid watpt2]. In
our model, thus|(q) is given by 2. Apparent violation of the compressibility sum rule

1. A possible origin of excess scattering

an\2 an\ [ an Next we consider why the compressibility sum rule is
{9—) (|6pg |2)+2(a—) (a—s) (6pg 6SE ) apparently violated. This can naturally be explained by com-
P P paring Eqg.(27) with

1(q)e

2
+og] (165517 (27) 1
05/ ¥ Kr=— f dr{p"(np"(0)), (32)
These correlation functions at smajl can be straightfor- Bip
wardly obtained as where 8p" = 8p* +c,,/78S* is the real fluctuation of den-
. 5 sity under the coupling to bond ordering. Sinjcg,/7| is
([6pg|%) = (x+Ksa*)/AQ), (28 small, the major contribution t&; comes from the direct
density-density correlation. On the other hand, the scattering
(0pg 8SL )= (C1,+C19)/A(Q), (29 intensity mainly comes from fluctuations of bond order pa-
rameters[see Eq.(27)], which may be dominant near the
(168517 =(r+K,a*)/A(q), (300 mean-field spinodal. Thus, we suggest that the apparent vio-
lation of the compressibility sum rule is due (@ the exis-
where tence of an additional hidden order parameter, namely, bond

order parameter, which has critical-like fluctuations, @od
A(Q) = (7+K,0%) (k+ Ksd?) = (C1,FC15)® its direct coupling to the refractive index
~detH+[ 7Kg+ «K,]g% (31
E. Phase separation of a single-component liquid
According to the standard theory of pure liquids, the into two phases

structure factor at a wave numbgr0, S(0), isdetermined
by the isothermal compressibilitgt as S(0)= pkgTKy. If
density is the only order parameter, the light scattering inten- Next we consider phase separation of a single-component
sity atq=0 should be given by,(0)= (an/3p)?S(0). This  liquid into two phases beloW, . Because of the existence of
is actually the case for many pure liquids. Contrary to thisa new order paramet&and the resulting coupling between
common sense, however, excess scattering far beyond theand S phase separation can proceed on theS( plane
above prediction was observed for various glass formergven for a one-component liquid. The details of the phase-
[21,22,24. In our model, this excess scattering can be exseparation kinetics are described in Sec. VC2. Our model
plained by the fact thak<c,,+c;5 and/ork<r nearT,, predicts the negative correlation between the two order pa-

1. Phase-separation kinetics
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rameters: a high-density region has less bond order, while aniversal description of glass-transition phenomena covering
low-density region has more bond order. This is a directfrom the strong to fragile limif29]. The model is essentially
consequence of negative coupling between the two order pahe same as that described in this paper. In our model, locally
rameters €;,,C;5<0). It can, thus, naturally explain why favored structures with finite, but long lifetimes are ran-
the two-phase coexistence is possible in a single-componedbmly distributed in a sea of normal-liquid structures. Thus,
liquid [2]. It should be noted that glass-forming liquids au- even simple liquids suffer from random disorder effects of
tomatically satisfy the necessary condition for the existencéhermodynamic origin. We argue that locally favored struc-
of such a gas-liquid-like transition, since vitrification itself is tures act as impurities and produce the effects of “fluctuating
caused by the existence lafcally favored structuresn our  interactions” and “symmetry-breaking random fields”

picture[29] (see Sec. VI against density ordering, in much the same way as magnetic
impurities for magnetic ordering in spin systems. Similarly
2. Phase coexistence and phase transformation to random-spin systems, thus, we predict the existence of

two key temperatures relevant to glass transition, the density

coexistence of two phases in liquid /5-Y,0; by direct ordering(grystallizatior) _pointT; of the corresponding pure
microscopic observation. For liquid phosphorus, further-System without frustration and the Vogel-Fulcher tempera-

more, Katayamat al. [9] succeeded in observing the pro- ture Ty. Glass transition is then characterized by these two
’ ransitions:(A) a transition from an ordinary-liquid state to a

cess of the transformation from a less dense to a denser Ii(?3 1S . . Rt :

x-ray diffraction measurements. These behaviors includinghe appearance of high-density metastable islands with
the density change during the transformation are naturalljnedium-range order, an@) another transition into a spin-
explained by our model. The kinetics of the transformationdlasslike nonergodic state @ and the resulting divergence
can be described by the coupled Langevin equatisee Of the lifetime of metastable islands, namely, therelax-
Sec. VB. ation time. BetweenTly, and Ty, a system has a complex
Further, Kivelsoret al. [25] found that supercooled TPP free-energy landscape characteristic of the Griffiths-phase-
slowly transforms into a glacial phase in a temperature rangbke state, which leads to the non-Arrhenitsooperative
between 213 K and 225 K. It was identified as a new amorbehavior ofa relaxation and dynamic heterogeneity below
phous phase, although its amorphous nature is still a mattdr}, . This simple physical picture provides us with a univer-
of debatg 26,27. The possibility of liquid-liquid phase tran- sal scenario of glass transition covering the strong to fragile
sition is suggestefP5,28. If this is the case, the phenomena limit. For example, our model predicts that stronger random-
can be explained as follows. According to our model, thisdisorder effects make a liquid “stronger,” or “less fragile”
transformation can be viewed as the transition betwgen [29]. Namely, liquids with largeS (or large AE) should be
liquid andSliquid. It was suggested that the glacial phase is"“stronger.” According to our model, stronger disorder ef-
denser than the supercooled liquid, however, no direct datkects lead to the larger distance between the onset tempera-
of the density is available. At this moment, thus, the sign ofture of cooperativityT},, and the temperature of divergence
Av for this system is not yet known in an unambiguousT,. Thus, a stronger liquid should have a weakstore
manner. This information is crucial for revealing the natureArrheniug temperature dependence of viscosity, which is
of the transition, and the precise density measurement isonsistent with what is widely known.
highly desirable. It should be mentioned that supercooled To summarize, the locally favored structures have three
TPP exhibits dynamic features characteristic of Fischer clusdifferent roles, depending upon the length scéileln a large
ters [25]. The coexistence of Fischer clusters and liquid-length scale, the cooperativity in their excitation leads to
liquid phase transformation is also consistent with our pic-critical-like phenomena and liquid-liquid phase transitions.
ture (see Fig. 4 Before going to the details, however, we (ii) In a small length scale, on the other hand, they play a
definitely need further careful studies on the more fundamensimilar role as magnetic impurities in spin glass and lead to a
tal problem of whether the glacial phase is really a newliquid-glass transition(iii) Further, the average fraction of
amorphous phasg5,2§ or it has some orientational order locally favored structures directly affect the thermodynamic

Aasland and McMillan[20] found the evidence of the

[26,27]. guantities of a liquid, such as density, heat capacity, and
compressibility. Correspondingly, thus, our two-order-
V1. CONNECTION OF OUR MODEL TO THE parameter model of liquids may provide reasonable physical
PHENOMENA OF LIQUID-GLASS TRANSITION piCtUreS not Only for(l) ||qU|d-||qU|d phase transition, but

also for (ii) liquid-glass transition andiii) the thermody-

Finally, we mention that our model provides natural ex-namic and dynamic anomalies of liquids such as water.
planations not only for liquid-liquid phase transition, but also
for liquid-glass transition and the thermodynamic and dy-

namic anomalies of water, in a coherent manner. For the
water's anomalies, we already explain them in Sec. IVB. In summary, we propose that contrary to the common
The details on this problem were described in RE§8-33.  belief, liquid is not homogeneous in the intermediate length
So we briefly explain how our two-order-parameter model ofscale and any liquid has medium-range bond order, which is
liquid can explain another poorly understood phenomenon iexcited cooperatively in the background normal-liquid struc-
liquids, namely, a liquid-glass transitigsee Ref[29] on the  tures. This feature originates from many-body interactions.

details. Thus, we need at least two order parameters to express this
Recently, we proposed a simple physical model for thefeature of liquids. This picture naturally leads to a conclusion

VIl. SUMMARY
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that a liquid-liquid transition can, in principle, exist in any nomena, which have so far been considered not to be related
liquids, including atomic liquids such as C, P, Si, Ge, Se, Rbto each other. Further studies are desirable to check the va-
and Cs, network-forming liquids such as water, gi@nd lidity of this physical picture. In particular, it is important to
Ge0,, and ordinary molecular liquids. In particular, our check the existence of a long-lived locally favored structure
model provides us with reasonable physical explanations foand reveal its structure for each liquid. We believe that the
mysterious phenomena found in supercooled molecular liglocally favored structure should have unique vibrational
uids such as “Fischer clusters” and ‘“glacial phase,” al- modes and the detection of such soft vibrational modes may
though they have yet to be proven. We need further studiebe the easiest way to prove its existence. In relation to this,
to confirm the existence of liquid-liquid transition of an or- we propose that the so-called boson peak comes from such
dinary glass-forming liquidhidden in the glassy regiomnd  vibrational modes unique to locally favored structures. This
to establish its relation to the so-called “Fischer clusters”model quite naturally explains the fact that the boson peak
and “glacial phase.” exists even in an equilibrium liquid state above the melting

We stress that our model may explain liquid-liquid phasepoint for some glass formers, which is difficult to explain by
transitions, liquid-glass transitions, and the thermodynamiconventional models of the boson peak. The details on the
and dynamic anomaly of liquids such as water in a “uni- possible relation between locally favored structures and the
fied” manner and reveal the relationship among these pheboson peak will be discussed elsewhpt8].
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