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Ziff-Gulari-Barshad model with random distribution of inert sites
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A random distribution of inert sites is introduced in the Ziff-Gulari-Barshad model to study the phase
transitions between active and poisoned states. The adsorption of CO,andl€zules is not possible at the
position of the inert sites. This model is investigated in the site and pair approximations, as well as through
Monte Carlo simulations. We determine the mean coverages of the elements as a function of the dilution and
show that the continuous transition between the active and O-poisoned states is slightly affected by moderate
values of dilution in the pair approximation and in the simulations. On the other hand, from the analysis of the
hysteresis curves, the transition between the active and CO-poisoned states changes from first order to con-
tinuous as one increases the concentration of inactive sites. The observed transition in the site and pair
approximations is always of first-order nature. We also found the lines of transition and spinodal points as a
function of the concentration of inert sites. Finally, the production rate of §@alculated as a function of the
dilution of sites.

PACS numbsg(s): 05.70.Fh, 05.70.Ln, 82.65.Jv, 82.20.Mj

I. INTRODUCTION neighbor CO-O pair appears on the lattice, they immediately
react, forming a C® molecule that goes to the gas phase,
The study of nonequilibrium phase transitions is a topic ofleaving two empty sites on the lattice. Therefore, in this ad-
growing interest due to its application to a variety of com-sorption controlled limit, only a single parametercg) is
plex systemdq1,2]: contact processes, domain growth, ca-sufficient to describe the dynamics of the model.
talysis, phase separation, and transport phenomena. Although The simulations performed by Ziff and co-workers have
there is no general theory to account for nonequilibriumshown that the system exhibits two phase transitions between
model systems, in recent years some progress has beaptive and poisoned states: fpso=<Yy;, an O-poisoned state
achieved in understanding the stationary states of these syis-formed, while fory.o=Y, the lattice is poisoned by CO.
tems by employing approximate analytical methods and-ory,<y.o<y, a reactive steady state is found, in which a
simulations. Some rigorous mathematical questions concermonzero number of vacant sites is present in the latticg, At
ing the phase transitions of these complex interacting particléne transition is continuous, whereasyatthe transition is of
systems can be appreciated in the books of Liggtand  the first-order type. Using a mean field theory, Dicknjiéih
Konno [4]. qualitatively reproduced the phase diagram of the ZGB
In this paper we focus our attention on the phase transimodel and showed that, at the level of site approximation,
tions observed in the surface reaction model proposed bgnly the first-order transition appears. However, employing
Ziff, Gulari, and Barshad5] (ZGB), which describes some the pair approximation, both continuous and first-order tran-
kinetic aspects of the oxidation of CO over a catalytic sur-sitions are obtained.
face. In particular, here we consider a modified version of the We are interested in the effects of inert sites on the phase
ZGB model, where we incorporate a random distribution oftransitions of the ZGB model. We have investigated in detail
inert sites on the catalytic surface. The original ZGB modelthe dependence of the phase transitions on the concentration
is an irreversible lattice model for surface reactions based oof inert sites. This problem presents some experimental in-
the Langmuir-Hinshelwood mechanism, where the reactantgrest in the automobile industry, where lead particles are
must be adsorbed before reacting. The steps used to descrifieposited over the catalyst during the exhaust of gases after
the ZGB modela lattice Markov procegsare the following.  combustion. This affects the efficiency of the catalytic sur-
Molecules of CO and ©from a gaseous phase can be ad-face due to the pinning of these lead particles on the surface,
sorbed onto the sites of a regular square lattice of identicgbreventing the adsorption of CO and, @olecules at the
sites. These molecules arrive at the surface according to thdisad positions and reducing the reaction paths. Hovi and co-
partial pressures in the gas mixture, that is, the probability ofvorkers[7] have studied by computer simulations the effects
a CO molecule arriving is/co and (1-yco) for the O, of preadsorbed poison and promoters on the irreversible
molecule. The CO molecule requires only a single vacanZzGB model. They calculated the coverage of species as a
site to be adsorbed, while the,@ adsorbed if it finds a function of the concentration of inert sites for a wide range
nearest-neighbor pair of empty sites. Upon adsorption, thef values, finding the interesting result that the first-order
O, molecule dissociates and the two free O atoms can rea¢tansition changes to a continuous one at a critical value of
independently. If, after an adsorption step, a nearestthe concentration. Corseand Valenci&8] have also reported
some results concerning random impurities distributed over
the catalyst, in which they observed the change of the first-
*Email address: wagner@fisica.ufsc.br order transition into a continuous one as one increases the
"Email address: hoenicke@fisica.ufsc.br concentration of impurities. Albanf®] simulated the ZGB
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model on incipient percolation clustei$C’s) with a fractal
dimension of 1.90. He showed that both transitiong,aand
y, are continuous, and that for an infinite lattice, in which N N
Yco is larger than 0.408, the reactions stop at finite times L .
because the IPC’s are poisoned by pure CO. Casties. A
[10] also performed a Monte Carlo simulation of the CO 06 AN
oxidation on probabilistic fractals. They observed a change N
in the character of the transition & from first order on [
regular lattices to second order on percolation clugtersp
larger thanp.=0.593, which is the percolation threshold on
the square lattige

In this work we have performed mean-figldite and pair
approximationp calculations and Monte Carlo simulations 02 -
for different values of the concentration of inert sites. The
model studied here is a variant of the original ZGB model,
where inert sites are randomly distributed over the lattice.
Our approach is close related to that presented by Vigil anc
Willmore [11] to study the effects of spatial correlations on . L . 1 . L . L .
the oscillatory behavior of a modified ZGB model, where 00 02 04 06 08 10
defects are continually added and desorbed from the surface Yoo
In their studies, they considered the mean-field site and pair
approximations, as well as Monte Carlo simulations. In the FIG. 1. Coverages of CQull line), O (dashed ling and empty
present work we have determined the phase diagram for difites(dotted ling, as functions of the deposition rate of CO. The
ferent concentrations, and the spinodal and transition lines @®ncentration of inert sites isy=0.2. Coverages obtained through
functions of the concentration of inert sites. We have conthe site approximation.
structed hysteresis curves to find the critical concentration at
which the first-order transition changes into a continuous dnco 4 9 3
one. This paper is organized as follows: in Sec. Il we present gp YoM (17 M0)"=2(1=Yco)M,[1~(1=nco)"],
the results obtained within the site approximation; in Sec. lll (5)
we introduce the pair approximation equations and show the
results obtained using this scheme; Sec. IV presents the r#hereng, nco, andn, represent, respectively, the cover-
sults of simulations; and finally, in Sec. V, we present ourages of O, CO, and blank sites in the lattiggo gives the
conclusions. arrival probability of a CO molecule. In addition, there is the

following constraint among the concentrations:

S

04| L

Coverage

Il. SITE APPROXIMATION Moot Not N+ Ng=1. ®)

We take a square lattice as our catalytic surface. A frac- The steadv-state solutions of the above svstem of equa-
tion ny of the sites is randomly distributed over the lattice . Y Y q

representing the pinned inert sites. The remaining sites of thtéons are given by, =0, which corresponds to a poisoned

lattice can be vacant or occupied by either O atoms or Céurface, and

molecules. The ZGB model is described by the following Yeo

steps: n=————=Y. 7
P *2(1-yeo @
CAg)+v—COa), @) Inserting Eq.(7) into Eq.(4) we obtain an expression for the
steady-state values of the concentratig:
0,(9) +2v—20(a), 2
(nco+Y+nd)4+(l_nco)3_1:0. (8)
CO(a)+0(a)—CO(9g) +2v, 3

We exhibit in Fig 1 a typical diagram for the coverages
of CO, O, and vacant sites obtained foy=0.2. This dia-

where the labelg anda denote the gaseous phase and aryam was obtained by integrating the equations of motion for
adsorbed reactant on the surface, respectively,lamitli-  yhe n_andng concentrations, starting from an initial con-

cates a vacant site. Stefly andl(2) indic_ate the adsorption_ dition in which the number of empty sitesiis=1—ny. The
of the species, whereas the third step is the proper reactiogjie gnproximation does not give any continuous transition
b_etween d'St!nCt Species Io_cated at adjacent sites of th_e lafs, any value of the concentration of inert sites. This was
tice. In the site approximation the time evolution equatmnsalready pointed out by Dickmd] for the ZGB model with-
of the concentrations are given by out inert sites. We observe in Fig. 1 that the limit of stability
q of the reactive phase ig,=0.467 510, which corresponds to
dno 44 _ 204 _ 3 the spinodal point. Therefore, a reactive steady state is found
gt~ Yeol1=(1=No) ]+ 2(1=yeo)n,(1=Nco)™, for all values ofyco=<Ys. For values of/co>Ys, the system
(4) becomes poisoned, with a large amount of CO and a small
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FIG. 2. Stability curves in the site approximation for different ]
values of concentration of inert sites. The uppegd) and lower FIG. 3. Plots of the concentration of COido) versusyco to

(nSo) branches give the concentration of CO, respectively, in thdocate the spinodal and transition points for the particular value
unstable and stable states. The open circles indicate the position 8= 0-2. Spinodaldashed ling first-order transitior(full line).

the spinodal points. From the outer to the inner curve the concen-

tration of inert sites is 0.0, 0.1, 0.2, 0.3, 0.4, 0.5, and (v6. first-order transition occurs, that is, the concentratie,
=yeo/2(1-Yeo). must increase abruptly from a small valweactive phaseto
a large valuépoisoned phageUnfortunately, we cannot use
concentration of O atoms. The presence of O atoms in thge_rg the ysual thermodynamm conS|de_rat|ons t_)ased on the
. . . . . minimization of a suitable thermodynamic potential. In order
region yco>Ys is due to the inert sites, which can block

some oxygen, and also to the simplicity of the site approxi-to find this first-order transition we adopt the same kinetic

mation, which does not forbid the formation of O-CO criteria_employed by Dickmaij6], which was borrowed

nearest-neighbor pairs in the lattice. The tolerance of thes];e-;Orn the work of Ziff et al. [5.]' _'I_'he phase transition was
. : . etermined by choosing an initial state where half of the
O-CO pairs also explains the absence of the continuo

us;. .
phase transition, which is observed in the simulations. Figurga.ttlce was empty and the other half was pompletely filled
2 is a plot of the solutionseg of Eq. (8) versus the param- with CO. In this Work_ we choose as our initial state to solve
eterY for different values of concentratiam, of inert sites. the equations of motion fafio andng the valuesn, =nco

1 . . O

. : . < . =3(1—ny). Itis clear that this choice is not the same as that
W_e obtain two solutlon_s, which we cerIEo.andnco, which considered by Ziffet al, because we cannot discriminate
join together at the spinodal point. For instance, fige=0

the value we find i&%=0.638 986, WhiCh furnishes the \{alue Wg;ﬂ;jn:ts tz;\]r;: :‘r)nepctélacglnvﬁr:cvchrg; Ir?: ggﬁ:st%r?ogfn?ﬁéy s
Ys= 0.561013. We a_Iso note in Fig. 2 that, at the Sp'r‘Od""Equations of motion changes from the reactive to the poi-
point, the concentration af-o molecules remains the same soned state as we vary the valueyg, for the same initial
irrespective of the value we choose fog. This special condition, as established above. Fgy=0 we obtain the
value isnco=0.1660. Thus, the net effect of addingis o g5me vaiue found by Dickman. We exhibit in Fig. 3 the
Sh!ﬁ the curves honzontally. In this site apprOX|mat|on,. SO-results obtained for the first-order transition and the spinodal
lutions are possible only for values 0f<0.638986. This g forn,=0.2. The spinodal was obtained from the ini-
happens because aboye this value the solution WO,UId COMGal condition n,=1—ng, and the first-order transition from
spond to the'nonphys'mal \{al%o<0. Sp the meaning of o conditionn, =nco=3(1—ny). For this particular value
the two solutions in Fig. 2 is the following: the branof, of ng=0.2, we havey,=0.3999 andy.=0.4821. We have
represents the stable steady-state solutions whereatsghe considered all values of the concentration of inert sites, and
branch gives the unstable solutions. These solutions Wergig. 4 shows the values of, (dashed lingandy, (full line)
obtained after numerical integration of the equations of Moyg 3 function of the concentration of inert sites. At the par-
tion for ngo and no, starting from the state described by ticylar valueny=0.55 the two lines merge. For values of
n,=1-nq. For the initial conditionn, =Y andnco larger .~ 0.55 the transition still remains of the first-order type,
thannc, the system evolves to the poisoned state. The initiahithough the number of vacant sites that stay in the active
conditionn, =Y andncg less tham¢,, drives the system to  state is very small. For instance, fog=0.60, at the transi-
the lower stable reactive solutiors,. tion point (y,=0.0725), the number of vacant sites changes
Figure 2 also shows that, as we approach the spinoddfom 0.0388 in the active state tox210 8 in the poisoned
point for any value ofny, the region of stability becomes state. Throughout our analysis we considered a given state to
narrower. Thus we expect that for some valugygb<ys a  be active if the number of vacant sites is larger than®10
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FIG. 4. Behavior of the spinod#tlashegl and first-order transi-
tion (full) lines as functions of concentration of inert sites in the site
approximation.

We also exhibit in Fig. 5 the number of vacant sitgsat the
active state as a function of the number of inert sitgs at
the transition and spinodal points. We observe that for al

values ofny<<0.55 the number of vacant sites at the spinodal

point is always larger than that at the transition point.
ll. PAIR APPROXIMATION

Let us consider the application of the pair approximation
procedure to this ZGB model that includes inert sites. Her

1.0

08 |-

0.8

FIG. 5. Concentration of empty sites at the spinogdshed
line) and at the first-order transitioffull line) as functions of the
concentration of inert sites.
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we introduce the pair probabilit?,, of a random nearest-
neighbor pair of sites being occupied by speciesind 3.

We have the following types of species:d, ¢, ando, which
represent, respectively, vacant, inert, carbon monoxide, and
oxygen. As in the previous treatmerjts2,13, we need to
consider only the changes that occur at a particular central
pair in the lattice. In the table below we display the allowed
and forbidden(indicated byXx) nearest-neighbor pairs in the
present model.

v o] c d
v vu vo ve vd
o] 00 X od
c X cc cd
d dd

The next table also exhibits all the possible transitions
among pairs. We obtain 14 independent transitions, labeled
by numbers in the range 1-14. In the table transitions indi-
cated byx are prohibited.

from—
to] VU vO0 veC vd 00 od cc cd
v 4 6 X X 12 X
vo 1 X X 10 X X X
ve 2 X X X X 13 X

! vd X X X X 11 X 14
00 3 5 X X X X X
od X X X 8 X X X
cc X X 7 X X X X
cd X X X 9 X X X

& hen we write the equations relating the probability of each

element to the corresponding pair probabilities:
Pv: va+ PUO+ PUC+ Pvd )

Po=Podt Pyot Poos
9

Pc=Pcat Pvc+ Pees
P4=Pdd+ PyatPodt Ped-

The pair probabilities also satisfy the constraint

Puot Poot Pect PagT2(Pyot+ Pyt Pyugt Pogt Peg) = 1.

10)

Next, we need to write the time evolution equations for
the pair probabilities. Examining the second table we can
construct the desired equations of evolution. For instance, we
explicitly write the equations of motion fd?,4 andP,,,,

dP,g

e te—to, (12)
dpP,,
Tz_t3+t12_2t1+2t4_2t2+2t6’ (12)
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FIG. 6. The same as in Fig. 1, but coverages obtained within

pair approximation.
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FIG. 7. The same as in Fig. 3. Calculations performed in the pair
approximation P has the same meaning agg.

wheret,—t,, are the transition rates. The factors of 2 arisingthere is an active region, and fgeo=0.4821 the lattice is

in the equation of motion foP,, are due to the fact that the pojsoned with CO. Whe®,=0, we found the same figures
pair probabilitiesP;; and P;; are equal by symmetry. For ohtained by Dickman in his pair approximation. For in-
instance, from the paivv we can obtain, with the same stance, the site and pair approximations give the same value

probability, the different configurationsv andvo. In gen-

for the spinodal poinys. However, when we consider some

eral, the expressions for the transition rates are lengthy, anglert sites in the lattice, the spinodal point found in the site

we only present one of them as an example. The traie
given by

t4=tsatlap, (13
where
Pol® 3P 2
t _ PD (1_ UO) += vo(l_ UO)
4a yCO O[ PU 2 PU Pu
PUO 2 on l PUO 3
(PU) (1_ P, 2P, (19
and

P, P,o\® 3P, Po\?
t4bZYCoPuo(3p—:[<1— PO) t3 Po(l— PO)

v
PUO)Z( 1_ PUO) + 1( on 3

1P, P2

(19

approximation is always smaller than that obtained within
the pair approximation. For this particular valug,=0.2,

the site approximation yieldsy;=0.4675, whereasy,
=0.4821 is obtained by the pair approximation. The value of
Yco at the continuous transition, which now arises in this pair
approximation, decreases slightly with increasing values of
the concentration of inert sites.

We also considered the solutions evolving from an initial
condition where half of the free site®(=1—P,) are filled
with CO molecules and the other half left empty. In order to
be close to the initial condition used in the simulation, we
chose for the initial pair condition®..=P,,,Pq4,=Pyc,
andP,.=0, which mimics a division of the lattice into two
parts: on one side of the lattice we would have inert sites and
CO molecules and, on the other side, vacant and inert sites.
If P4=0, we found for the transition between the active and
CO-poisoned states the valye=0.5240, which agrees with
the value found in the simulations. Figure 7 displays the
concentration of CO molecules at the transition point for
which P4=0.2. In this pair approximation, the values yf

In this pair approximation we cannot obtain analytical so-andy, are very close. We also show in Fig. 8 the concentra-

lutions as we have done in the site approximation. We solvedon of vacant sites as a function of the concentration of inert
the coupled set of eight nonlinear equations by the fourthsites, at the transition point, and also at the spinodal point.
order Runge-Kutta method, searching for the stationary soBoth curves join aP4=0.50, and forP4>0.60, we cannot
lutions. We considered two different initial conditions as in observe any active state. As in the site approximation, an
the case of the site approximation. active state is defined only ®,>10 . Thus the calcula-
Let us first consider the evolution from the initial state tions performed within the pair approximation give results
whereP,=1—Py, in which only the pairgv, vd, anddd  that are very similar to those obtained by the site approxima-
are present in the lattice & 0. Figure 6 shows the diagram tion, concerning the spinodal and transition points.
of the model forPy=0.2. For 0<y:5=<0.2299 the lattice is In addition, it was observed that initial conditions do not
poisoned with oxygen. In the range 0.2299-,<0.4821 affect the point at which the continuous phase transition oc-
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FIG. 8. Concentration of vacant sites at the spinddashed FIG. 10. Phase diagram in the plaRg versusyco, obtained
line) and at the first-order transitioffull line) as functions of the through Monte Carlo simulations, showing the reactive window.
concentration of inert sites, in the pair approximation. The squares give the transition between the reactive and CO-

poisoned phases. The circles represent the continuous transitions
curs. In Fig. 9 we exhibit the phase diagram for this ZGBpetween the active and O-poisoned phases. The lines are a guide to
model with inert sites. The size of the reactive window de-the eyes.
creases as we increase the concentration of inert sites. We
have plotted t_he transition I!ne fpr the f|r_st-9rder transition V. SIMULATIONS
and for the spinodal line, which gives the limit of stability of
the reactive phase. The line separating the active and We have performed Monte Carlo simulations in the ZGB

O-poisoned phases is a continuous transition line. model with inert sites in order to check the results we ob-
tained in the site and pair approximations. The simulations
10 were carried out for different values of the concentration of

inert sitesP4. For small values oP,, we considered square
lattices of linear sizd. =64, but for large values oPy we

0s | used lattices of linear size up ko=150. The first step in the
simulation is to randomly distribute the selected fractiyn

of inert sites in the lattice. All simulations then started with a
fraction of empty sites equal tB,=1—P4. The CO mol-
ecules arrive at the surface with a probabiliy, and the Q
molecules with probability +yco. The rules for adsorption
and reaction of the species are exactly the same as in the
original ZGB model5]. Since adsorption of oxygen requires
two nearest-neighbor empty sites, the effect of the inert sites
is to favor the adsorption of CO relative to that of @ol-
ecules. In general, we have taken®1donte Carlo steps
(MCS’s) to attain the stationary states, and® Iore to cal-
culate the concentration averages at the stationary states. One

O-Poisoned MCS is equal td_ X L trials of deposition of species, where
0.0 . L . L . L . L is the linear size of the lattice. To speed up the simulations
0.0 02 04 06 08 we worked with a suitable list of empty sites.
P We exhibit in Fig. 10 the phase diagram of the model in
d the planeycg versusPy. It is similar to that obtained within

FIG. 9. Phase diagram of the ZGB model with inert sites. the pair approximation. However, there is a fundamental dif-

gives the concentration of inert sitag;, is the probability that the ~ férence between the transition line separating the active and
CO molecule hits the surface. We have an active phase an§O-poisoned phases in the two approaches. In the pair ap-
O-poisoned and CO-poisoned phases. The dashed line represefi@Ximation the transition line is always of the first-order

the spinodal points, the full line, the first-order transition points, andtype, whereas in the simulations there is a critical concentra-
the dotted line gives the continuous transition points. Phase diagrafion above which the transition becomes continuous. We
obtained in the pair approximation. have done detailed simulations to find the critical concentra-
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FIG. 11. Hysteresis curves near the critical value of the concen-

tration of inert sites(a) P4=0.070,(b) P4=0.080.
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FIG. 12. Plot of P4 versusyco showing the points where the
production rate of C®is maximum(circles, and the production

(squarep at the transition between the active and CO-poisoned
phases. The lines serve as a guide to the eyes.

As we pointed out in the Introduction, Hoeit al. [7] had
already observed the change in the nature of this transition as
a function of the concentration. The phase boundary separat-
ing the active and the O-poisoned phases in Fig. 10 is con-
tinuous for all values oP4. We checked this fact by observ-
ing that no hysteresis loop was found for any valuePgf

The width of the active phase decreases with increasing val-
ues of Py. For values ofP4>0.45 the lattice is poisoned
(absence of empty sitewith different amounts of CO and O
species. Due to finite size effects, this value is larger than the
value 0.408 found by Albanf®] in the limit of very large
IPC's.

0.30

tion at which the transition becomes continuous. We found
for the critical concentration of inert sites the vali
=0.078. We arrived at this value by looking at the hysteresis
loops in the curves oP - versusy g for different values of
the concentratio?y, as we can see in Fig. 11. We proceed
as follows. In Fig. 11a) we fixed the concentration of inert
sites at the value 0.070 and the curve with circles, which is
the proper transition curve, was obtained from an initial state
whereP,=1—Py, that is, with a lattice almost empty. The
curve with squares was determined from an initial state in
which the lattice was almost covered by CO. We have taken
a fraction of only 5% of randomly empty sites over the lat-
tice at the starting time. Then we clearly observe a hysteresi
loop at the concentratioRy, which implies that the transi-
tion is of first order. On the other hand, Fig.(bl, where the
fraction of inert sites i?3=0.080, does not exhibit a hys-
teresis loop and the transition is clearly a continuous one.
The critical value ofP§=0.078 was obtained by analyzing

0.20
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d

0.3

0.4

0.5

FIG. 13. Maximum production rate of GOnolecules(R) as a
the behavior of these curves in the range 0:0PQ<<0.080. function of the concentration of inert sit&; .
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We have also noted that the production rate of,@@l-  concentration of inert sites. The width of the reactive win-
ecules attains its maximum value exactly at the first-ordedow exhibits the same behavior, as a function of concentra-
transition, for values oPy<Pj. If P4>P§ the maximum tion of inert sites, in both pair approximation and Monte
production rate of C@molecules is located inside the reac- Carlo simulations. However, the transition between the reac-
tive window. This is seen in Fig. 12, where the circles indi-tive and CO-poisoned phases is always first order in the site
cate the points where the production rate of d® maxi- and pair approximations, whereas Monte Carlo simulations
mum. In the site and pair approximations this maximumgive a critical point where the transition changes nature. For
always occurs at the phase boundary, irrespective of thealues of the concentration of inert sites less than the critical
value of P4. Figure 13 shows the production raéReof CO,  value, the transition is first order and above this value it
molecules as a function &f,. As expected, the role of inert changes to a continuous one. Determination of this critical
sites is also one of blocking the reactions over the catalysgoncentration was possible through the analysis of the hys-
The maximum production rate occurs at a surface free oferesis curves for different values of the concentration of
impurities. inert sites. The production rate of G@nolecules is maxi-

mum at the first-order transition, in both site and pair ap-
V. CONCLUSIONS proximations. This is the case in the simulations, but the
transition is of the first-order type. When the concentration

We have studied the effects of a random distribution ofof inert sites is greater than the critical value, the maximum
inert sites on the phase diagram of the ZGB model. We deproduction rate of C@molecules moves toward the reactive
termined the time evolution equations for the concentrationgyindow. The overall effect of inert sites is to reduce the
of the different species over the catalytic surface within anproduction of CQ molecules.
effective field theory, at the level of site and pair approxima-
tions, and also performed Monte Carlo simulations on the
model. We o_b_tained the coverages of the species as fun.ctions ACKNOWLEDGMENTS
of the deposition rate of CO and of the concentration of inert
sites. In the site and pair approximations we found the tran- We would like to thank Ron Dickman for his many valu-
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