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Stochastic resonance driven by time-modulated correlated white noise sources
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We analyze the effects caused by the simultaneous presence of correlated additive and multiplicative noises
for stochastic resonance. Besides the standard potential modulation we also consider a time-periodic variation
of the correlation between the two noise sources. As a foremost result we find that stochastic resonance, as
characterized by the signal-to-noise ratio and the spectral amplification, becomes characteristically broadened.
The broadening can be controlled by varying the relative phase shift between the two types of modulation
force.

PACS numbds): 05.40—a

[. INTRODUCTION independent of external parameters such as the noise inten-
sity (SR without tuning [12,16).

There is evidence from many recent theoretical and ex- In this work we focus on the latter aspect. For this we
perimental studies that fluctuations are essential and play $fudy a bistable system which is subject to both an additive
constructive role in a variety of intriguing noise-induced and a multiplicative noise source but—at variance with the
phenomena. Some key examples are problems related to selfork in Ref. [17}—we consider the case when both noise
organization and dissipative structurgls2], noise-induced sources areorrelated In addition to the modulation of the
transitions[3], noise-inducecphasetransitions[4], thermal  bistable potential by a weak external signal, we consider that
ratchetsor Brownian motorg5], combinations of the latter this very correlation between both noises is modulated as
two phenomend6], noise sustained patterfig], and sto- well. We have found that this extra noise correlation contrib-
chastic resonance in zero-dimensional and spatially extendédes to a remarkable widening of the SNR’s maximum as a
systemd8,9]. function of the additive noise intensity, making the detection

The last phenomenon, that stochastic resonancesR),  Of the signal less sensitive to the actual value of that noise. In
has attracted considerable interest in the last decade dugfevious preliminary work19] we analyzed the case when
among other aspects, to its potential technological applicaboth modulation frequencies are equal; here we extend the
tions for optimizing the transmission of information such asstudy to the most general case; i.e., wiigboth frequencies
the output signal-to-noise rati®NR) and amplification fac- are equal and possess either zero or a finite relative phase
tor () in nonlinear dynamical systems. The phenomenorshift ¢#0, or (i) there are different driving frequencies. We
shows the counterintuitive role played by noise in nonlineahave also done numerical simulations and have considered
systems as it harnesses the fluctuations to enhance the outjie evaluation of not only the SNR, but also another charac-
response of a system subjected to a weak external signdgrization of the SR phenomenon that relates SR to stochastic
There is a wealth of papers, conference proceedings, argynchronization, namely, the spectral amplification factor
reviews on this subject; for a comprehensive recent reviedd8]. It is worth remarking here that the additivexternal
see Ref.[9], showing the large number of applications in nNoise can be assumed to be white, while timerna) mul-
science and technology, ranging from paleoclimatology tdiplicative noise source generally involves time scales char-
electronic circuits, lasers, and noise-induced informatiorcteristic of the system; therefore it is generally far from
flow in sensory neurons in living systems, to name a few. being white. However, as discussed previously2@], as a

Several recent papers have aimed at achieving an effirst step we can approximate the multiplicative colored
hancement of the system respofigt is, obtaining a larger noise by a white one.
output SNR by means of the coupling of several SR units The organization of the paper is as follows. In the next
[10-14 in what forms an “extended medium[15]. Yet  section we set up the model. In Sec. lll we present the results
another aspect that has attracted interest is the constructié@r the case of unequal modulation frequencies, while Sec.

of systems or arrangements where the SNR becomes mostly contains the case of equal frequencies with both a zero
and a finite relative phase shift. In Sec. V we present the

results of our numerical simulations while in Sec. VI we
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equation(written in properly scaled, dimensionless variables; The reduction from a bistable continuous system, whose
see[9]) probability density evolves through a Fokker-Planck equa-
) tion, to a discrete system driven by a master equation such as
x=g(t)+x—x3+ E(D)+xE,(D), (1) Eqg. (4) is well known[27]. To evaluate the statistical mo-
ments within such an approximation, the probability density
wheree(t) = o cos{lt), andeo and Q. are, respectively, has the formp(x,t)=n. (t) S(x—xX,)+n_(t) S(x—x_).
the intensity and frequency of the dipole-type potential ysyally, the time dependence . is such that the exact
mOdUlation_XS(t). The additive and multiplicative Gauss- solution for Eq (4) cannot be found. If, however, both
ian white noise sources, indicated §y(t) and£,(t), respec-  modulations are small compared with the barrier height, i.e.,
tively, obey poD,D,<V(0)-V(*=1) andey<V(0)—V(=1), then it
(£(D))=0, =12 is possible to make a Taylor expansion of the functions
! ’ = W_ (t) aroundpy=¢e7=0. We thus obtain within linear re-
(E.(D)E(1))=2D, 8(t—t"), sponse theory the result

(2 dW. dW.
(£,(DE,(1))=2D,8(t—t"), W (1) =Wo+ —— () + -5 - P
€ po=¢p=0 p po=¢0=0

The strength of the correlation between the two noises is ) - )
measured by the paramete(t), fulfilling the condition where WO is the transition rate evaluated in absence of
Ip(t)|<1. The associated Fokker-Planck equatigm the ~ Modulation po=e,=0). The latter may be calculated by
Stratonovich prescriptiomreads[21—23 means of the mean first-passage tiiiR, po, &) [20], yield-

ing
HP(X,1)= = {[x—x3+D x+p(t)yD,D,—e(t) IP(x,t)}
+D, [ 1+ R+ 2p(t) VRIP(X,1)}. 3 Wg = TR po=eo-0

Here we have defineB=D,/D,. In what follows we as- 1
sume thap is a time dependent periodic function of the form =5f_1dxH(x)exp{d>(x)/D]
p(t) =pocoslt+ ), whereg is an arbitrary but fixed rela-
tive phase. In previous workL9] we studied the case where X
Q,=Q,. We shall shortly review this situation but will x| _dyH(y)exd —®(y)/D] (6)
mainly elaborate on the most general case Witj¥ (), .

In order to gvaluate the corr.elation function and plmwer with the functionH (x)=[1+ Rx?+ 2p(t) \/ﬁx]*ll% The de-
spectral densityPSD to obtain the SNR, we exploit the termination of the effective potentidh(x) is from the adia-

results of the two-state approaf®,24,23. The problem of  batic asymptoti¢nonstationaryprobability density; yielding
obtaining the SNR of a nonlinear and essentially bistable

symmetric system subject to a weak periodic signal is then
reduced to a description where the transitions occur between ¥ (X) = f
the two minima of the deterministic potential. Besides using
linear response theory the main approximation involves an For the chosen sinusoidal form of the modulations the
adiabatic approximation in the sense that the relaxation timgxpansion has the explicit form
around each minimum is much shorter than the characteristic
time for transitions between the two stable states and the  w_ (t)= 1[W,Ta, cog Q) F a, codQt+ ¢)
corresponding slow driving periods. B

In the absence of any signal, the deterministic potential of +O(s§)+0(p3) +---], @)
the system has two minima located at the poits=+1.
Let n.(t) be the populations in each state, defined asThe factorse, anda, are given by
n, (t)=/¢ “P(x,t)dx, andn_(t)=1—n,(t), respectively.

’ H(x")?[x’ =x"3+e(t)+2p(t)yD D, ]dx .

It has been shown that these minima do not coincide with the %= _ _ dw. e and 2o _ aw. .
maxima of the steady state probability distributip26]. 2 de po=eq=0 0 2 dp po=c :Opo,
However, ifp(t) VDD, is sufficiently small it is justified to o o (8)
neglect this fact.
To apply the two-state approach, let us introdifée(t) with
andW_(t), these being théadiabati¢ nonstationary transi-
tion rates from the state, to x_ and from the state_ to dW.(R) 1 d7(R)
X, , respectively. Then we can write the followimgaster de 7R)?2 de ' ©)
equationfor the probability distribution:
dn_  dn, dw.(R) 1 dT(R) 10
a9t - agr W (On.-Wo(Hn-. 4 dp TR)2 dp
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After a somewhat cumbersome calculation for the deriva-  1C(,tg) =(x(t)x(t+ 7)|Xg,to)
tives of 7(R) we end up with

d L :=%fOT<x(t)x(t+ 7)|Xo,tolXo,to)dt
Ded_j =—f_ldxH(x)exr[<I>(x)/D£] ) ) )
p,e=0 =g Woll—e=Wolly (ty)2—e Wolflyp(tO)Z
[ H(x)2x fjldyH(y)exp:—CI)(y)/Ds] — 26 YBITY (1) Y (o) + Y, (t) Y ,(to + 7)
+Yp(t0)Yp(t0+T)+Yp(t0)Y6(t0+ 7)
+ | dyrent - e, Y (1) (to 7). 19

y In Eq. (15) it is possible to see that the autocorrelation func-
xf dzH(z)Zz> (11)  tion depends explicitly on the modulation frequencies

-t and(},, as well as ort,. Here,t, represents the time when
the output PSD of a system is measured and the data acqui-
sition begins. The PSIF(()), is the time-averaged Fourier
transform(over the time spail) of the autocorrelation func-

for the contribution of the potential modulation. The corre-
sponding contribution of the correlation modulation is

tion KC(7,tg),
D2 dT (7t
_ 1 .
vD,D, dp ps=0 (S(Q))t=—<f IC(T,tO)eXpiQTdT>
, 27\ J-w» .
0
1
=—f dxH(x)exp[(I)(x)/Ds]x[H(x)zx 1—H(x) 1 (T
-1 ’:?f S(Q,bdt. (16)
2 2 X2 X °
+H(X)"x 5—1 J_ldyH(y)exr[—fb(y)/Da] By means of the two-state approach, using @&) and Eq.
(16), the general expression for the PSD is
1 x
- D—ﬁldyH(yPy ex —®(y)/D,] S| _2We a2e? a’p
) W2+ Q? 2(W5+02)  2(W2+0Q2)
2,27
X[ 1+H(y)+H(y)%y ( > 1) J (12 wa§s§
+————[8(Q-Q,)+60+Q,)]
. . . . 2(W5+Q7)
It is also important to note here that, if the modulation is
made around a value,# 0, it becomes necessary to extend Waipg
the two-state approach in order to take into account the lack 5 5 0Q=0,)+8Q+Q,))]
of symmetry of the potentid28]. 2(Wo Q)
In order to simplify the notation, let us definé, (t) and
Y (t) as P fy ( ) T 2app0a£80 COS((ﬁ)
p +5Q —Q E 2 2
e (W5 +Q5)
&(t) P X[S(Q—Q,)+8Q+0Q 1
Y.()=a,————, Y, ()=a,————. (13 [&( )T o(Q+Q,)], 17

Integrating Eq.(4) up to first order in the variables, and
€0, We obtain

where§,=1 if x=0 and 0 otherwise.

Hence, we can distinguish between two distinct cases ac-
cording to the relation between the frequencies, (i dif-
ferent frequencies an@i) equal frequencies.

_1_ _ —W,t—to| To determine the output SNR, denoted By we use the
N+ (txo,to) =1=Y.(O =Y, (O +e standard definition
X[Ye(to) +Y (to) +20,1—1], (14

Q+A
S(w)d
where n . (t|xo,to) is the conditional probability thak(t) G
=X, , given thatx(to) =Xo. The funtions, ; is equal to 1 if R=10logio TS o=y /- (18)
the particle is initially located ak, and O otherwise, and
similarly for n_(t|xq,to). Here S, is the PSD in absence of the signal. The parameter

From Eq.(14), all the moments of the distributiop(x,t) A is introduced in order to tune the theoretical result when it
may be determined and the conditioned autocorrelation funds compared with a numerical simulation or an experiment.
tion, averaged over noisg, and uniformly over timg),, Such a parameter is related to the bandwidth of sampling
reads frequencies.
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lll. DIFFERENT MODULATION FREQUENCIES

In spite of the result being the same, when the frequencies
are unequal the calculations differ slightly depending on
whether the ratio between driving frequencies is rational or
irrational. This difference in the calculation procedure arises
due to the evaluation df. If the ratio between the modula-
tion frequencies is a rational number, that@s,/Q ,=q/p,
with g,pe N, thenT=27q/Q,=2mp/Q,, while when the
ratio is an irrational numbeT increases without limit T
—). However, as we have already remarked, the final re-

4

sult remains the same, and using Ebg) the PSD emerges =
as 0”5
2.2 2 2 Q
S(Q)= W, B %80 %P0 0 . f
2 2 2 2 2
W2+ ()2 2(We+Q2)  2(W+Q2) D, [Anp, Unig) e S
7Ta(282
+ 28 0 S [6(Q2—Q,)+(Q+Q,)] FIG. 1. We show the SNRR,) as a function of the additive
2(Wg+Q5) and multiplicative noise intensitie8, andD,,, when only the po-
2 9 tential is modulated. We fixegl,=0.05 and(2,=0.008. In the lim-
mTa,Po _ iting caseD ,— 0, the usual SR phenomenon is recovered. It is easy
2(W2+92)[5(Q Q)30+ (A9 5 see that, wherD,~10"", the typical width of SR increases
0 p

greatly.

Introducing an arbitrary phase shift between the Signal?unction of D, andD, . It is apparent that the SR phenom-
; . .
leads to the same result, namely, the appearance oflisvo enon disappears for large noise intensities. Indeed, if the

tinct SR effects, each one due to a different modulation. As_ .. =7 ; . o
in the case when only one parameter is modulated, multiplicative noiseD , is kept constant, anB . is increased,
Lorentzian-like dependence arises in the output PSD due to e SNR sftarts fro(;g.t‘?‘ small V"?‘“tje’ I.?crewasl%ireachéng a
the noisy dynamics of the system. The signals are amplified;;)(r'x:rgs( 3;325%8' I\I/teigojseomgsnssilbﬁs o see) . haa?t g
yielding 6 functions at the modulation frequencies. This is ab | 'm 10 tﬁ h ¢ pSR
counterintuitive result sincéas is already knownSR is a  _ccomes arge enougr f~10) the phenomenon o
consequence of the nonlinearity of the system. In spite of th anishes. In the opposite limi),—0, we recover the well
latter fact, it is apparent that the indicated effect on SR ap<"°Wn SR with an additive noise only, and in this cdge
pears via two separatelinearly superimposed—events, sug- reaches 't‘_c’ maximum. - .

gesting that there is no cooperative effect between the two oM Fig- 1. and for fixed,, we can see that it is pos-

modulations, no matter how similar they are. One mightS|bIe to associate a characteristic width to the SNR as a func-

think that this fact is due to the linear response approximat'p.n of D, . This w@h;}ndlca;es thﬁ ragge Or: values of ad-
tion we have used within the two-state approach and to th!tiVé noise intensitieD, where the phenomenon 1S
fact that the modulation amplitude we used is very smallmo"€ apparent. As indicated in the Introdgctlon, itis of in- :
Indeed, the numerical simulations support this result, as wilfS'€St 1o widen this range as much as possible because then it
be shown later. will be possible to find a great insensitivity to external pa-

The expressions for each independent contribution to SEAMEters, such as the additive noise intenBify. As shown

are in Fig. 1, the maximum of the SNR is lower for large,
intensities, while its width increases.
2422 22 In Fig. 237%' is depicted as a function @, and D, when
R.=10log WA - - the signal is introduced only through a modulation on the
° 2(Wo+Q5) correlation. In this case, the SR phenomenon exhibits a more
2 2 -1 localized behavior inD,,D,) parameter space. In fact, the
__ %Po 1 (20) effect vanishes not only when the additive noise intensity
2 2 infinit\i i
2(W5+Q2) approaches infinityi.e., D,— +«) or zero(i.e., D,—0),
but also wherD ,— +% or D ,—0.
2422 a2p? This aspect of the_phenomenon is ex_plained through the
R,=10logy b — 2” 5 Fokker-Planck equatiofEq. (3)]. Both signals enter that
WoA 2(W5+Q) equation as contributions to the convective term. Therefore,
» 2 1 the potential modulation contributes aét), while the cor-
%0 21) relation modulation contributes ggt) VD ,D.. Then(if &,
2(W§+Q§) =0), the signal disappears only if at least one of the noise

intensities is zero.
Of particular interest is the case in which there is a single In Fig. 2 we also show the curve®(D,), for different
modulation of eithee(t) or p(t). For instance, in Fig. 1 we values ofD,. Here it is apparent that the characteristic width
depict the SNR when only the potential is modulated, as af SNR is modified when the multiplicative noise intensity is
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ml aZed+ alpd+2a.e0a,p0 COLP)]
AW,

0.09 R=10log

% 1_a§85+a;2)p3+2a880app0 COS(ﬁ) o
2(W3+0Q2) '

0.00 (23

RP [Arb. Units]

A. Signals with zero relative phase shift

From Eg. (22), the corresponding expression fgr=0

emerges as
2W, (ase0+ a,po)?
S(Q)=| — ° 21 1= 2 ‘ 2
W2+ Q 2(W2+02)

FIG. 2. In this three-dimensional plot we show the output SNR

; . 2
(R,) as a function oD, andD . Here, only the correlation pa- [ (azeot appO)
rameter is modulated; thupy=0.08 and(2,=0.008. The SR phe- + 2 (W2+92) [6(Q=Q,)+5(Q+Q,)].
nomenon diminishes when both noises disappear or increase ° €
enough, at variance with the previous case. (29

drom this expression, we note that the two SR phenomena

varied. We may note that, depending on this intensity, th ; X . G
width of R may change by nearly three orders of magnitudegssomated with each separate modulation become indistin-

In spite of this, as the width of the SNR grows, its maximum.nghable: the system behaves as if only one signal acted on
falls ' ' it. The expression for the SNR thus reads

It is worthwhile remarking that the functional dependence ) ) o\ —1
on the modulation frequency is small. When the modulationR: 10log, 7 (a,80F @,po) 1_(“880+ @pPo)
is applied simultaneously fog(t) and p(t), all the results o W,A 2(W§+Q§)
shown thus far remain robust. This fact is due to timex- (25)
pectedlinear superposition of both modulation effects.

To simplify notation, we shall call the output PSD due to the
potential modulatiors, , while the output PSD due to modu-
lation of the correlation will be indicated &, .

When both driving frequencies are equél (~Q,) we When there is no relative shift between the signals, the
can distinguish two possibilities: the signals possess either &0 SR phenomena are linearly superimposed. This is a quite

zero or a finite relative phase shift. The general form for interesting fact becaus@s indicated abovethe SR peak is
the modulations is wider when the correlation is modulated than when there is

only a modulation of the potential. Thus, by modulating both
parameters simultaneously, the total SR effect may achieve a

IV. EQUAL MODULATION FREQUENCIES

p(t)=po cO4Q,t+ ¢), greater independence relative to tlegternal additive noise
intensityD, .
e(t) =gy cOLQ, 1), In Fig. 3 we show SNR surfaces iD(,D,) parameter

space when both modulations are simultaneously present,
with the same driving frequency and with=0. It is appar-
with the period beingr=2=/(),. The PSD is given by ent that(keeping the noise intensify,, constantwe obtain a
widening of the SNR function. This effect is larger if the
phenomena due to both modulations are of similar ampli-
tude. Indeed, ifS,>S,, the characteristic peak in the SNR
function is approximately the same as that obtained if the
. signal is injected through the potential. In the opposite case,
ageqt ayppt 2a.80a,p0 COSP) §,> S, , the effect is more dependent on the noise intensi-
X1 1- 2(w2+92) ties.
(o] € ; ; :
If S,=S,, a (very) considerable widening of the SNR
a’el+ a§p§+ 2a,80,p0 COY ¢)) function is found. It is seen that for multiplicative noise in-

2W,

S(Q)=| ———
() W3+ Q2

o

2

EIP) tensities around 0.8 the characteristic pealkahcreases its
(Wo+Q5) width up to three orders of magnitude in comparison with the
CIS(O—0 )+ 5O+, 29 case of modulatlon of the potential. ' .
Lo o) T o »)] @2 When the two signals have a phase shifigot 7 we find
a different behavior. The linear superposition of the signals
and the output SNR reads then weakens the total SR phenomenon. An interesting as-
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the Runge-Kutta-Helfanf29] method for solving stochastic
differential equations. Such a method is fast enough, and of
higher order in the integration steép[in fact O(h®) [30]].

The integration gives a trajectory whose statistical moments
are the same as those for the formal solution of the equation

When modulating the correlation parameter, the same dy-
namical behavior as that obtained with a potential modula-
tion was observed. This phenomenon has been previously
studied in Ref[17]. By means of numerical simulations, we
verified the existence of SR when a modulation is applied
only over the correlation parameter between the two noises.

A prediction of our approach is that, when both param-
eters are modulated with different driving frequencies, the
two contributions seem to appear independently from each
other. However, as indicated previously, this counterintuitive
result is due to the linear response simplifications made
within the two-state approach. In Figgatthrough 4d), we

FIG. 3. Here we show the SNRR) in (D.,D,) space. We depict the PSDS({2) obtained from numerical experiments,
have fixede,=0.05, p,=0.08,(,=,=0.005, andp=0. Acon-  where the independent contributions from the two separate
tributi.on between the two phenomena depicted in the preViOUS ﬁgeffects are apparent_ C|ear|y, this is due to the smallness of
ures Is apparent. the modulation amplitudes, and for larger valuessgfand
po We do find not only peaks corresponding to the harmonics
but also those associated with the sum or difference of the
Swo frequencies.

When both frequencies are equal, with zero relative phase
shift between the signals, a net contribution due to the two
signals arises with an enhanced SR effect. In Fig) @ve
depict the case when both frequencies are equal and with
¢=0. Finally, Fig. 4f) allows us to verify another feature

The second case is when there is a finite relative phasgredicted by the two-state approach: when the modulation
shift ¢ between the signals. We will consider only the casefrequencies are equal, but with= 7, a weakening in the
¢=ml2. The PSD becomes output spike a=0,=0, indeed occurs.

The characterization of the SR phenomenon given by the
output SNRR, is depicted in Fig. 5. In pafg) of this figure
we compareR versus the additive noise intensiy, when
there is a modulatior(t). In contrast, in Fig. &) we show
R when the correlatiop(t) is varied periodically. Although
the functional dependence db, looks the same in both
plots, it is important to remark that the characteristic width in
(26) each of the two cases is quite different. When a modulation

i.e., the PSD splits into two separate contributions. In thidS Simultaneously applied in both parametensth ¢=0),

case, thepowersof both signals are added, at variance with W& can expect that the effects reinforce each other. Figure
the previous case in which tmeodulationswere added. This 5(c) shows the existence of such behavior corroborating the
is due to the fact that the two signals are orthogofiral SNR dependence as a function of the additive noise intensity

pect is that, for specially chosen modulation intensities, th
SR exhibitstwo peaks vaD,, instead of the usual situation
with only one peak.

B. Signals with a finite relative phase shift

2.2 2 2
a egt a,pg

2(W5+Q2)

o

W2+ Q2

S(Q)=

ko

2.2 2 2
. (asso-}—appo)
2

(W2t 0?) [6(2—=Q,)+6(Q+Q,)],

Fourier space The SNR is given by D, for fixed D, .
Lastly, Fig. 6 shows the dependence of the output SNR on
R=10l0gy o7 aled+alph aleb+a’ph -t multiplicative noise intensity. Note that the functi@(D,)
= - _ : \ > .
0 WA 2(W2+ 02) increases for smalD , intensities and assumes a maximum at

27) D,~0.2. Thus, we can conclude that in the presence of a
correlation modulation SR can become enhanced through
It is also worth remarking thaR is independent of the sign correlated p#0) multiplicative noise.
of the amplitudeg, py, unlike in the case withh=0, [see In order to analyze the possibility of using the simulta-
Eqg. (25)]. neous modulation of potential and correlation as a way of
controlling SR[32], it is important to study the behavior of
the SNR as a function of the relative phase shifivhen both
V. NUMERICAL SIMULATIONS modulation frequencies are equal. The numerical results are

) ) o ) given in Fig. 7, and as predicted by the two-state approach
In order to verify our analytic predictions of the previous {he maximum in SNR occurs whep=0.

section, Eq.(1) was numerically integrated. We have used
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FIG. 4. We show the output PSD of the system when both amplitudes are different from zero. In all th® pte@s1, D,=0.1, ¢
=0.04,0,=2.5x10"2, andp,=0.06. In the plotga) through(e) there is no relative phase shift between the signals 0), while in (f)
¢=m. The values of the frequency modulation of the correlation parametefaar@ ,=2.0x 1073, (b) Q,=2.3X 1073, (¢ Q,=2.4
X1073, (d) Q,=2.9x103, (e) and(f) Q,=2.5x10"2.

VI. SPECTRAL AMPLIFICATION FACTOR Projecting this expression on the first harmonic of the series,

The previous results, based on the two-state approach, d8° obtain

not contain the whole dynamics. Furthermore, they are re- +oo__ _
stricted to an adiabatic regime and to small modulation am- f Kas(7)cOLQ, 7)d7=27|M, |2, (29
plitudes. This fact motivated researchers to propose other 0

characterizations of the SR phenomenon. A particularly in‘l’his expression will be used to evalugtd,|2. Hence we
teresting point of view was proposed in REE8], exploiting obtain

a Floguet expansion for the steady state solution of the asso-

ciated (nonstationary Fokker-Planck equatiofsee Eq.(3)]. P,=4m|M,|?, (30)
For large times, and independently of the initial distribution

P(x,t,), the Fokker-Planck equation tends asymptotically towhile the total power at the inputby inspection of the
a periodic functionP,¢(x,t). This asymptotic solution may Fokker-Planck equatio(8)] is

be expanded into Floquet states: a basis of time-dependent, )

periodic eigenfunctions of such an equation. The same ap- Pin=m(eo+povD:D,)". (32)
proach can be used with the asymptotic expression of thsla

autocorrelation function. For such an expansion to be pos—he spectral amplification facto(SAF) # is defined as

sible, a common characteristic frequen@yhich we denote P IM,| 2
- . . . — 1 1

Q). must exist in thg system so that the fu_ncuon can be 7(Q,D,.,D, e0,p0)=— =4 ————| .
written as an expansion in its higher harmonics, in €0t po \/D.g D,

(32

)

Kad(T)= 2 M2 exp(inQn)=22>, [M,|2 cognQ7).
=—%® n=0

This SAF is an indicator for the SR phenomends], indi-
cating to what extent the signal is able to entrain the noise
(28 (stochastic synchronizatipn
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¢ [rad.]

FIG. 7. Dependence of output SNR on phase stifbetween
the two modulationg(t) and p(t). We have fixedD,=0.1, D,
=0.7, £g=0.05, pg=0.07, and),=Q ,=2.5X 10 3. We observe

e = that the maximum occurs fo=0, when no relative phase shift
D, [Arb. Units] exists between the signals, while a minimum is assumedgfor
=q. As in the previous plots, we compare the numerical results

FIG. 5. SNR vsD, when modulating both parameters with the (black squareswith our theoretical predictiongsolid line).
same driving frequency),={),=2.5x 1073, and with relative

phase shift¢=0. In the three plots, we compare the theoreticalthe numerically evaluated SR phenomenon becomes broad-
predictions(lines) with the numerical simulation§filled squares ened when we havp,#0 as compared to the capg=0.
In plot (&), the multiplicative noise intensity i®,=0.1, and only  However, we observed that the functional shape Mf|?
the potential is modulatea,=0.06. In plot(b) there is modulation  remains numericallymostly) unaffected by the value of the
only over the correlation paramete,,=0.1, po=0.03. Finally,  modulating strength. Thus, the observed widening is due to
plot (c) shows the case in which there is a signal injected throughe fact thaty depends inversely on the produdt,D., .
both parameters. In this figur®,=0.8 £,=0.05, p,=0.07, and 2 At
¢=0. It is important to remark here that we used a different scalqt‘lzntzee’ c\:(\;rljreergé:r;? (t)| '\t/lhgn Ivr\]/f}reena?nec?drl?lg{; gv(ftl)e nFri?]g(l::;J lat
in case(c) due to the large widening obtained in the SR peak,Fig 8(c) shows they factor when both parameter.s are médu-
compared with the ones obtained in pléas and (b). P .

lated simultaneously. It corroborates our previous result, that
its width is notably larger than in the case of Figa8 As

In order to verify the results obtained by means of the . S > .
output SNR for the system under study, we have also evalvas observed in the SNR results, this yields a higher maxi-

ated this SAFy. The numerical results can be obtained by amumin the SR indicatofin this cases).

discrete version of the asymptotic autocorrelation function , 1500
from Eq.(29). We restrict our analysis to the case when the , | b
two modulation frequencies are equal. For this reason, we | / o
. . . . 1000
consider in the present section only the case withO. ~ =
In Fig. 8 we depict the results foy as a function oD, 100|
when the potentiglcase(a)] and the noise correlatigrcase - 500 -
(b)] are modulated. Once again, the characteristic width of f
0
, 102 10" 10° qo* 100 . 10°
ok D, [Arb. Units] D, [A1b. Units]
o .
8+ 1.0x10°[
2o S
g“4_ 50x10° [
mnnun®
21 4
R R T LA T LA T LTy
ol — - D, [Atb. Units]
10 10 10
Dp [Arb. Units] FIG. 8. Behavior of the spectral amplification factor.(&, only

the bistable potential is modulated, i.p(t)=0 andey=0.05. In

FIG. 6. SNR as a function of multiplicative noise intensity, (b), the correlationp(t) is the only modulated parametepg
when modulating the potentiak {=0.04) and the noise correlation =0.04). In this case as in the previous one, the driving frequency is
parameterp(t) (pp=0.02). The remaining parameters abk, 0=0,=2.5x10"3, and the multiplicative noise intensity [3,,
=0.1,0,=Q,=25x10"% and¢=0. In this plot we see that the =0.1. In (c) we depict the case when both parameters are modu-
output SNR may grow even with increasing multiplicative noise lated with amplitudes:,=0.05, py=0.7, whileD,=0.8, andQ,
intensity. The numerical resulsquarepis in good agreement with =0,=2.5X 103, The scaleD, is enlarged to emphasize visibly
the two-state theorylines). the widening of the SR peak.
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VII. CONCLUSIONS terintuitive result is due to the linear response approximation
we have used within the two-state approach and to the fact

dri\l/r(]art1hlbs V\{\cl)vrclj szﬁithea\gazt:sdifr? r?oti)st‘atast())lirsc)(lar;?g{ ';rséyitoer':‘t_hat the modulation amplitude we used is very small. Indeed,
lated: on):e of them is associated with an additive white noisehe numerical simulations support this view.
; Regarding the physical relevance of the present results, in

and the other_ V.V!th a muIt|pI|cat_|ve_wh|_te NOISE. A.S in other ef. [20] some examples of realistic models showing
systems exhibiting SR, a periodic signal was introduce

throuah a weak potential modulation. In svstems that exhibi istable behavior plus the possibility of correlated additive
9 P ) Y nd multiplicative noise sources were discussed. However, in

SR, the phenomenon depends strongly on the tuning of aﬂlose cases the modulation of the correlation does not seem

T et o o et g8 & o3l0 B T all sl A S way 0 prysicaly eaize
ond signal to the system, in the form of a modulation of thethe situation we have de_zscrlbed he_zre IS _by means of an _elec-
correlation between the ’two white noises. In this way Wetronlc circuit with two d|_fferent white noise sources. Noise
obtain a SR effect similar to that when the potential is modu-oHrees could be combined in such a way as 10 produce a
lated. third correlated one. Hence, one of the original sources to-

ether with the engineered one can be used to produce the
Through the two-state approach, the output SNR was Cal’?WO correlated noises. In addition, the modulation of this

,‘iﬂﬁ}tggcﬁ ;Iﬁﬂf;{%?]gfcf?fh\éasoﬁznriaﬂ?]?;tesﬁgf t\t‘vz;yit:rzr_ébrrelation can be appropiately introduced through the pa-
. i i yst ) y . rameter defining the correlatidB1]. Furthermore, using this
sistent with all theoretical results, including the evaluation of

the SAE. a svnchronization measure of the SR in our s Stemmethod it should be possible to introduce the very idea de-
;asy ) : YS®Meribed here into other experimental situations where multi-
The results are briefly summarized as follows.

On modulating only the noise correlatign(t) the SR plicative and additive noise have been introduced previously.

henomenon becomes less sensitive to the external additi What we intend to point out in this work is the fact that
phe S . Fith an appropriate design it is possible to achieve a remark-
noise. This is the reason why, when modulatisigulta-

: . able widening of the range of values of the fluctuation pa-
neouslyboth parameters with signals that have the SaMEameter where the SR phenomenon can be detected. Also, a
driving frequency and with a relative phase shift &0, ' '

remarkable aspect of our present findings indicates an alter-

what we find is a large degree of independence of the extel-_ve route of controlling the SR phenomenon along the

qal parameter. A.‘S a consequence, by appropriately tuning t'}%asoning put forward in Ref32]. We hope that the present
(interna) multlpllcatlve_ hoise intensity, the range where the results can awaken the interest of theoreticians and experi-
SR appeartas a function of the external additive noisan r?entalists in the search for alternative forms of the SR phe-

be extended by almost two orders of magnitude. This aspe L A
was found in both the SNR and the spectral amplificatior:homenon that can produce effects similar to those indicated

) above and contribute to different ways of controlling the
measure. Unfortunately, such behavior occurs only when th h
- ; o : enomenon.
two driving frequencies are equal. It is interesting to note
that, for some multiplicative noise intensities, the SR phe-
nomenon can increase with increasing multiplicative noise ACKNOWLEDGMENTS
intensityD , . .
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