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Soft-x-ray emission dynamics in picosecond laser-produced plasmas
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Plasmas were generated by prepulse-free picosecond laser irradiation of solid targets consisting of five
different fluorine salts. Picosecond-time-resolved x-ray spectroscop$-sifell emission from H-like and
He-like fluorine was performed to study the temporal evolution of plasma parameters including electron
density and temperature. Measurements show that the fluorine line emission intensity reaches its maximum in
a time comparable with the rise time of the laser pulse. This peak is then followed by a decay whose rate
depends upon the atomic number of the alkali component of the target. Our measurements show clear evidence
of radiation cooling effects in highet-targets.

PACS numbgs): 52.25.Nr, 52.50.Jm, 52.76m

I. INTRODUCTION describe the observed behavior when the absorbed laser in-
tensity is greater than 3®wi/cn?, while, for lower intensi-

The interaction of high-intensity picosecond laser plasmadgies, a flux limit of the order of 10% is needed to obtain a
with solid targets generates hot, high density, rapidly evolv-satisfactory agreement between theory and experiment. Even
ing plasmas. Due to the short pulse length compared with théhough some discrepancies still remain, the fundamental pa-
typical plasma expansion time scale, plasma densities as higgmeters governing absorption processes in the picosecond
as 16%/cm?® can be achieved at temperatures up to 1 kevregime are well identified. .

Such plasmas exhibit suitable conditions for the generation N contrast, the dynamics of subsequent processes, includ-
of efficient, picosecond incoherent x-ray emissidh-3]. ing ra_dlat|on emission d_ynamlcs and p_Iasma cooling, are still
Hot, solid density plasmas are also characterized by a rapi@Pen issues which require large effort in terms of experimen-
cooling that can yield population inversion between levelst@l investigation as well as theoretical and computational
with different principal quantum numbera A= 1,2), setting analysig[8]. In a previous experlmen_tal'mvestlgat@il the

the appropriate conditions for a highly efficient lasing actiont€mporal behavior of x-ray line emission from picosecond
in the soft-x-ray regior4]. plasmas was studied asa function of _the plasma dens_|ty scale

A crucial issue in the recombination x-ray laser scheme id€ngth. In that experiment the duration of theshell line
the plasma cooling rate that determines the degree of pop§Mmission from H-like and He-like carbon was found to in-
lation inversion and, consequently, the gain that can be ficréase strongly with the plasma scale length. This effect was
nally achieved. Several factors can contribute to determin€*Plained as due to a shift of the heat deposition layer to
the cooling rate including the geometry of plasma expansionsmaller densities for longer density scale lengths. _
heat transport processes, and the rate of radiation losses. Hére we focus our investigation on the effect of a differ-
Great attention has been devoted in recent years to the stt:ﬁ?t atomic number environment on the radiative properties
of absorption processes to fully understand the mechanisnf§ @ plasma. Targets consisting of different fluorine salts of
that lead to transfer of laser energy to short-scale-length plad?creasing mean atomic number were irradiated with a
mas. prepulse-free picosecond pulse. Picosecond-time-resolved

Measurementf5—7] on absorption processes and thermalSPectroscopy was used to study the temporal evolution of
transport performed in experimental conditions similar toresonance line emission from highly ionized fluorine ions
those reported in this paper have already shown that, in th@ver & long(compared to the laser pulse lengtime scale.
case of normal incidence, inverse bremsstrahliiBy is the
most efficient absorptipn mechanism. In the case.of oblique Il. EXPERIMENTAL SETUP
incidence andP polarization, resonance absorption takes
place in a 10um-scale-length density gradient and becomes The experiment was carried out at the Central Laser Fa-
competitive with IB, leading to an increase in the absorptioncility of the Rutherford Appleton Laboratory using the 12 ps,
efficiency of up to 20%5]. By using time-resolved spectros- 0.268um SPRITE laser systefl0]. A schematic view of
copy, plasmas were characterized in terms of electron tenthe experimental setup is shown in Fig. 1. The laser beam
perature and densify6]. Moreover, a detailed study of ther- was focused by an off-axis parabola at a fixed intensity of
mal transport carried out in this regime has shdwhthat 10 W/cn¥ on solid targets consisting of five different fluo-
numerical models based on classical heat transport fail tone salts, namely, LiF, NaF, Mgk CaF, and Srk. The
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length is therefore uniquely determined by the features of the
main laser pulse. In our case the scale length has been accu-
rately measured by absorption measurements as reported in
[6] and was found to be 10m.
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” The x-ray radiation emitted by the plasma was analyzed

XFy
TARGET Bniions by means of a spectrometer equipped with a flat-field grazing
Cavera |y incidence grating[14]. The spectrometer, set to detect
MIRROR - [ K-shell line emission from He-like and H-like fluorine ions,
W_ was coupled to an x-ray streak camera that enabled the spec-
@2400 Umm ‘ trum to be resolved in time with a temporal resolution of 6

ps. The overall spectral resolution was 0.5 A and was mainly
limited by the spatial resolution of the photocathode of the
streak camera. A pinhole camera equipped with autf
pinhole and a 3Qsm-thick beryllium filter was also used to
monitor the focusing conditions. According to the pinhole
camera images, the size of the x-ray emitting region was
typically 35 um in diameter, a value consistent with the
measured focal spot on the target.
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FIG. 1. Experimental setup of the interaction chamber for time- lll. EXPERIMENTAL RESULTS
resolved soft-x-ray spectroscopy of picosecond plasmas. The Time-resolved spectra obtained from laser irradiation of
plasma was generated by the interaction of a high-contrast, 12 psjF NaF, MgF,, Cah, and Srk are shown in Fig. 2. Emis-
268 nm laser pulse with solid targets consisting of fluorine saltssjon lines from He-like fluorine, namely, F-H¢1s2-1s2p)
(XFN)_. The laser beam was fgcused on the t_arget by means of agt 16.8 A, and from H-like fluorine, namely, F-Ly1s-2p)
?(I:le gtarabola at an intensity of ¥0W/cn? in @ 30um diam 5 15 0 A" and F-Lyg (1s-3p) at 12.6 A, are clearly visible.
pot. Since the detailed structure of these lines is not fully re-
solved by our spectrometer, the lines labeled asduyd He,
spot on the target was enlarged to 3 times the best focus hyay also include unresolved satellites, such as dielectronic
placing the focusing optics slightly closer to the target. Thesatellites. In fact, the resolution of our spectrometer is in
resulting diameter of the focal spot containing 90% of theprinciple sufficient to detect such satellites as a broadening
total energy was 3@m. This enabled the interaction inten- of unresolved resonance lines. However, since no appre-
sity to be sufficiently low to ensure that collisional absorp-ciable broadening could be found in the spectra of Fig. 2, the
tion was not affected11] by nonlinear processes. A larger measured line intensity should be attributed entirely to tran-
focal spot has also the additional advantage of producing aitions fromn=2 to the ground state. The dip in the short-
more planar expansion which makes the interaction physiceravelength edge of the spectra is a mark on the streak-
and the plasma evolution closer to a one-dimensional behawamera photocathode which acts as a wavelength fiducial.
ior, a regime which can be more easily described by numeriThe lines are superimposed to a background consisting of a
cal simulations. Also, a larger interaction area means a bigeontinuum emission due to bremsstrahlung and recombina-
ger plasmas with consequent brighter emission, an advantadjen.
from the experimental viewpoint. Finally, the angle of inci-  Continuum emission intensity decays rapidly after the la-
dence was set to be 10° to maximize energy transfer to theer pulse. In fact, this kind of radiation is generated by the
plasma by resonance absorptid. hot, high-density plasma produced during the interaction
A very important feature of our experiment is the ex- process when temperatures as high as a few hundreds of eV
tremely high contrastpulse-to-prepulse intensity rajimf  can be reached in the supercritical plasma regvamere the
the laser pulse used to irradiate the target. In fact, the laseslectron density is greater than the critical densitys1.6
pulse used in our experiment was basically free from thex 10?2 cm™3) beyond the laser absorption layer. As the laser
so-called prepulse consisting of a spurious laser radiatiopulse tails off, these conditions are rapidly lost, bremsstrah-
arising from amplified spontaneous emissi&SE) in the  lung emission quickly vanishes, and only resonance line
amplifier chain which can give rise to a precursor plasmaemission remains visible for a much longer time. Such a
formation. The contrast was measured to be greater thapmehavior has also been observed in high temporal and spec-
10 which is orders of magnitude greater than the contrastral resolution x-ray measurements performed on Al plasmas
ratios typically available with high-power lasers. In particu- generated under similar experimental conditipbk
lar, this value is also much higher than the contrast achiev- As the mean atomic number of the target increases, the
able with ultrashort pulses based on chirped pulse amplificainderlying continuum emission becomes more intense. This
tion [12]. This is a fundamental condition to be fulfilled if is a consequence of the dependence of the bremsstrahlung
short-scale-length high-density plasmas are to be generatednission efficiency upon the mean charge state of the
[13]. In fact, the high contrast ensures that no prematurglasma. Also, additional lines appear in the observed spectral
breakdown on the target occurs and that the main pulse irregion as in the case of NaF where NazH&s?-1s2p) at 11
teracts directly with the solid target rather than with the low-A and Na-Ly, (1s-2p) at 10 A, which are visible on the
density plasma generated by the prepulse. The plasma scalkieside of fluorine lines. The Mg-Hg(1s?-1s2p) at 9.2 A
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. 224 and after(solid line) removal of the background continuum emis-
< 183 sion (see text The background only, namely, the difference be-
< 3 - iy MgF2 tween the two spectra, is also plottédhshed ling The lineouts
§ 149 = i were taken at the peak of emission intensity and integrated over 20
2 ’{p ps, that is, over 2 times the FWHM of the laser pulse. The clean
§ 104 &8 -—— Mg-Heu(9.2A) spectrum shows the F-Ly(1s-4p) line at 12.0 A as well as the
22 Ca XVII(20.54) F-He, (152-_1s4p) line at 13.8 A Inaddition, the F-He
18: Ca XVIII(19.7A) (1s2-1s3p) line at 14.5 A is also visible as a shoulderlike feature
7 Ca XVIIl (18.7A) ¢y, CaF2 on the short-wavelength side of the FsLine. The inset shows the
141 Ehe line profile of the F-Ly, transition fitted with a blend of two Gauss-
4 ian profiles that yields the relative intensities of the two compo-
10+ " . wavelength fiducial nents.
224 .
3 namely, the difference between the two spectra, is also plot-
18+ 5 ted (dashed lingfor comparison.
- He, | QrF2 . . .
143 Fly, Wavelength calibration of this spectrum enables a more
3 accurate identification of the emission lines arising from
104 bound-bound transitions in H-like and He-like fluorine ions.

5 B8 46 B0 8B ' 18 Again, consid_ering the LiF spectrum of Fig. 3,_t_he F;Ly
] (1s-4p) transition and the F-H'e(lsz-ls4p) transition are
Time (ps) now more clearly visible. In addition, the F-j¢1s>-1s3p)
transition at 14.5 A is just visible as a shoulderlike feature on
FIG. 2. Time-resolved spectra of the x-ray emission from LiF the short-wavelength side of the F-Lyransition. For a more
(top) to SrF, (bottom, in the range from 10 A to 22 A, obtained getajled analysis of this feature, the line profile of the F-Ly
with a spectrometer equipped with a flat-field grazing incidenceyransition was fitted with a blend of two Gaussian profiles
grating. The spectral and temporal resolution were 500 mA and Quvith the central wavelengths of the two lines fixed and the
ps, respectively. Strong emission from bound-bound and free-boungther coefficientswidth and intensity left as free param-

transitions in H-like and He-like ions is visible. Short-lived con- o015 The result of the fit is shown in the inset of Fig. 3
tinuum emission is also visible as a background emission due to

o Where the profile of the F-Lyis transition compared with
bremsstrahlungfree-freg and recombinatiorifree-bound the fitting Gaussian blend. The position of the second Gauss-

ian was found to be in agreement with the expected value of

is also visible, partially merged with the wavelength fiducial 14.5 A within 5% and the FWHM of both Gaussian curves
on theblue edge of the Mgk spectrum. Finally, Cavii and  were found to be 0.45 A, i.e., consistent with the FWHM of
Caxviil lines are also visible in the case of the Gd&rget.  all the other lines. We note here that this value is much

The spectra of Fig. 2 have been processed to decouple tiggeater that the actual line width and is mainly due to a
contribution of continuum emission from the lines. Sincecombination of instrumental and source-size effects and can
continuum emission varies slowly along the wavelength axide assumed as the overall spectral resolution of our spec-
in comparison with line emission, the two components carfrometer and streak-camera system.
be easily separated performing a one-dimensi¢aahng the
wavelength axisspatial frequency domain analysis. An ex-
ample of the result of this process is given in the plot of Fig. Before we proceed with the comparison of the spectra
3 which shows the lineout of the LiF spectrum taken at theobtained from different fluorine compounds, we analyze the
peak of the emission and integrated over a temporal windowpectra of Fig. 2 to obtain information on the physical prop-
of 20 ps, i.e., approximately twice the full width at half erties of the source plasma and, in particular, on the electron
maximum(FWHM) of the laser pulse. The dotted line shows temperature and density at the peak of the laser pulse. In fact,
the original spectrum while the solid line shows the spectrumhese quantities are related to line intensity ratios by means
after removal of the background. The background only,of plasma equilibrium processes and atomic physics proper-

IV. MODELING THE SPECTRA
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TABLE I. Line intensity ratios and electron temperatures at the peak of the emission for the five types

of target.

Target LiF NaF Mgk Cak, SrF,
Ly,/He, (=10%) 0.94 1.10 1.05 0.97 0.84
TemperaturdeV) 186-194 192-216 191-203 187-197 183-187

ties. Numerical simulations have been performed to calculate According to the plot of Fig. 4, higher densities tend to
the line intensity ratios for a given set of hydrodynamic vari-give the same ratios for higher temperatures. This may lead
ables and for collisional-radiative equilibriufii5]. Addi-  to slightly overestimating the temperature if a large fraction
tional information concerning the hydrodynamic propertiesof the detected radiation originates from the higher-than-
of the plasma was obtained by numerical simulations pereritical density regions. These circumstances may only occur
formed with the one-dimensiondllD) Lagrangian hydro- in the early phase of the interaction, before the plasma scale
codeMEDUSA [16]. The code was used to estimate temperalength at the critical density has become sufficiently large to
ture and density profiles during the laser pulse. Plasmallow substantial collisional absorption. This plasma start-up
opacity effects were included by assuming propagation of sphase is likely to last for a few picoseconds and anyway
rays in a uniform plasma of 1@m length. This plasma much less than the pulse duration. Such an effect has indeed
length was chosen taking into account ttigtthe line of  been observed5] at higher laser intensities on Al targets.
sight of the spectrometdsee Fig. 1is basically parallel to However, in the experiment described here, due to the lower
the longitudinal plasma expansion directitarget normagl laser intensity, the overdense plasma region remains rela-
and (ii) the longitudinal plasma extent is set by the densitytively cold (<100 e\) and very little He-like and H-like ions
scale length at the critical density which was measiitg¢do  are generated. This is consistent with the predictions of hy-
be 10um. Finally, the spectral resolution of our spectra wasdrodynamic simulations as shown by the plots of Fig. 5
also taken into account by convoluting the detailed spectrumwhich give the temperature-density plots for three times
with a 0.45 A FWHM Gaussian profile. close to the peak of the laser pulse. According to these plots,
The Ly, to He, intensity ratiol , /I, , taken atthe peak the density characterized by a given electron temperature de-

of the laser pulse for all the spectra of Fig. 2 is shown increases rapidly after the peak of the pulse and regions of
Table. I. As we can see, the ratio is close to unity for thesufficiently hot plasma %100 eV) only exist at densities
available range of mean atomic number of the targets and elow 4x 10?2 cm™3. We also observe here that no signifi-
maximum for mediuni targets(NaF and Mgk). Now we  cant dielectronic satellite emission was detected in our spec-
compare these values with the values expected from numerita. According to atomic physics simulations, this implies
cal simulations. The plot of Fig. 4 showg, /1, as afunc- ~that Ztheigelectron density must be smaller than 5
tion of the electron temperature, calculated for two different” 10°2 e ®,

densities of 1& and 1@ cm 3. Within this density range ft'[]herefpre_, Wetﬁogduqf thf‘t’ ﬁxzetﬁt a(; the ver%/fbeq[!nnm?
and forILya/IHefl the temperature falls in the range be- 9' the emission, the density at which the dominant fraction o

the detected emission occurs must not exceed a few times
tween 190 and 200 eV. Table. | shows the electron temperarp2 o3,

tures at the peak of the pulse for all the spectra of Fig. 2, as The values of electron density
obtained from the plot of Fig. 4 for the two values of the ’
electron density. As we can see, the small variations of th
experimental ratios with the mean atomic number of the tar-  goo

electron temperature, and
glasma size obtained above, which are typical of all the spec-

get result in slightly lower peak electron temperatures for% 7001
lower- and higheiZ targets. ~
® 600}
3
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> 3 2 300}
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2 o1 ] =
£ ’ § 100 N
3 i . L )
T oo 1020 1021 1022 1028
NG s s E Electron Density (el/cm-3)
_'>~ 10%cm i
0.001 L ~10%om® i FIG. 5. Temporal evolution of the plasma temperature-density
80 100 120 140 160 180 200 220 profile calculated using 1D hydrodynamic numerical simulations.
Electron Temperature (eV) Each curve identifies the densities and temperatures existing in the

plasma profile at a given time. The 12 gBWHM) laser pulse
FIG. 4. Calculated dependence of the ltp He, intensity ratio  peaks at+3 ps. The unheated target in this plot is represented by a
as a function of the electron temperature for two different densitiesingle point at the simulation start-up temperat{ireV) and at the
of 1072 and 16° cm™ 2 as obtained from the hydrocodepusa. solid density of the materialng=1.3x 107 cm3).
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25 1 and atomic physics effects. It is interesting to observe that in
Theor Yo . y .
......... Theo,yy@FWHMms A A the case of the LiF targeZ=6), this long-term decay has a
20} Experimont Ly, " ] characteristic time of 384 ps. This value is consistent with
Ly, | e‘* He, that obtained in the experiment of Rg9] where plasma was

15[ ] produced by laser irradiation of a carbon targét=(6). In

that case the decay time of the C-H@e was measured to
o ] be 32+5 ps.

i :;"e:: sum We now compare the temporal behavior of the emission

T . " intensity of the same lines for the different spectra of Fig. 2

Lys: He, 3

1o Te175 eV

Intensity (arb. units)

5 [ . a \ y B ul ] . - . . .

___________ \ i originating from plasmas of different mean atomic number.
ol i7 F Y The plots of Figs. #® and 7b) show the temporal depen-
8 18 dence of the Hgand the Ly, line intensities from the peak

Wavelength (A) of the emission to approximately 100 ps. The data were fitted
_ _ ) with a power law(dotted curve and the values of the expo-

~ FIG. 6. Comparison between the experimental spectfsolid  on¢ of the best fit are shown for each curve. As we can see,
line) and the spectrum calculatédashed lingby the codesPECTRA oth sets of curves show a clear increase of the exponent
for a 10,um-thick plasma at an electron temperature of 180 eV anq&/ith the atomic number of the alkali component of the target
a density of L 10 cm after_convolution with a 0.45 A indicating a faster decay of the emission intensity. We also
FWHM Gaussian function to account for the spectrometer resolu- . - -
. o ) observe a sort of saturation effect in $riwhich shows a
tion. The original, unconvoluted spectrum is also shown for com- s
parison decay rate similar to that of CaF

The general behavior can be found in both sets qf &yd

tra of Fig. 2 at the peak of the laser pulse, were chosen thl€. lines with the Ly, set showing consistently higher ex-
produce a synthetic spectrum using the atomic physics cod@onents than in the case of the Heet. More important, if
SPECTRA The resulting spectrum was then convoluted with aVe take the Ly to He, intensity ratios as obtained from the
0.45 A FWHM Gaussian function to account for the experi-fits of Fig. 7-and using the plot of Fig. 4 to convert ratios in
mental spectral resolution. A comparison between the syn€mperatures, we find the temporal evolution of the electron
thetic spectrum and the experimental spectrum of Fig. 3 iéémperature as shown by the plots of Fig. 8. These curves
shown in Fig. 6. Besides minor differences in the relativeclearly show the effect of faster cooling rates in higéer-
intensities of lines, likely to be due to spatial integration targets. . _ _ _
effects along the line of sight of the spectrometer, there is an The key question now is whether this dependence is an
overall good agreement between the calculated spectrum afffrinsic property of the plasma or is a consequence of dif-
the experimental one. In particular, the unresolved higherférent initial conditions, arising, for example, from different
series members (He He;, Ly, etc) and the recombina- laser coupling efficiencies. First of all we point out that in

tion continuum are well reproduced by the calculation. ~ Our case we are comparing the effect of relatively small
atomic numbers. As shown in the plot of Fig. 8, higher peak

temperatures are obtained for medidntargets. Higher ini-
tial temperatures should give rise to a faster expansion and a
The temporal evolution of the emission line intensity wasmore efficient cooling of the plasma with consequent faster
obtained from the spectra of Fig. 2 by integrating the inten-decay of the emission. Our data show no correlation between
sity over the whole linewidth. In general, three separatehe peak temperature and the cooling rates. On the contrary,
stages can be identified in the temporal evolution. A fast risdigher cooling rates have been found for higleiargets, for
of the fluorine emission occurs early during the interactionwhich lower temperatures have been observed. Therefore it
and the maximum is reached at approximately 10 ps whiclis reasonable to assume that the observed effect is due to a
corresponds to the peak of the laser pulse. This rapid rezharacteristic property of the plasma rather than to coupling
sponse requires that ionization and excitation processes acenditions. Radiation losses are clearly the primary candi-
fast compared to the rise time of the laser pulse. Indeedjate to explain the observed effects.
calculations performed in analogous experimental conditions Depending on the atomic number of the species present in
[11] show that in the case of lo®-atoms & 10), ionization  a plasma, the dominant contribution to radiation losses can
times are of the order of a picosecond or less while excitatiomome from line emission or continuum emission. In our case,
and radiative decay times are even faster. Therefore in thia the spectral range from 8 to 24 A, continuum emission
case of fluorine this condition should be fully satisfied. Thelargely dominates, its intensity being RiF) to 6 (SrF)
maximum of emission is then followed by a rapid fall of the times larger than line emission intensity. In these circum-
intensity for~ 15 ps and by a long-term decay stage until thestances, the power radiated by the plasma will depend upon
radiation goes below the detection level. its charge state. Although a detailed evaluation of the actual
The first two stages of emission, up#4a25 ps, take place charge state is a difficult task and is beyond the aim of this
while the laser pulse is still on and the temporal properties ofvork, some important conclusions can be made starting from
the emission intensity are therefore influenced by the rate adimple considerations. First of all it is reasonable to assume
laser energy input as well as by a combination of hydrodythat the mean charge state tends to increase with the mean
namic and atomic physics effects. In contrast, during theatomic number of the target. In particular, in the case of low-
third stage, no laser radiation is present and the decay rate ahd mediumZ targets(LiF, NaF, and MgFk), according to
the emission intensity is determined solely by hydrodynamiatomic physics simulations the alkali species is expected to

V. EMISSION HISTORY: GENERAL PROPERTIES
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FIG. 7. Temporal dependence @) He, and (b) Ly, line intensities from the peak of the emission to approximately 100 ps. The
experimental datécrossey taken from the spectra of Fig. 2 sampling the intensity of emission lines every two picoseconds, were fitted with
a power law(dotted curvg assuming an experimental error of 20%. The values of the exponent of the best fit are shown for each curve.

be almost fully ionized. Therefore, the mean charge state wildue to the differences in the detailed electronic structure of
be close to the mean atomic number of the targets. Consehe two atoms. Therefore Srfis expected to have a charge
quently, the mean charge states of NaF and Mgfe ex-  state similar to that of CgF

pected to be very similar and substantially greater than that According to these observations, radiation cooling effects
of LiF. In the case of Caf; the presence of C& (Be-like)  are expected to increase going from LiF to NaF and from
and B (H-like) in the Cak spectrum of Fig. 2 suggests that MgF, to CaR, while going from NaF to Mgk and from

a mean charge state at least 2 times higher than that of thear, {0 SrF, no large variations should be observed. This
LiF target should be achieved. Finally, since Ca in £aF pehavior explains the features pointed out when describing
plasma is only partially ionizetpproximately 16-), a simi-  he piots of Fig. 7 where comparable decay constants of both
lar ionization should occur for Sr with only minor changes Ly, and He, lines were found for NaF and MgFand for
Cak, and Srk. This correlation between the estimated
charge states of the plasma and the measured cooling con-
stants strongly suggests that radiation loss is the mechanism

responsible for the observed faster cooling in highegr-
gets.
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VI. CONCLUSIONS
160}

We have used time-resolved x-ray spectroscopy to study

Electron Temperature (eV)

wop T the temporal evolution of plasmas produced by high-contrast
140 ‘ ‘ ‘ ‘ ‘ ‘ picosecond laser irradiation of solid targets consisting of
0 20 40 60 80 100 120 140 fluorine salts of different mean atomic number. The main
Time (ps) spectral features including fluorine resonance lines and con-

tinuum emission at the peak of emission have been compared
FIG. 8. Temporal evolution of the electron temperature as ob{0 hydrodynamic and atomic physics simulations and show
tained from the Ly to He, intensity ratios of the spectra of Fig. 2 good agreement with the calculated emission for peak
using the calculations of the atomic physics code given in Fig. 4. plasma electron temperatures ranging from 185 to 200 eV
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and an electron density close to the critical density of 1.5
X 1072 cm™ 3. It was shown that the temporal evolution of the
intensity of both He-like and H-like main resonance lines

SOFT-X-RAY EMISSION DYNAMICS IN PICOSECON. ..
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