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Congested traffic states in empirical observations and microscopic simulations
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We present data from several German freeways showing different kinds of congested traffic forming near
road inhomogeneities, specifically lane closings, intersections, or uphill gradients. The states are localized or
extended, homogeneous or oscillating. Combined states are observed as well, like the coexistence of moving
localized clusters and clusters pinned at road inhomogeneities, or regions of oscillating congested traffic
upstream of nearly homogeneous congested traffic. The experimental findings are consistent with a recently
proposed theoretical phase diagram for traffic near on-rdBpslelbing, A. Hennecke, and M. Treiber, Phys.

Rev. Lett.82, 4360(1999]. We simulate these situations with a continuous microscopic single-lane model, the
“intelligent driver model,” using empirical boundary conditions. All observations, including the coexistence

of states, are qualitatively reproduced by describing inhomogeneities with local variations of one model
parameter. We show that the results of the microscopic model can be understood by formulating the theoretical
phase diagram for bottlenecks in a more general way. In particular, a local drop of the road capacity induced
by parameter variations has essentially the same effect as an on-ramp.

PACS numbe(s): 05.65+b, 02.60.Cb, 05.70.Fh, 89.40k

I. INTRODUCTION time models(car-following models [28—-37, and cellular
automata(CA) [38—-43. Traffic breakdowns behind bottle-

Recently, there has been much interest in the dynamics afecks have been simulated with the nonlocal, gas-kinetic-
traffic breakdowns behind bottleneckd4—-15. Measure- based traffic mode(GKT mode) [27], the Kihne-Kerner-
ments of traffic breakdowns on various freeways in theKonhauser-Lee modelKKKL model) [44,26,1Q, and with a
United State$13,1,2,84, Germany[3,4,16,17, Holland[18— car-following model that will be reported below.

22], and Koreg[12] suggest that many dynamic aspects are For a direct comparison with empirical data, one would
universal and therefore accessible to a physical descriptioprefer car-following models. As the position and velocity of
One common property is the capacity drgppically of the  each car is known in such models, one can reconstruct the
order of 20% associated with a breakdov,13,6, which  way data are obtained by the usual induction-loop detectors.
leads to hysteresis effects and is the basis of applications likeo this end, one introduces “virtual” detectors recording
dynamic traffic control with the aim of avoiding the break- passage times and velocities of crossing vehicles and com-
down. In the majority of cases, traffic breaks down upstreanpares this ouput with the empirical data. Because traffic den-
of a bottleneck and the congestion has a stationary dowrsity is not a primary variable, this avoids the problems asso-
stream front at the bottleneck. The type of bottleneck, e.g.ciated with determining the traffic density by temporal
on-rampg2,13,12,4, lane closings, or uphill gradienfd7],  average$18].

seems not to be of importance. Several types of congested The present study refers to R¢L4], where, based on a
traffic have been found, among them extended states with gas-kinetic-based macroscopic simulation model, it was con-
relatively high traffic flow. These states, sometimes referreatluded that there should be five different congested traffic
to as “synchronized traffic'{4], can be more or less homo- states on freeways with inhomogeneities like on-ramps. The
geneously flowing, or show distinct oscillations in the timekind of congested state depends essentially on the inflow into
series of detector daf@]. Very often, the congested traffic the considered freeway section and on the “bottleneck
flow is, apart from fluctuations, homogeneous near thestrength” characterizing the inhomogeneity. This can be
bottleneck, but oscillations occur further upstre@f. In  summarized by a phase diagram depicting the kind of traffic
other cases, one finds isolated stop-and-go waves that propstate as a function of these two parameters. A similar phase
gate in the upstream direction with a characteristic velocitydiagram has been obtained for the KKKL mod&ll]. The

of about 15 km/H23,16. Finally, there is also an observa- question is whether this finding is true for some macroscopic
tion of a traffic breakdown to a pinned localized cluster neamodels only, or universal for a larger class of traffic models
an on-ramg12]. and confirmed by empirical data.

There are several possibilities for delineating traffic math-  The relative positions of some of the traffic states in this
ematically, among them macroscopic models describing thphase space have been qualitatively confirmed for a Korean
dynamics in terms of aggregate quantities like density ofreeway[12], but only one type of extended state was mea-
flow [24—27,10, and microsopic models describing the mo- sured there. Furthermore, this state did not have the charac-
tion of individual vehicles. The latter include continuous-in- teristic properties of extended congested traffic on most other

freeways, cf., e.g[4]. It is an open question to confirm the

relative positions of the other states. Moreover, to our knowl-
*URL: http://www.m.treiber.de/. edge, there are no direct simulations of the different break-
TURL: http://Awww.helbing.org/. downs using empirical data as boundary conditions, either
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with microscopic or with macroscopic models. gests ways to simulate real traffic breakdowns at bottlenecks

Careful investigations with a follow-the-leader mofltle  with empirical boundary conditions.
intelligent driver model(IDM)] [36,37 show that(i) the
conclusions of Ref[14] are also valid for certain micro- II. MICROSCOPIC INTELLIGENT DRIVER MODEL
scopic traffic modelqat least deterministic models with a
metastable density rangdii) the results can be systemati-
cally transferred to more generdln particular flow-
conserving kinds of bottlenecks, and a formula determined
allowing quantification of the bottleneck strendtbee Eq.
(15)], (iii) the existence of all predicted traffic states is em-
pirically supported, and, finally(iv) all different kinds of
breakdowns can be simulated with the IDM with empirically
measured boundary conditions, by varying only one para
eter(the average time headwdy), which is used to specify
the capacity of the stretch.

The applied IDM belongs to the class of deterministic
follow-the-leader models like the optimal-velocity model of
Bandoet al.[31], but it has the following advantageg) it Continuous-time single-lane car-following models are de-
behaves as if accident-free because of the dependence on fireed essentially by their acceleration function. In many of
relative velocity (i) for similar reasons and because of meta-the earlier model§48—51, the acceleratior ,(t+T,) of

stability, it shows the self-organized characteristic trafficyehicle «, delayed by a reaction timE, , can be written as
constants demanded by Kerner and Karsea|26] (see Fig.

4 below), hysteresis effec{gl5,13, and complex statd$,7], , -0,

(iii) all model parameters have a reasonable interpretation, U (t+T) = —7—. (1)
are known to be relevant, are empirically measurable, and S
have the expected order of magnitudy], (iv) the funda- R ) )
mental diagram and the stability properties of the model car "€ deceleration-v ,(t+T;) is assumed to be proportional
be easily(and separatejycalibrated to empirical datdy) it ~ t© the approach rate

allows for a fast numerical simulation, ad) an equivalent _

macroscopic version of the model is kno6], which is Avo(1)=0,4(1) =V q-a(t)
not the case for most other microscopic traffic models.

For about 50 years now, researchers have modeled free-
way traffic by means of continuous-in-time microscopic
models(car-following model$[47]. In that time, a multitude
of car-following models have been proposed, both for single-
lane and multilane traffic including lane changes. We will
restrict ourselves, here, to phenomena for which lane
changes are not important and consider only single-lane
models. To motivate our traffic model we first give an over-
Mjiew of the dynamical properties of some popular micro-
scopic models.

A. Dynamic properties of some car-following models

a

@

of vehicle & with respect to the vehicle in fronia(—1). In

These aspects are disc_ussed in Sec. I, while Sec. I.” is n ddition, the acceleration may depend @13 own velocity
mode! specific at all. Section IlI presents ways to speC|_fy an y [50] and decrease with some power of the fmtmper-
quantify bottlenecks, as well as the traffic states resulting fo[o-bumpe} distance

different traffic volumes and bottleneck strengths. The ana-
lytical expressions for the phase boundaries of the related Su=Xy 1—Xou—l 4 )
phase diagram allow one to conclude that similar results will
be found for any other traffic model with stable, metastableto the vehicle in front(where |, is the vehicle length
and unstable density ranges. Even such subtle features psp 51]. Since, according to Eq1), the acceleration depends
tristability first found in macroscopic model$1,37 are ob-  on the vehicle in front, these models are not applicable for
served. It would certainly be interesting to investigate in theyery low traffic densities. If no other vehicle is presécr-
future whether the same phenomena are also found for Cfesponding tos,— ), the acceleration is either not deter-
models or stochastic traffic models like that of Krdm] mined a :0) or zero (>O)’ regarc“ess ofr’'s own Ve|ocity_
Section IV discusses empirical data using representativejowever, one would expect in this case that drivers would
examples out of a sample of about 100 investigated breakgccelerate to their individual desired velocity. The car-
downs. Thanks to the method used for presenting the crogg|iowing behavior in dense traffic is also somewhat unreal-
section datgbased on a smoothing and interpolation proce-stic. In particular, the gap,, to the vehicle in front does not
dure), it is possible to present three-dimensional plots of thenecessarily relax to an equilibrium value. Even small gaps
empirical density or average velocity as a function of timeyj|| not induce braking reactions if the velocity difference
and space. This allows a good imagination of the traffic pata,  is zero.
terns and a direct visual comparison with simulation results. These problems are solved by the car-following model of
In the IDM microsimulations, we used a very restricted datanewell [28]. In this model, the velocity at timet ¢ T,) de-
set, namely, only the measured flows and velocities at thgends adiabatically on the gap, i.e., the vehicle adapts ex-

upstream and downstream boundaries, omitting the data Qfctly to a distance-dependent functigrwithin the reaction
the up to eight detectors in between. Although the simulategime T, |

sections were up to 13 km long and the boundaries were

a

typically outside congestions, the simulations reproduced v, (t+T,)=V(s,(1)). (4)
qualitatively the sometimes very complex collective dynam-
ics observed. The *“optimal velocity function” V(s)=vy{l—exd—(s

All in all the study supports the idea of the suggested—sy)/(voT)]} includes both a desired velocity, for vanish-
phase diagram of congested traffic states quite well and sugag interactions §—o°) and a safe time headwalycharac-
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terizing the car-following behavior in dendequilibrium) TABLE |. Model parameters of the IDM used throughout this
traffic. The Newell model is collision-free, but the immediate paper. Changes of the freeway capacity were described by a varia-
dependence of the velocity on the density leads to very highion of the safe time headway.

accelerations of the order of,/T,. Assuming a typical de-

sired velocity of 30 m/s and,=1 s, this would correspond Parameter Typical value
to 30 m/g, which is clearly unrealisti¢33,57. Desired velocityv, 120 km/h
More than 30 years later, Banda al. [31] suggested a Safe time headway 16s
similar model, Maximum acceleratiom 0.73 m/g
Desired deceleratioh 1.67 m/g
Acceleration exponeng 4
- V(sy)—v, Jam distance, 2m
Va™ T ! 5 Jam distance, Om
Vehicle lengthl = 1/pax 5m

B. Model equations

l.)a: a(a)

with a somewhat different optimal velocity function. This

“optimal-velocity model” has been widely used by physi-

cists because of its simplicity, and because some results can The acceleration assumed in the IDM is a continuous
be derived analytically. The dynamical behavior does nofunction of the velocityv,, the gaps,, and the velocity

greatly differ from that of the Newell model, since the reac-difference(approach rateAv , to the preceding vehicle:

tion time delayT, of the Newell model can be compared P . )

with the velocity relaxation timer of the optimal-velocity I N S (Ua*AUa)) ©6)
model. However, realistic velocity relaxation times are of the Ug“) Sa '

order of 10 g(city traffic) to 40 s(freeway traffi¢ and there-

fore much larger than reaction delay tim@s$ the order of 1 ~ This expression is an interpolation of the tendency to accel-

9. For typical values of the other parameters of the optimalerate withay(v,):=a‘“[1-(v,/v{?)°] on a free road and

velocity model[31], crashes are avoided only #<0.9 s, the tendency to brake with deceleration

i.e., the velocity relaxation time is of the order of the reaction _ (@) e \2

time, leading again to unrealistically high valugg/ 7 of the Bint( S Va1 A0 ) == &V(ST/S,)

oy s s metes opayaien Vil comes o close (o the velile n font. The

they play an essential stabilizing role in real tra.ffic espe_de_cgleratlon term depends on the ratio between the “deswed
. . - L minimum gap”s* and the actual gap,, where the desired

cially when approaching traffic jams. Moreover, in models

(4) and (5), accelerations and decelerations are symmetrigap

with respect to the deviation of the actual velocity from the

equilibrium velocity, which is unrealistic. The absolute value g (;, Ay)=s(® + s{ 4 |+ Tep + _vAv @)

of braking decelerations is usually stronger than that of ac- (¥ alple

celerations.

A relatively simple model with a generalized optimal- varies dynamically with the velocity and the approach rate.
velocity function incorporating both reactions to velocity dif-  In the rest of this paper, we will study the case of identical
ferences and different rules for acceleration and braking hagehicles whose model parameter$’=v,, s{¥=s,, T(®)
been proposed rather recenfB3]. This “generalized-force =T, al®=a, b{®=b, ands are given in Table I. Here, our
model” could successfully reproduce the time-dependentmphasis is on basic investigations with models as simple as
gaps and velocities measured by a sensor-equipped car jossible, and therefore we will sef'=0, resulting in a
congested city traffic. However, the acceleration and decelmodel where all parameters have an intuitive meaning with
eration times in this model are still unrealistically small, plausible and often easily measurable values. While the em-
which requires inefficiently small time steps for the numeri-pirical data presented in this paper can nevertheless be repro-
cal simulation. duced, a distinction of different driver-vehicle types and/or a

Besides these simple models intended for basic investigaionzeros, [37] is necessary for a more quantitative agree-
tions, there are also highly complex “high-fidelity models” ment. A nonzeros, would also be necessary for features
like the Wiedemann mod¢B0] or mMiTsIM [34], which try to  requiring an inflection point in the equilibrium flow-density
reproduce traffic as realistically as possible, but at the cost gfelation, e.g., for certain types of multiscale expansids.

a large number of parameters. Other approaches that incor-

pprate “intelligent” and _realistic braking reactions are the C. Dynamic single-vehicle properties

simple and fast stochastic models proposed by Gipp53

and KraufJ32]. Despite their simplicity, these models show  Special cases of the IDM acceleratit®) with s,=0 in-
a realistic driver behavior, have asymmetric acceleration§lude the following driving modes.
and decelerations, and produce no accidents. Unfortunately, (& Equilibrium traffic. In equilibrium traffic of arbitrary
they lose their realistic properties in the deterministic limit. density ¢,=0,Av,=0), drivers tend to keep a velocity-
In particular, they show no traffic instabilities or hysteresisdependent equilibrium gag.(v,) to the preceding vehicle
effects for vanishing fluctuations. given by
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FIG. 1. Equilibrium flow-density relation of identical IDM ve- _g 27
hicles with (a) variable acceleration expone#t and (b) variable 4 )
safe time headway and desired velocity ;. Only one parameter is 0 50
varied at a time; the others correspond to the ones in Table I. t(s)
-1/2 FIG. 2. Temporal evolution of velocit{g) and acceleratiofib)

of a single driver-vehicle unit which accelerates on a 2.5 km long
stretch of free road before it decelerates when approaching a stand-
ing obstacle ak=2.5 km. The dynamics for the IDM parameters

8f Table | (solid) is compared with the result for an increased ac-
celerationag=2 m/s(dotted, or an increased braking deceleration
b=5 m/¢ (dasheil

v S5

Se(v)=5*(v,0) 1—(—)

Vo
In particular, the equilibrium gap of homogeneous congeste
traffic (with v ,<<v() is essentially equal to the desired gap,
Se(v)=~sy+vT, i.e., it is composed of a bumper-to-bumper
spaces, kept in standing traffic and an additional velocity-
dependent contributionT corresponding to a constant safe
time headwayT. This high-density limit is of the same func-
tional form as that of the Newell model, E@). Solving Eq.
(8) for v:=V(s) leads to simple expressions only for
=1, 6=2, or §—o°. In particular, the equilibium velocity
for 6=1 andsy=0 is

v\ 9112
1—(—)} =(Spt+uvT)
Uo

(b) Acceleration to the desired velocity.the traffic den-
sity is very low (s is large, the interaction term is negligible
and the IDM acceleration reduces to the free-road accelera-
tion a;(v)=a(1—v/v)?, which is a decreasing function of
the velocity with a maximum valu@(0)=a and a;(v)
=0. In Fig. 2, this regime applies for timds<60 s. The
acceleration exponent specifies how the acceleration de-

2 > 2 creases when approaching the desired velocity. The limiting
Ve(S)| 515 :O:S_ —1+ 1+ Yo (9) case5—>o'o corresponds to approaching, with a const'ant
o 20,T? 2 acceleratiora, while §=1 corresponds to an exponential re-

) _ laxation to the desired velocity with the relaxation tine
Further interesting cases are =vp/a. In the latter case, the free-traffic acceleration is
equivalent to that of the optimal-velocity mod@&) and also

V()| 5one o= vo (10) to acceleration functions of many macroscopic models like
SRR 14021282’ the KKKL model[26] or the GKT mode[27]. However, the

most realistic behavior is expected in between the two lim-
and iting cases of exponential acceleratifor =1) and con-
stant acceleratiorffor 6— =), which is confirmed by our

Ve(S)|s—e=min{vg,(s—So)/ T} (1) simulations with the IDM. Throughout this paper we will use

From a macroscopic point of view, equilibrium traffic con- 0 é)' Braking as reaction to high approach rategvhen
sisting of identical vehicles can be characterized by the eqUiépproaching slower or standing vehicles with sufficiently
librium traffic flow Qe(p) =pVe(p) (vehicles per hour and igh annroach rateaw >0, the equilibrium parsy+oT of
per lang as a function of the traffic density (vehicles per o 4y namical desired distane®, Eq. (7), can be neglected
kilometer and per lane For the IDM, this “fundamental i, respect to the nonequilibrium part, which is propor-

diagram” follows from one of the equilibrium relation®) 541 to vAu. Then the interaction parta(s*/s)? of the
to (11), together with the micro-macro relation between 98P, celeration equatiof®) is given by

and density:
(vAv)?

4bs?

S= 1/[)_' :1/p_1lpmax- (12) bim(S,U,AU)% (13)

Herein, the maximum density,,., is related to the vehicle

length | by pnad=1. Figure 1 shows the fundamental dia- This expression implements anticipative “intelligent” brak-
gram and its dependence on the paramefernsy,, andT. In  ing behavior, which we discuss now for the special case of
particular, the fundamental diagram fgg=0 and =1 is  approaching a standing obstaclAu=v). Anticipating a
identical to the equilibrium relation of the macroscopic GKT constant deceleration during the whole approach process, a
model, if the GKT parametek A is set to zerdcf. Eq. (23) minimum kinematic deceleratioh,:=v?/(2s) is necessary

in Ref. [27]], which is a necessary condition for a micro- to avoid a collision. The situation is assumed to be “under
macro correspondendd6]. control” if b, is smaller than the “comfortable” decelera-
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tion given by the model parametér i.e., B:=b,/b=<1. In E 25
contrast, an emergency situation is characterizeg3byl. 2 T —
With these definitions, Eq13) becomes 2 20 ¢ ;/ =
2 Lo
2 AT ®
_ = K 3 10 - - :
bmt(SaU 1U) b IBbk . (14) Z 0 10 20 30 40
t(s)
While in safe situations the IDM deceleration is less thanthe = ,, . S
kinematic collision-free deceleration, drivers overreact in E 40 L T
emergency situations to get the situation under control again. 3 38 ~
It is easy to show that in both cases the acceleration ap- g 36 1\ g e
proaches = —b under the deceleration la@@4). Notice that 5 2‘2‘ [~ . . , ®)
this stabilizing behavior is lost if one replaces the braking = 10 20 30 0
term —a(s*/s)? in Eq. (6) by —a’(s*/s)® with 8'<1 cor- t(s)
H _ pd -1 T . ”
responding  to bjn(s,v,v)=p" "by. The “intelligent FIG. 3. Adaptation of a single vehicle to the equilibrium dis-

braking behavior of drivers in this regime makes the modetance in the car-following regime. Shown @ the net distancs,
collision-free. The right parts of the plots of Fig. 2709 and (b) the velocity of a vehicle following a queue of vehicles
show the simulated approach of an IDM vehicle to a standwhich all drive atv* =40.5 km/h corresponding to an equilibrium
ing obstacle. As expected, the maximum deceleration is ofiistances,=20 m. The initial conditions are(0)=v* ands(0)
the order ofb. For low velocities, however, the equilibrium =s./2=10 m. The solid line is for the IDM standard parameters,
term sy+vT of s* cannot be neglected as assumed wherand the dashed line for the deceleration parantetecreased from
deriving Eq.(14). Therefore, the maximum deceleration is 1.67 m/$ to 10 m/3.

somewhat lower thab and the deceleration decreases im-

mediately before the stop while under the dynantie$ one  perturbation to check for linear and nonlinear stability, and
would havev = —b. plotted the resulting minimumpg,,) and maximum pjam)

Similar braking rules have been implemented in thedensities after a stationary situation was reached. The result-
model of Kraul§32], where the model is formulated in terms ing diagram is very similar to that of the macroscopic KKKL
of a time-discretized update schertitkerated map where and GKT modeld26,27]. In particular, it displays the fol-
the velocity at time stept(+ 1) is limited to a “safe veloc- lowing realistic featured(i) Traffic is stable for very low and
ity” which is calculated on the basis of the kinematic brak- high densities, but unstable for intermediate densitigs.
ing distance at a given “comfortable” deceleration. There is a density range.; < p,=<p., of metastability, i.e.,

(d) Braking in response to small gapbhe fourth driving  only perturbations of sufficiently large amplitude grow,
mode is active when the gap is much smaller tisdnbut  while smaller perturbations disappear. Note that, for most
there are no large velocity differences. Then, the equilibriumIDM parameter sets, there is no second metastable range at
partsy+uv T of s* dominates over the dynamic contribution higher densities, in contrast to the GKT and KKKL models.
proportional toAv. Neglecting the free-road acceleration, Rather, traffic flow becomes stable again for densities ex-

Eq. (6) reduces toi)w—(soJrvT)Z/sz, corresponding to a ceeding the critical density.s, or congested flows below
Coulomb-like repulsion. Such braking interactions are alsd2c3= Qe(pcs). (iii) The densitypj,y, inside traffic jams and
implemented in other models, e.g., in the model of E8i,  the associated flov@Qj,m=Qc(pjam) [cf. Fig. 4b)], do not
the GKT mode[27], or in certain regimes of the Wiedemann depend orpy,. For the parameter set chosen here, we have
model[30]. The dynamics in this driving regime is not quali- pjam= pc3= 140 vehicles/km, an®;,,=0, i.e., there is no
tatively different, if one replaces —a(s*/s)?> by linearly stable congested traffic with a finite flow and veloc-
—a(s*/s) & with 8'>0. This is in contrast to the approach ity. For other parameters, especially for a nonzero IDM pa-

regime, where collisions would be provoked @r<1. Fig- @metersy, both Qpy, and Q.3 can be nonzero and different

ure 3 shows the car-following dynamics in this regime. Forfom each othef37]. _ _
As further “traffic constants,” at least in the density

the standard parameters, one clearly sees a nonoscillatory
relaxation to the equilibrium distancsolid curve, while for ~ range 20 veh./kssp,<50 veh./km, we observe a constant
very high values ob the approach to the equilibrium dis- OULOW Qou=Qe(pou) @nd propagation velocity 3= (Qout
tance would occur with damped oscillatiofdashed curve  — Qjam)/ (Pour— pjam) ~ —15 km/h of traffic jams. Figure
Notice that, for the latter parameter set, tallectivetraffic 4(b) shows the stability diagram for the flows. In particular,

dynamics would already be extremely unstable. we haveQc; <Qour~ Qca, WhereQci=Qe(pci), i.€., the out-
flow from congested traffic is at the margin of linear stabil-

ity, which is also the case in the GKT model for most pa-
rameter set$27,14). For other IDM parameters, the outflow
Although we are interested in realistic open traffic sys-Q,,e[Q.1,Qc2] is metastabl¢37], or even at the margin of

tems, it turned out that many features can be explained inonlinear stability{ 36].

terms of the stability behavior in a closed system. Figueg 4 In open systems, a third type of stability becomes rel-
shows the stability diagram of homogeneous traffic on a cirevant. Traffic is convectively stable, if, after a sufficiently
cular road. The control parameter is the homogeneous deteng time, all perturbations are convected out of the system.
sity p,,. We applied both a very small and a large localizedBoth in the macroscopic models and in the IDM, there is a

D. Collective behavior and stability diagram
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180 ; ; @ can be used to determing{sy,) andT. Only for nonzercs,
E 160 | / does one obtain an inflection point in the equilibrium flow-
= 140 b e < density relationQq(p). The acceleration coefficierd influ-
ﬁ ) ences the transition region between the free and congested
s 1207 / Jam regimes. Foré—« and s;=0, the fundamental diagram
= 100 f o (equilibrium flow-density relation becomes triangular
£ g &l _shaped:Qe(p)=mln{vop,[l—p(l+so)]/T}._For decreasing,
3 it becomes smoother and smoothet. Fig. 1(a)].

3 60 The stability behavior of traffic in the IDM is determined
< awlf 0 mainly by the maximum acceleratia desired deceleration
G.? 20 L L out b, andT. Since the acceleratiomsandb do not influence the

L fundamental diagram, the model can be calibrated essentially
0 Dot 0 5'0 I(I)O 150 independently with respect to traffic flows and stability. As
et Fe2 pr (units of vehicles/km) in the GKT model, traffic becomes more unstable for de-
creasinga (which corresponds to an increased acceleration
2000 T ' time r=vy/a), and with decreasing (corresponding to re-
= Qmax QourQe2 ©) duced safe time headwayd-urthermore, the instability in-
i "" creases with increasinly This is also plausible, because an
g 1500 ¢ i d desired deceleratiororresponds to a less antici-

& Q. increase p
§ pative or less defensive braking behavior. The density and
S 1000 | o flow in jammed traffic and the outfloyv from traffic jams are
§ ’ also influenced bys, ands;. In particular, fors;=0, the
= traffic flow Q. inside traffic jams is typically zero after a
o 500 t | sufficiently long time[ Fig. 4(b)], but nonzero otherwise. The

= stability of the self-organized outflo®,,; depends strongly
& - Qjam on the minimum jam distancsg,. It can be unstablésmall

0L WA Sp), Metastable, or stablgargesy). In the last case, traffic
5'0 1(')0 150 instabilities can Igad only to single localized clusters, not to
Py, (units of vehicles/km) stop-and-go traffic.

FIG. 4. Stability diagram of homogeneous traffic on a circular |||, MICROSCOPIC SIMULATION OF OPEN SYSTEMS
road as a function of the homogeneous dengijtfor small (gray) WITH AN INHOMOGENEITY
and large(black) initial perturbations of the density. In pléd), the

upper two lines display the density inside density clusters after a We simulated identical vehicles of lengtk=5 m with
stationary state has been reached. The lower two lines represent ttiee typical IDM parameters listed in Table |. Moreover, al-
density between the clusters. Plit) shows the corresponding though the various congested states discussed in the follow-
flows and the equilibrium flow-density relatiofthin curve. The  ing were observed on different freeways, all of them were
critical densitiesp; and flowsQ,; are discussed in the main text. qualitatively reproduced with very restrictive variations of
For pc,=pnr=45 vehicles/km, the outflo@,.~Qc, and the cor-  gne single parametdthe safe time headway), while we
responding density,, are constant. Here, we ha@n.,~Qout for  always used the same values for the other paramésess
the maximum equilibrium flow, but there are other parameter setggp|e ). This indicates that the model is quite realistic and
(especially ifs;>0) whereQpay is clearly larger tharQ,, [37]. robust. Notice that all parameters have plausible values. The
value T=1.6 s for the safe time headway is slightly lower
considerable density regiope,<pn<pcs, Where traffic is than suggested by German authoriti#s8 9. The accelera-
Iinearly unstable but COﬂVGCtiVG'y stable. For the parameterﬁon parametea: 0.73 m/§ Corresponds to a free-road ac-
chosen in this paper, congested traffic is always linearly unceleration fromv =0 to v =100 km/h within 45 gcf. Fig.
stable, but convectively stable for flows belo®Q.,  2(b)]. This value is obtained by integrating the IDM accel-
=Qu(pey) =1050 vehicles/h. A nonzero jam distansg is erationv=a[1— (v/vo)®] with vo=120 km/h, §=4, and
required for linearly stable congested traffic with nonzeroy,q initial valuev(0)=0. While this is considérably, above

flows [37], at least, if the model should simultaneously showyininum acceleration timed0 s—20 s for average-powered
traffic instabilities. carg, it should be characteristic for everyday accelerations.
o The comfortable deceleratidn=1.67 m/$ is also consis-
E. Calibration tent with empirical investigationg52,33, and with param-
In addition to the vehicle length the IDM has seven eters used in more complex modgB].

parameter$cf_ Table D The fundamental relations of homo- With efficient numerical integration schemes, we obtained
geneous traffic are calibrated with the desired velooigy @ humerical performance of about®1Gehicles in real time
(low density, safe time headway (high density, and jam  ©n a standard workstatidi®5].
distances, ands; (jammed traffig. In the low-density limit ) ) -
p<(voT) %, the equilibrium flow can be approximated by A. Modeling of inhomogeneities
Qc~Vyp. In the high-density regime and fef=0, one has Road inhomogeneities can be classified into flow-
a linear decrease of the flo®@.~[1—p(l+sg)]/T which  conserving local defects like narrow road sections or gradi-
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ents, and those that do not conserve the average flow per 2000

lane, like on-ramps, off-ramps, or lane closings.
Nonconserving inhomogeneities can be incorporated into ~ 1800

macroscopic models in a natural way by adding a source % )

term to the continuity equation for the vehicle density © 1600 r

[56,8,10. An explicit microscopic modeling of on-ramps or "3:)

lane closings, however, would require a multilane model <« 1400

with an explicit simulation of lane changes. Another possi- 2 1200 |

bility opened up by the recently formulated micro-macro link 5

[46] is to simulate the ramp section macroscopically with a ¢y 1000 |

source term in the continuity equati¢8], and to simulate

the remaining stretch microscopically. 800 b . . . ‘ ey |
In contrast, flow-conserving inhomogeneities can be 15 > 25 3 35 4

implemented easily in both microscopic and macroscopic
single-lane models by locally changing the values of one or
more model parameters or by imposing external decelera-
tions [S]. Swtable. parametgrs for the IDM and the GKT mum flow Q. for nonlinear instabilitiegdashed, and maximum
model are the desired velocity, or the safe time headwalt  oqyilibrium flowQ,,,, (dotted as a function of the safe time head-
Regions with locally decreased desired velocity can be interyay an approximation for the bottleneck strengi® of the phase
preted either as sections with speed limits, or as sections Witfiagram is given by the difference between the valyg,= 1689
uphill gradients(limiting the maximum velocity of some ve- yehicles/h forT=1.6 s(horizontal thin ling, andQ,(T). For de-
hicles [57]. Increased safe time headways can be attributederasing values dF, traffic becomes more unstable, which is indi-
to more careful driving behavior along curves, on narrow,cated by increasing difference®a—Qou) OF (Qmax—Qer)- FOr
dangerous road sections, or where there is a reduced range™£1.5 s this even leads t6Q,(T)/dT>0. Furthermore,Qy
visibility. ~Q for T<1.4 s.

Local parameter variations act as a bottleneck, if the out-
flow Qg from congested traffi¢dynamic capacityin the  trolled by the inflowQ,, to the main roadi.e., the flow at the
downstream section is reduced with respect to the outflowipstream boundayyFurthermore, traffic congestions depend
Qout IN the upstream section. This outflow can be determineén road inhomogeneities and, because of hysteresis effects,
from fully developed stop-and- go waves in a closed systemgn the history of previous perturbations.
whose outflow is constant in a rather large range of average |n this paper, we will implement flow-conserving inhomo-
densitiesp,[20 veh./km,60 veh./kin[cf. Fig. 4b)]. It  geneities by a variable safe time headvlgx). We choseT
will turn out that the outflowQy,, is the relevant capacity for as variable model parameter because it influences the flows
understanding congested traffic, and not the maximum flownore effectively tharv,, which was varied in Ref[37].
Qmax (static capacity, which can be reached ifspatially  Specifically, we increase the local safe time headway accord-
homogeneoysequilibrium traffic only. The capacities are ing to
decreased, e.g., for a reduced desired velagitgv, or an

T(s)

FIG. 5. OutflowQ,,; from congested traffi¢solid curve, mini-

increased safe time headway>T, or both. Figure 5 shows T, x<-L/2
Qout 2andQpax as a function ofl. ForT' >4 s, traffic flow is T, x=L/2
always stable, and the outflow from jams is equal to the T(x)= x 1 (16)
static capacity. THT' -T)|—+=], [xI<L/2,
For extended congested states, all types of flow- L 2

conserving bottlenecks result in a similar traffic dynamics, if

8Q=(Qour— QL is identical, whereQ/ . is the outflow for ~ where the transition region of length= 600 is analogous to
the changed model parametefs, T', etc. Qualitatively the the ramp length for inhomogeneities that do not conserve the
same dynamics is also observed in macroscopic models iflow. The  bottleneck  strength 6Q(T’) =[Qou(T)

cluding on-ramps, if the ramp flow satisfi@,~6Q [37].  ~Qou(T')] is an increasing function of" (cf. Fig. 5. We
This suggests introducing the following general definition ofinvestigated the traffic dynamics for various points
the “bottleneck strength’sQ: (Qin,6Q) or, alternatively, Q;,,T'—T) in the control-
parameter space.
6Q=Qympt+ Qour— Qout- (15 Due to hysteresis effects and multistability, the phase dia-

gram, i.e., the asymptotic traffic state as a function of the
In particular, we have’Q=Qy, for on-ramp bottlenecks, control parameter®;, andAT, depends also on the history,

and 56Q=(Qu— Q.,) for flow-conserving bottlenecks, but i-€., on initial conditions and on past boundary conditions

formula (15) is also applicable for a combination of both. ~and perturbations. Since we cannot explore the whole func-
tional space of initial conditions, boundary conditions, and

past perturbations, we used the following three representa-
tive “standard” histories(A) Assuming very low values for

In contrast to closed systems, in which the long-term bethe initial density and flow, we slowly increased the inflow to
havior and stability are essentially determined by the averagthe prescribed valu®,,. (B) We started the simulation with
traffic density p,,, the dynamics of open systems is con-a stable pinned localized clust@?LC) state and a consistent

B. Phase diagram of traffic states in open systems
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FIG. 6. Spatiotemporal density plots of the traffic states appearing in the phase diagram of Fig. 7(&elemogeneous congested
traffic (HCT), (b) oscillating congested traffi(OCT), (c) triggered stop-and-go wave3SG), (d) (stationary pinned localized cluster
(SPLO, and(e) oscillatory pinned localized clusté®PLC). The latter two states are summarized as pinned localized cl(Bie€s. After
a stationary state of free traffic has developed, a density wave is introduced through the downstream Houimigel, conditions, which

eventually triggers the breakdowhistory C, cf. the main text

value for the inflowQ;,. Then we adiabatically changed the and interpolate linearly between these positions. Depending
inflow to the values prescribed by the point in the phaseon Qj, and 6T:=(T'—T), the downstream perturbation may
diagram.(C) After running history A, we applied a large do the following.(i) It dissipates, resulting in free traffigi)
perturbation at the downstream boundary. If traffic at thelt travels through the inhomogeneity as a moving localized
given phase point is metastable, this initiates an upstreamluster and neither dissipates nor triggers new breakdowns.
propagating localized cluster which finally crosses the inhodjii) It triggers a traffic breakdown to a pinned localized clus-

mogeneity[see Figs. @)—6(c). If traffic is unstable, the

ter, which remains localized near the inhomogeneity for all

breakdown has already occurred during time period A, andimes and either is stationarcf. Fig. 8a) for t<0.2 h| or

the additional perturbation has no dynamic influence.

oscillatory. (iv) Finally, the initial perturbation can induce

For a given history, the resulting phase diagram is uniquéeytended congested traffi€T), whose downstream bound-
The solid lines of Fig. 7 show the IDM phase diagram for grjes are fixed at the inhomogeneity, while the upstream

history C. Spatiotemporal density plots of the congested trafs,
fic states themselves are displayed in Fig. 6. To obtain th§

spatiotemporal densitg(x,t) from the microscopic quanti-
ties, we generalize the micro-macro relatigi?) to define

the density at discrete positioms+ (I +s,)/2 centered be-
tween vehiclea and its predecessor,

[+s,
2

p| Xat T1ie (17)

ont propagates further upstream in the course of time. Ex-
ended congested traffic can be homogeneous, oscillatory, or
consist of triggered stop-and-go waves. We also include in
the HCT region a complex statelCT/OCT) where traffic is
homogeneous only near the bottleneck, but growing oscilla-
tions develop further upstream. In contrast to OCT, where
there is permanently congested traffic at the inhomogeneity
(“pinch region” [7,36]), the TSG state is characterized by a
series of isolated density clusters, each of which triggers a
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FIG. 7. Phase diagram resulting from IDM simulations of an 0
open system with a flow-conserving bottleneck. The bottleneck is .
realized by an increased IDM parametein the downstream re-
gion; cf. Eq.(16). The control parameters are the traffic flay,
and the bottleneck streng#Q [see Eq(15)]. The solid thick lines x (km)
separate the congested traffic states TSG, OCT, HCT, PLC, and
moving localized cluste(MLC) (cf. the main text and Fig.)éand 05
free traffic (FT) as they appear after adiabatically increasing the 0
inflow to the valueQ;, and applying a large perturbation afterwards
(history C in the main text Also shown is the critical downstream
flow Q(,(8Q) (thin solid ling, below which free traffic igmeta-
)stable, and the maximum downstream flQ#;,(3Q) (thin dotted
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new cluster as it passes the inhomogeneity. The maximum 0 0.3 t(h)

perturbation of history C, used also in R¢t4], seems to

select always the stable extended congested phase. We alsoFIG. 8. Spatiotemporal density plots for the same phase point in
scanned the control-parameter spaQg, (6Q) with histories  the tristable traffic regime, but different historigg) Metastable

A and B, exploring the maximum phase space of (inetg PLC and stablle OCT. The system is the same as in Fig. 6 with
stable FT and PLC states, respectivédf, Fig. 7). In multi- ~ Qin="1440 vehicles/h and@’=1.95 s (Q=270 vehicles/ The

stable regions of the control-parameter space, the three higietastable PLC is triggered by a triangular-shaped density peak in

tories can be used to select the different traffic stétee the initial conditions(of total width 600 m, centered at=0), in
below) which the density rises from 14 vehicles/km to 45 vehicles/km. The

OCT is triggered by a density wave introduced by the downstream
) - boundary conditions(b) Same system as ifa), but starting with
C. Multistability metastable free traffic. Here, the transition to OCT is triggered by a

In general, the phase transitions between free trafficdensity wave coming from the downstream boundéacy.Similar
pinned localized states, and extended congested states &@havior as ir(a), but for the GKT mode(with model parameters
hysteretic. In particular, in all four examples of Fig. 6, freevo=120 km/h, T=1.8 s, 7=50 S, ppa,=130 vehicles/km, y
traffic is possible as a second, metastable state. In the regiofst-2: Ao=0.008, andAA=0.008, cf. Ref[27)).
between the two dotted lines of the phase diagram Fig. %jon from PLC to OCT. Starting with free traffic, the same
both free and congested traffic are possible, depending on ﬂiﬁerturbation would trigger OCT as wékig. 8(b)], while we
previous hiStOl’y. In particular, for all five indicated phasenever found reverse transitions OCF¥ PLC or OCT— FT
points, free traffic would persist without the downstream per{without a reduction of the infloy That is, FT and PLC’s
turbation. In contrast, the transitions PLC-OPLC, and HCT-are metastable in the tristable region, while OCT is stable.
OCT-TSG seem to be nonhysteretic, i.e., the type of pinne@Ve obtained qualitatively the same also for the macroscopic
localized cluster or of extended congested traffic is unique\GKT model with an on-ramp as inhomogenejfyig. 8(c)].
determined byQ;, and 5Q. Furthermore, tristability between FT, OPLC, and OCT has

In a small subset of the metastable region, labeled “TRI” been found for the IDM with variable, [37], and for the
in Fig. 6, we even foundristability with the possible states KKKL model [11].

FT, PLC, and OCT. Figure(8) shows that a single moving ~ Such a tristability can exist only if théself-organizey
localized cluster passing the inhomogeneity triggers a transieutflow Q95"=Q,, from the OCT state is lower than the
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maximum outflowQg from the PLC state. A phenomeno-  pregbers & £ § E § § E DadHomburger
logical explanation of this condition can be inferred from the = o S 22 2T 25

positions of the downstream fronts of the OCT and PLC SR T &FF FF F59 @
states shown in Fig.(8). The downstream front of the OCT =-F-F-- :‘: - i - # - - i - -1-1--

state (>1 h) is atx=300 m, i.e., at thedownstream —’-“E |- -

boundaryof the L=600 m wide transition region, in which - o ~ o oo 2 2\ Y o

the safe time headway E(L6) increases fronT to T'>T. A A/ a A A QTemp?r an‘/:’ =

Therefore, the local safe time headway at the downstrean lane closing

front of OCT isT’, or Q9$"~Q/;, which was also used to

derive Eg.(18). In contrast, the PLC state is centered at j::: 2000 ID11 47I74km) ’
aboutx=0, so that an estimate for the upper boundafy© o Y
of the outflow is given by the self-organized outflo@, & 1000
corresponding to the local valG&x) = (T+T’)/2 of the safe é 0

=

o

time headway ak=0. Since T+ T')/2<T' this outflow is 16 16.5 17 175 18

higher thanQSS" (cf. Fig. 5. It is an open question, how- ()

ever, why the downstream front of the OCT state is further

downstream compared to the PLC state. Possibly, it can be FIG. 9. Traffic breakdown to nearly homogeneous congested
explained by the close relationship of OCT with the TSGtraffic on the freeway A5 South near Frankfurt triggered by a tem-
state, for which the newly triggered density clusters everporary incident between 16:20 and 17:30 on Aug. 6, 1998 between
enter the region downstream of the bottlenpak Fig. 6(c)].  the cross sections D11 and D1@) Sketch of the freeway(b)

In accordance with its relative location in the phase diagramf-lows at cross section D11 in the right latelid black, middle

it is plausible that the OCT state has a “penetration depth’lane(gray, and left lane(dotted.

into the downstream area that is between those of the PLC

and TSG states. reflected by the wide range of flows falling into this regime.
For the IDM parameters chosen here, we h@yg=0, and
D. Boundaries between and coexistence of traffic states Q.= 1050 vehicles/h, i.e., all congested states are linearly

. i ~ unstable and oscillations will develop further upstream,
Slmulatlons show that the outflo®,,,; from the near_ly. while Qs is nonzero for the parameters of RE37].
itanonary downstream fronts of OCT and HCT satisfies pree traffic is(metastable in the overall system if it is
Qour=Qout» WhereQy,, is the outflow from fully developed (metgstable in the bottleneck region. This means that a
density clusters in homogeneous systems for the downstreabreakdown necessarily takes place if the inflQy exceeds
model parameters. If the bottleneck is not too str@nghe  the critical flow[ Q¢,(8Q) — Qrmpl, Where the linear stability
phase diagram Fig. 7, it must satisfd<<350 vehicles/l  thresholdQ/,(6Q) in the downstream region is some func-
we haveQ.,~Q/,- Then, for all types of bottlenecks, the tion of the bottleneck strength. For the IDM with the param-
congested traffic flow is given b@on= Qou— Qump~Qeye  ters chosen here, we ha@€,~Q,,, [see Fig. 4b)]. Then
—Qump, OF the condition for the maximum inflow allowing for free traf-
fic simplifies to
Qcong% Qout— Q. (18)

Extended congested traffic persists, only if the inflQuy Qin~Qou=4Q  (FT — PLCOrFF-CT), (2D)
exceeds the congested traffic fldd¢,ng. Otherwise, it dis-

solves to PLC’s. This gives the boundary i.e., it is equivalent to relatiofi19). In the phase diagram of
Fig. 7, this boundary is given by the dotted line. For bottle-
8Q~Quu—Qin (CT — PLO). (190  neck strengthsQ=350 vehicles/h, this line coincides with

that of the transition CT— PLC, in agrement with Egs.

If the traffic flow of CT states is linearly stablée., Qqongy (21 @nd (19). For larger bottleneck strengths, the approxi-

<Q¢3), we have HCT. If, for higher flows, it is linearly mationQ,,~Q/,used to derive relatiol9) is not fulfilled.

unstable but convectively stabl@conge [Qc3,Qcy], ONe has

a spatialcoexistencédCT-OCT of states with HCT near the

bottleneck and OCT further upstream. If, for yet higher V. EMPIRICAL DATA OF CONGESTED TRAFFIC

flows, congested traffic is also convectively unstable, the re- STATES AND THEIR MICROSCOPIC SIMULATION

sulting oscillations lead to TSG or OCT. In summary, the  \ye analyzed one-minute averages of detector data from

boundaries of the nonhysteretic transitions are given by 4o German freeways A5 South and A5 North near Frankfurt,
A9 South near Munich, and A8 East from Munich to

0Q~Qou~ Qcs, (HCT—HCT-OCT), Salzburg. Traffic breakdowns occurred frequently on all four
(200 freeway sections. The data suggest that the congested states
0Q~Quu— Q¢y (OCT—HCT-OCT). depend not only on the traffic situation but also on the spe-

cific infrastructure.
Congested traffic of the HCT-OCT type is frequently found On the A5 North, we mostly found pinned localized clus-
in empirical datd 7]. In the IDM, this frequent occurrence is ters(ten times during the observation perjoth addition, we
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observed moving localized clustefsvice), triggered stop- V*=(1k )~ ! of the velocity, instead of the arithmetic mean
and-go traffic(three timeg and oscillating congested traffic p=Q/V with V=(v,). Here,Q is the traffic flow(number of
(four times. vehicles per time intervgland(- - -) denotes the temporal

All eight recorded traffic breakdowns on the A9 Southaverage over all vehicles passing the detector within the
were to oscillatory congested traffic, and all emerged upgiven time interval.

stream of intersections. The data of the A8 East showed OCT The harmonic mean valug* corrects for the fact that the

with a more heavily congested HCT-OCT state propagating,asia| velocity distribution differs from the locally measured

through it. Besides_ this, we found breakdowns to HCT'QCTone[ls]. However, for better comparison with those freeway
on the A5 Southtwice), one of them caused by lane closing

e data where this information is not available, we will always
due to an external incident. In contrast, HCT states are ofte y

Use the arithmetic velocity averadkin this paper. Unfortu-
found on the Dutch freeway A9 from Haarlem to Amsterdam N )
behind an on-ramp with a very high inflofit8,37,20—22 nately, the velocity intervals of the A5 data are coarse. In

Before we present representative data for each traffic stat articular, the lowest interval ranges from 0 to 29 km/h.
ecause we used the centers of the intervals as estimates for
t

some remarks about the presentation of the data are in ordey. : . o X .
e velocity, there is an artificial cutoff in the corresponding

_ N flow-density diagram$Figs. 1db) and 1%c) below] below
A. Presentation of the empirical data the line Qun(p)=Viinp With V=10 km/h. Besides time
In all cases, the traffic data were obtained from severaseries of flow and velocity and flow-density diagrams, we
sets of double-induction-loop detectors recording, separatelglso present the data in the form of three-dimensional plots
for each lane, the passage times and velocities of all vehiclesf the locally averaged velocity and traffic density as a func-
Only aggregate information was stored. On the freeways A8ion of position and time. This representation is particularly
and A9, the numbers of cars and trucks that crossed a givamseful to distinguish the different congested states by their
detector on a given lane in each one-minute interval and thqualitative spatiotemporal dynamics. Two points are relevant
corresponding average velocities were recorded. On the fredéere. First, the smallest time scale of the collective effects
ways A5 South and A5 North, the data are available in thei.e., the smallest period of density oscillatipris of the
form of a histogram for the velocity distribution. Specifi- order of 3 min. Second, the spatial resolution of the data is
cally, the measured velocities are divided imp ranges restricted to typical distances between two neighboring de-
(n,=15 for cars and 12 for trucksand the number of cars tectors, which are of the order of 1 km. To smooth out the
and trucks driving in each range is recorded for everysmall-time-scale fluctuations, and to obtain a continuous
minute. This has the advantage that more “microscopic”function Y¢y,{x,t) from the one-minute value¥(x;,t;) of
information is given compared to one-minute averages of theletectori at timet; with Y=p, V, or Q, we applied for all
velocity. In particular, the local traffic densitp* (x,t) three-dimensional plots of an empirical quantitythe fol-
=Q/V* could be estimated using the “harmonic” mean lowing smoothing and interpolation procedure:
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FIG. 11. (a), (b) Smoothed
L spatiotemporal velocity and flow
V (km/h) AR A from the data of the traffic break-
150 down depicted in Figs. 9 and 10.
(c), (d) Corresponding IDM mi-
crosimulation with the parameter
set from Table I. The upstream
boundary conditions for velocity
and traffic flow were taken from
cross section D6. Because of the
fast relaxation of the velocity to
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— e ) . @ the model’s equilibrium value, the

~‘?§\§t§§§\§§§:\\\\§:\£~' Q(u?&gfvehmksm) S upstream boundary conditions for
= g‘g@&&\\\%&" 1500 s &;\\in'\.";.‘?‘sfzig:;\\ the empirical velocity plots(a)

50 §§§§§g§§§\\§\\§\§&t§\w 500 SN = seem to be different from the
9% \‘\3:11‘23::%:%3 18 0.5 ‘$§¢§§§§§:\$§§§:\2§§;§:‘:§§§3§3 18 simulation(c) (see main text Ho-

47 75 > 7.5 mogeneous von Neumann bound-
x (km) ary conditions were assumed
wiie downstream. The temporary lane
closing is modeled by locally in-
creasing the IDM parametdrin a
1000 m long section centered at
x=478 km during the time inter-
val 16:20 h<t=<17:30 h of the
incident.
1 (x—x;)2 and downstreaniD12) neighborhoods of the bottleneck, the
YemdX,0)== > > Y(x;tj)exg ———— amplitude of the fluctuations of traffic flow was low as well,
N Xi tj 20-)2( in . . . o .
particular, it was lower than in free traffitime series at
(t—1)2 D11 and D12 fort<16:20 h ort>18:00 h). Further up-
= 7 (22)  stream in the congested regiéD10), however, the fluctua-
207 tion amplitude increases. After the bottleneck was removed
at about 17:35 h, the previously fixed downstream front
The quantity started moving in the upstream direction at a characteristic
velocity of about 15 km/H16]. Simultaneously, the flow
NES S exd — (X_Xi)z_ (t—t)?2 23 increased to about 1600 vehicles/see Figs. 1@ and

10(g). After the congestion dissolved at about 17:50 h, the
flow dropped to about 900 vehicles/h per lane, which was the

is a normalization factor. We used smoothing times and"flow at that time. o

length scales of,=1.0 min ando,=0.2 km, respectively. Figure 1@a) shows the flow-density diagram of the lane-
For consistency, we also applied this smoothing operation t veraged _ﬁng-m|r1|}f(te data. Indagreement V‘k’]'th the. absence of
the simulation results. Unless explicitly stated otherwise, wa2r9e oscillations(like stop-and-go traffic the regions of

will understand all empirical data as lane averages. data points of free and congested traffic were clearly sepa-
rated. Furthermore, the transition from the free to the con-

gested state and the reverse transition showed a clear hyster-
esis.

Figure 9 shows data of a traffic breakdown on the A5 The spatiotemporal plot of the local velocity in Fig.(&1L
South on August 6, 1998. Sketcha® shows the section shows that the incident induced a breakdown to an extended
considered. The flow data at cross section D11 in Fig) 9 state of essentially homogeneous congested traffic. Only near
illustrate that, between 16:20 h and 17:30 h, the traffic flowthe upstream boundary were there small oscillations. While
in the right lane also dropped to nearly zero. For a short timghe upstream frontwhere vehicles entered the congested re-
interval between 17:15 h and 17:25 h the flow in the middlegion) propagated upstream, the downstream f(aritere ve-
lane dropped to nearly zero. Simultaneously, there is a shaificles could accelerate into free trajfiemained fixed at the
drop of the velocity at this cross section in all larieé Fig.  bottleneck atx~478 km. In the spatiotemporal plot of the
10(d)]. In contast, the velocities at the downstream cross sedraffic flow Fig. 11b), one can clearly see the flow peak in
tion D12 remained relatively high during the same time. Thisthe regionx>476 km after the bottleneck was removed.
suggests a closing of the right lane at a location somewhere We estimate now the point in the phase diagram to which
between the detectors D11 and D12. this situation belongs. The average infl@y, ranging from

Figures 10d) and (f) show that, in most parts of the con- 1100 vehicles/h at=16:00 h to about 900 vehicles/l (
gested region, there was little variation of the velocity. The=18:00 h) can be determined from an upstream cross sec-
traffic flow remained relatively high, which is a signature of tion that is not reached by the congestion, in our case D6.
synchronized traffid4]. In the immediate upstrearfD11) Because the congestion emits no stop-and-go waves, we con-

2 2
20 20;

B. Homogeneous congested traffic
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FIG. 12. Traffic breakdown to
oscillating congested traffic in the
®) evening rush hour of October 29,

2000 . 1998 on the freeway A9 South
¢ near Munich.(a) Sketch of the
considered section with the cross
sections D16 to D30 and their po-
sitions in kilometers. The small
on- and off-ramps between I1 and
3 12, which have been neglected in
6 7 t 00 20 0 60 80 o_ur S|mulgt|on, are |hd|cated by
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plot of the smoothed lane-
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clude that the free_ traffic in the inflow region is stable, ing the incident, we chosE’ such that the outhO\fD(’,utfrom
Qil(t)<Q51' we §st|mate th.e bot.tle.neck Str?ngi@_Q"“‘ the bottleneck agrees roughly with the data of cross section
—Qour= 700 vehicles/h by identifying the time- and lane- by At the beginning of the simulated incident, we in-
averaged flow at D11 during the~t|me of the incidéabout ..o caqT’ abruptly fromT=1.6 s toT'=5 s, and de-
900 vehicles/hwith the outflow Q, from the bottleneck, creased it linearly to 2.8 s during the time interval (70 min)
and the average flow of 1600 vehicles/h during the flow pealpf the incident. Afterwards, we again assum@d=T
(when the congestion dissolvedith the (universal dynami- =16 s.
cal capacityQq, on the homogeneous freeway the ab- The gray lines of Figs. 18)—10j) show time series of
sence of a bottleneck-producing inciderfor the short time  the simulated velocity and flow at some detector positions.
interval where two lanes were closed, we even h&@yg,  Figures 11c) and 11d) show plots of the smoothed spa-
~500 vehicles/h corresponding t6Q~1100 vehicles/h. tiotemporal velocity and flow, respectively.
(Notice that the lane averages were always carried out over Although, in the microscopic picture, the modeled in-
all three lanes, even if lanes were closdginally, we con-  crease of the safe time headway is quite different from lane
clude from the oscillations near the upstream boundary of thehanges before a bottleneck, the qualitative dynamics is es-
congestion that the congested traffic flo@con=(Qoy  Sentially the same as that of the data. In particular, we note
—58Q) is linearly unstable, but convectively stable. Thus, thethe following. (i) The breakdown occurred immediately after
breakdown corresponds to the HCT-OCT regime. the bottleneck was introduce(i) As long as the bottleneck
We simulated the situation with the IDM parameters fromwas active, the downstream front of the congested state re-
Table |, with upstream boundary conditions taken from themained stationary and fixed at the bottleneck, while the up-
data of cross section Dfcf. Figs. 10(h) and 1Qi)] and  stream front propagated further upstrediii) Most of the
homogeneous von Neumann downstream boundary condéongested region consisted of HCT, but oscillations appeared
tions. We implemented the temporary bottleneck by locallynear the upstream front. The typical period of the simulated
increasing the model paramefeto some valud’>Tinal  oscillations &3 min), however, was shorter than that of the
km long section centered around the location of the incidentmeasured data~8 min). (iv) As soon as the bottleneck was
This section represents the road section actually closed anémoved, the downstream front propagated upstream with
the merging regions upstream and downstream from it. Durthe well-known characteristic velocity,=15 km/h, and
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inflow boundary conditions, we used the traffic flow data of cross
section D20. Homogeneous von Neumann boundary conditions
were assumed at the downstream boundary. The inhomogeneit
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there was a flow peak in the downstream regions until the 18

congestion had dissolvddf. Figs. 1@c), 10(e), and 11d)].
During this time interval, the velocity increasgcadually to
the value for free traffic.

Some remarks on the apparently nonidentical upstrearn
boundary conditions in the empirical and simulated plots of
Figs. 11a) and 11c) are in order. In the simulation, the
velocity relaxes quickly from its prescribed value at the up- 35
stream boundary to a value corresponding to free equilibrium y (i)
traffic at the given inflow. This is a rather generic effect
which also occurs in macroscopic mod¢ls’]. The relax-
ation takes place within the boundary region,3-0.6 km
needed for the smoothing procedu&?) and is, therefore, FIG. 14. Oscillating congested traffic on an uphill section of the

not visible in the figures. Consequently, the boundary Condlfreeway A8 Eastnear Munich. (a) Sketch of the section with the
tions for the velocity look different, although they have beencross sections D15 to D24 and their positions in kilometé.
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taken from the data. In contrast, the traffic flow cannot relaxsmoothed lane-averaged empirical velocity. An incident leading to

because of the conservation of the number of vehicl€s  a temporary lane closing between D23 and O@dar the down-
and the boundary conditions in the corresponding empiricastream boundaries of the plpisduces even denser congested traf-
and simulated plots look, therefore, consistésee Figs. fic that propagates through the OCT regigo. Microsimulation

11(b) and 11d)]. These remarks also apply to all other simu-using the data of cross sections D15 and D23 as upstream and

lations below.

C. Oscillating congested traffic

downstream boundary conditions, respectively. The uphill section is
modeled by linearly increasing the safe time headway ffom
=1.6 s(for x<39.3 km) toT’=1.9 s(for x>40.0 km). As in
the previous microsimulations, the velocity near the upstream

We now present data from a section of the A9 South neagoundary relaxes quickly and, therefore, seems to be inconsistent
Munich. There are two major intersections I1 and 12 with with the empirical valueg¢see main tejt

other freewayqcf. Fig. 12a)]. In addition, the number of

lanes is reduced from three to two downstream of 12. Ther@CT in comparison with triggered stop-and-go waves. The
are three further small junctions between |1 and |2 which didclusters propagated upstream at a remarkably constant veloc-
not appear to be dynamically relevant. The intersectionsity of 15 km/h, which is nearly the same propagation velocity
however, were major bottleneck inhomogeneities. Virtuallyas that of the detached downstream front of the HCT state
on each weekday, traffic broke down to oscillatory congestedescribed above.

traffic upstream of intersection I2. In addition, we recorded Figure 1Zc) shows the flow-density diagram of this con-
two breakdowns to OCT upstream of |1 during the observagested state. In contrast to the diagram Fig(biGor the

tion period of 14 days.

HCT state, there is no separation between the regions of free

Figure 12b) shows a spatiotemporal plot of the smoothedand congested traffic. On investigating flow-density dia-
velocity of the OCT state occurring upstream of 12 duringgrams of many other occurrences of HCT and OCT, it turned
the morning rush hour of October 29, 1998. Oscillations without that this difference can also be used to empirically dis-
a period of about 12 min are clearly visible in both the timetinguish HCT from OCT states.

series of the velocity data, Figs. @2—12f), and the flow,
Figs. 12g)—12(). In contrast to the observations of RE?],

Now we show that this breakdown to OCT can be quali-
tatively reproduced by a microsimulation with the IDM. As

the density waves apparently did not merge. Furthermordn the previous simulation, we used empirical data for the
the velocity in the OCT state rarely exceeded 50 km/h, i.e.upstream boundary condition6Again, the velocity relaxes
there was no free traffic between the clusters, a signature @fuickly to a local equilibrium, and for this reason only it
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FIG. 16. Smoothed spatiotemporal plot of the traffic density
0 : : . . . . . showing the coexistence of a pinned localized cluster with moving
0 10 20 30 40 50 60 70 80 localized clusters in an IDM simulation. The PLC is positioned at a
P (units of vehicles/km) road section with locally increased capacity corresponding to a
150 . i . . bottleneck strengtld#Q = — 300 vehicles/h, which can be identified
N D6 (471.4 km) with the region between the off- and on-ramps of intersection 12 in
§ 100 " Fig. 15a). It was produced by locally decreasing the IDM param-
< s0 | | eterT from 1.9 stoT'=1.6 sin a 400 m wide section centered at
= () x=480.8 km, and increasing it again frofi to T in a 400 m wide
0 4 i : section centered at=480.2 km. The initial conditions correspond
ek 15 16 to equilibrium traffic of flow Q;,=1390 vehicles/h, on which a
150 F : . T . triangular-shaped density peakwith maximum density 60
= D13 (478.9 km) © vehicles/km ak=480.5 km and total width 1 kjrwas superposed
T 100 - ] to initialize the PLC. As upstream boundary conditions, we as-
f 50 sumed free equilibrium traffic with a constant infla@y, of 1390
vehicles/h. As downstream boundary conditions for the velocity, we
0 1'4 1'5 1'6 used the value for equilibrium free traffic most of the time. How-
ever, for two five-minute intervals at 14:20 h and 15:40 h, we re-
150 F T ; ; ] duced the velocity to =12 km/h to initialize the MLCs(b) Flow-
= D18 (482.9 km) density diagram of virtual detectors located at the position
E 100 =480.2 km(PLC), and 2.2 km downstream of {(MLC). Again,
S 50 the time intervals where density waves passed through the PLC
A were omitted in the*virtual” ) data points for the PLC. The thin
0 14 15 16 solid curve indicates the equilibrium flow density relation and the
() thick solid line J characterizes the outflow from fully developed

FIG. 15. Data of two moving localized clusters and pinned lo-

calized clusters on the freeway A5 North near Frankfi@tSketch
of the infrastructure with the positions of the cross sections D5—
D16 in kilometers(b) Spatiotemporal plot of the densitic) Flow-

density clusters to free trafficf. Ref.[7]), both forT=1.9 s.

looks different from the dataWe implemented the bottle-
neck by locally increasing the safe time headway in the
downstream region. In contrast to the previous simulations,
the local defect causing the breakdown was a permanent in-
homogeneity of the infrastructurgmamely, an intersection

density diagram for detector D6, where there are only stop-and-g@nd a reduction from three to two lanesther than a tem-

waves (), and for detector D13@®@), where we have omitted data
points during the time intervals when the MLCs passed(ty-(f)
Temporal evolution of the velocitjone-minute dateat the location
of the PLC at D13, and upstreaf@18) and downstreantD6) of it.

porary incident. Therefore, we did not assume any time de-
pendence of the bottleneck. As upstream boundary condi-
tions, we chose the data of D20, the only cross section where
there was free traffic during the whole time interval consid-
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ered here. Furthermore, we used homogeneous von Neu-
mann boundary conditions at the downstream boundary.
Without assuming a higher-than-observed level of inflow,
the simulations showed no traffic breakdowns at all. Obvi-

45 s avg. (x=-3'km) ——
Q, (Cars)
Q. (gl"rucks) -—

1500

Flow (units of vehicles/h)

ously, on the freeway A9 the capacity per lane is lower than 1000

on the freeway A5(which is several hundred kilometers

away). This lower capacity has been taken into account by a 300 ¢

site-specific, increased value 3=2.2 s in the upstream -~

region x<—0.2 km. An even higher value of'=25 s 00/ 20 40 6‘0 8‘0 1(;0‘ 20

was used in the bottleneck regian-0.2 km, with a linear 0 (units of vehicles/km)

increase in the 400 m long transition zone. The correspond-

ing microsimulation is shown in Fig. 13. FIG. 17. Flow-density diagram of a HCT state of single-lane

In this way, we obtained qualitative agreement with theheterogeneous traffic consisting of 70% “cars” and 30% “trucks.”
A9 data. In particular, we note the following points. Traf- ~ Trucks are characterized by lower IDM parametegsanda, and a
fic broke down at the bottleneck spontaneously, in contrast térger T compared to cars. The solid and dashed curves give the
the situation on the A5(ii) Similar to the situation on the equilibrium flow-density relations for traffic consisting only of cars
A5, the downstream front of the resulting OCT state was2nd trucks, respectively. For details, see RR8T].
fixed at the bottleneck while the upstream front propagated
further upstream(iii) The oscillations showed no mergers  The OCT state caused by the uphill gradient had the same
and propagated with velocity of about 15 km/h in the up-qualitative properties as that on the A9 South. In particular,
stream direction. Furthermore, their period (8—-10min) iSthe breakdown was triggered by a short flow peak corre-
comparable with that of the data, and the velocity in the OCTsponding to a velocity dip in Fig. 18), the downstream

region was always much lower than that of free traffie)  qn was stationary, while the upstream front moved, and all
After about 1.5 h, the upstream front reversed its propagatiogggijations propagated upstream with a constant velocity.
direction and eventually dissolved. The downstream front al,o .ombined HCT-OCT state caused by the incident had

ways rgmal_ned fixed at the Pef”?"?‘”e”t inhomogeneity. Slr‘Cgﬁmilar properties to that on the A5 South. In particular, there
at no time is there a clear transition from congested to free

traffic in the region upstream of the bottlene@om which was HCT near the location of the incideqt, corresponding to

one could determin®,,; and compare it with the outflow the. down_strgam boundary of the velocity plot Fig (4

oy~ Q" from the bottleneck an estimate of the empirical while oscillations developed further upstream. Furthermore,
out™ “out

AT similarly to the incident on the A5, the downstream front
bottleneck strengthQq,— Qo) is difficult. Only at D26, for 054 4ated upstream as soon as the incident was cleared. The

times around 10:00 h, is there a region where the vehicles; i cjearly shows that the HCT-OCT state propagated seem-
accelerate. Using the corresponding traffic flow as a coarSﬁ*1gly unperturbed through the OCT state upstream of the

estimate forQ,,;, and the minimum smoothed flow at D26 : :
! o, . : permanent uphill bottleneck. The upstream propagation ve-
(occurring betweet~8:00 h and 8:30 has an estimate for locity vy=15 km/h ofall perturbations in the complex state

, -
Qqu, leads to an empirical bottleneck strengi of 400 was remarkably constant, in particular that (©f the up-

Vﬁglscéez/ig‘ ;;?T']S : C%nsﬁéﬁévg:thegﬁﬁn;%r EEgITheecl)rr]e:iT:e tream and downstream fronts separating the HCT-OCT state
b g g. 7 ' 9 rom free traffic,(for x>40 km att~17:40 h and 18:10 h,

pottlepeck strength directly from the differencE{T"), us- respectively, (i) the fronts separating the HCT-OCT from
ing Fig. 5, would lead to a smaller value. To obtain full he OCT state (35 kmix=<40 km), and(iii) the oscilla-

quantitative agreement, it would probably be necessary t lons within both the HCT and HCT-OCT states. In contrast,
calibrate more than just one IDM parameter to the site-

o RS ) - the propagation velocity and direction of the front separating
specific driver-vehicle behavior, or to explicitly model the the OCT from free traffic varied with the inflow.
bottleneck by on- and off-ramps.

We simulated this scenario using empiricélane-
averagedl data for both the upstream and downstream
boundaries. For the downstream boundary, we used only the

Figure 14 shows an example of a more complex trafficvelocity information. Specifically, when, at some tirhea
breakdown that occurred on the freeway A8 East from Mu-simulated vehicler crosses the downstream boundary of the
nich to Salzburg during the evening rush hour on Novembesimulated sectioxe[0,L], we set its velocity to that of the
2, 1998. Two different kinds of bottleneck were involvéd:  data,v,=Vpis(t), if X,=L, and use the velocity and posi-

a relatively steep uphill gradient froox=38 km to x  tional information of this vehicle to determine the accelera-
=40 km(“Irschenberg”), and(ii) an incident leading to the tion of the vehiclea+1 behind. Vehiclex is taken out of
closing of one of the three lanes between the cross sectiortBe simulation as soon as vehicte+1 has crossed the
D23 and D24 fromt=17:40 h untilt=18:10 h. The inci- boundary. Then the velocity of vehiclex(-1) is set to the
dent was deduced from the velocity and flow data of theactual boundary value, and so on. The downstream boundary
cross sections D23 and D24 as described in Sec. IV B. As eonditions are relevant only for the time interval around
further inhomogeneity, there is a small junction at about =18:00 h when traffic near this boundary is congested. For
=41.0 km. However, since the ramp flows involved wereother time periods, the simulation result is equivalent to us-
very small, we assumed that the junction had no dynamicahg homogeneous von Neumann downstream boundary con-
effect. ditions.

D. Oscillating congested traffic coexisting with jammed traffic
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We modeled the stationary uphill bottleneck in the usualurdays to Wednesdays, where the traffic flows were at least
way by increasing the parameté&rto a constant valugd”’ 10% lower compared to the reference day. As will be shown
>T in the downstream region. The incident was already rebelow, for complex bottlenecks like intersections, the coex-
flected by the downstream boundary conditions. Figurfg)14 istence of MLCs and PLCs is possible only for flows just
shows the simulation result in the form of a spatiotemporakbove those triggering pure PLCs, but below those triggering
plot of the smoothed velocity. Notice that, by using only theOCT states. So, we have, with increasing flows, the sequence
boundary conditions and a stationary bottleneck as specifieT, PLC, MLC-PLC, and OCT or TSG states, in agreement
information, we obtained qualitative agreement of nearly allwith the theory.
dynamical collective aspects of the whole complex scenario Now we discuss the traffic breakdowns on August 7, 1998
described above. In particular, for all timés<17:50 h, in detail. Figure 1&) shows the situation frorh=13:20 h
there was free traffic at both upstream and downstream détntil 17:00 h in the form of a spatiotemporal plot of the
tector positions. Therefore, the boundary condititthe de- smoothed density. During the whole time interval, there was
tector data did not contain any explicit information about @ Pinned localized cluster at cross section D13. Before
the breakdown to OCT inside the road section, which never=14:00 h, the PLC state showed distinct oscillations

theless was reproduced correctly as an emergent phenofPPLO. while it was essentially stationafHPLC) after-
enon. ward. Furthermore, two moving localized clusters of un-

known origin propagated through nearly the whole displayed
section and also through a 10 km long downstream section
(not shown herg giving a total of at least 30 km. Remark-
Finally, we consider a 30 km long section of the A5 North ably, as they crossed the PLC at D13, neither of the con-
depicted in Fig. 169). On this section, we found one or more gested states seemed to be affected. This complements the
traffic breakdowns on six out of 21 days, all of them Thurs-observations of Ref23], describing MLC states that propa-
days or Fridays. On three out of 20 days, we observed one @ated unaffected through intersections in the absence of
more stop-and-go waves separated by free traffic. The stof?LCs. As soon as the first MLC state reached the location of
and-go waves were triggered near an intersection and agredte on-ramp of intersection 11xE488.8 km,t~15:10 h),
qualitatively with the TSG state of the phase diagram. Orit triggered an additional pinned localized cluster, which dis-
one day, two isolated density clusters propagated through theolved at~16:00 h. The second MLC dissolved as soon as
considered region and did not trigger any secondary clusterg, reached the on-ramp of 11 &=16:40 h.
which is consistent with moving localized clusters and will  Figure 15%c) demonstrates that the MLC and PLC states
be discussed below. Moving localized clusters were obhave characteristic signatures in the empirical flow-density
served quite frequently on this freeway sectj@3]. Again, diagram also. As is the case for HCT and OCT, the PLC
they have a constant upstream propagation speed of about &fate is characterized by a two-dimensional flow-density re-
km/h, and a characteristic outfloj26]. In addition, we gime (open squaresIn contrast to the former states, how-
found four breakdowns to OCT, and ten occurrences ogver, there is no flow reductiofcapacity drop with respect
pinned localized clusters. The PLC states emerged either &b free traffic(black bullets. As is the case for flow-density
the intersection I1(Nordwestkreuz Frankfurt or 1.5 km  diagrams of HCT compared to OCT, it is expected that
downstream of intersection I@Bad Homburg at cross sec- HPLCs are characterized by an isolated region, while the
tion D13. Furthermore, the downstream fronts of all fourpoints of an OPLC lie in a region which is connected to the
OCT states were fixed at the latter location. region for free traffic. During the periods where the MLCs
On August 6, 1998, we found an interesting transitioncrossed the PLC at D13, the high traffic flow of the PLC
from an OCT state whose downsteam front was at D13 to atate dropped drastically, and the traffic flow had essentially
TSG state with a downstream front at intersectioiD45). the property of the MLC[see also the velocity plot Fig.
Consequently, we conclude that, around detector D13, thergs(e)]. Therefore, we omitted in the PLC data the points
is a stationary flow-conserving bottleneck with a strongercorresponding to these intervals.
effect than the intersection itself. Indeed, there is an uphill The black bullets for densitigs>30 vehicles/km indicate
section and a relatively sharp curve at this location of the A%he region of the MLQor TSG states. Due to the aforemen-
North, which may be the reason for the bottleneck. The sudtioned difficulties in determining the traffic density for very
den change of the active bottleneck on August 6 can be edew velocities, the theoretical lind given by Q;(p) =Qou
plained by perturbations and the hysteresis associated With (Quu— Qjam) (P — Poud/ (Pjam— Pou) [S€€ Ref[7] and Fig.
breakdowns. 15(b)] is hard to find empirically. In any case, the data sug-
The different types of traffic breakdown are consistentgest that the linel would lie below the PLC region.
with the relative locations of the traffic states in the To simulate this scenario it is important that the PLC
(Qin,0Q) space of the phase diagram in Fig. 7. Three of thestates occurred in or near the freeway intersections. Because
four occurrences of OCT and two of the three TSG statest both intersections the off-ramp is upstream of the on-ramp
were on FridaygAugust 14 and August 21, 1998n which  [Fig. 15a)], the local flow at these locations is lower. In the
traffic flows were about 5%igherthan on our reference day following, we will investigate the region around 12. During
(Friday, August 7, 1998 which will be discussed in detail the time interval considered, the average traffic flow of both
below. Apart from the coexistent PLCs and MLCs observedhe on-ramp and the off-ramp was about 300 vehicles per
on the reference day, all PLC states occurred on Thursdaybpur and lane. With the exception of the time intervals, dur-
where average traffic flows were about %8#erthan on the ing which the two MLCs pass by, we have about 1200 ve-
reference day. No traffic breakdowns were observed on Sahicles per hour and lane at [D15), and 1500 vehicles per

E. Pinned and moving localized clusters
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hour and lane upstrarfD16) and downstreantD13) of 12. the outflow of MLCs is equal to their inflo\iin this regime,
This corresponds to an increase of the effective capacity biILCs are equivalent to “narrow” clusters; cf. Reff26]),
8Q~ —300 vehicles per hour and lane in the region betweerthe passage of the MLC does not change the traffic flow at
the off-ramp and the subsequent on-ramp. the position of the PLC, which can, therefore, persist as well.
In the simulation, we captured this qualitatively by de- We performed several simulations varying the inflow
creasing the paramet@&rin a sectiorx e [ X;,X,] upstream of  within the range where PLCs are possible. For smaller in-
the empirically observed PLC state. The hypothetical bottleflows, the dissipation distance became smaller than (
neck located at D13, i.e., about 1 km upstream of the on-—x,), and the moving localized cluster was absorbed within
ramp, was neglected. Using real traffic flows as upstream anghe inhomogeneity. An example of this can be seen in Fig.
downstream boundary conditions and varying only the modei 5(h) att~16:40 h andk~489 km. Larger inflows lead to
parameteﬂ' W|th|n and OUtSide the intersection, we COUId not an extended OCT state upstream of the Capacity_increasing

obtain satisfactory simulation results. This is probably beefect, which is also in accordance with the observations.
cause of the relatively high and fluctuating traffic flow on

this highway. It remains to be shown if simulations with
other model parameters can successfully reproduce the em-
pirical data when applying real boundary conditions. Now In this paper, we investigated to what extent the phase
we show that the maiualitative feature on this highway, diagram Fig. 7 can serve as a general description of collec-
namely, the coexistence of pinned and moving localizedjye traffic dynamics in open, inhomogeneous systems. The
clusters, can, nevertheless, be captured by our model. Fefiginal phase diagram was formulated for on-ramps and re-
this purpose, we assume a constant inflQy=1390 ve-  sulted from simulations with macroscopic mod¢ist, 10.
hicles per hour and lane to the freeway, with the correspondBy simulations with a car-following model we showed that
ing equilibrium velocity. We initialize the PLC by a one can obtain the same phase diagram from microsimula-
triangular-shaped density peak in the initial conditions, andions. This includes even such subtle details as the small
initialize the MLCs by reducing the velocity at the down- region of tristability. The proposed intelligent driver model is
stream boundary tv=12 km/h during two five-minute in-  simple, has only a few intuitive parameters with realistic
tervals(see the caption of Fig. 16 values, reproduces a realistic collective dynamics, and also
Again, we obtained qualitative agreement with the ob-leads to plausible “microscopic” acceleration and decelera-
served dynamics. In particular, the simulation showed that afion behavior of single drivers. An interesting open question
increase of the local capacity in a bounded region can alsg whether the phase diagram can be reproduced with cellular
lead to pinned localized clusters. Furthermore, the regions afutomata also.
the MLC and PLC states in the flow-density diagram were e generalized the phase diagram from on-ramps to other
reproduced qualitatively, in particular, the coexistence ofkinds of inhomogeneities. Microsimulations of a flow-
pinned and moving localized clusters. We did not observeonserving bottleneck realized by a locally increased safe
such a coexistence in the simpler system underlying théme headway suggest that, with respect to collective effects
phase diagram in Fig. 7, which did not include a seconthutside the immediate neighborhood of the inhomogeneity,
low-capacity stretch upstream of the high-capacity stretch. all types of bottlenecks can be characterized by a single pa-
To explain the coexistence of PLCs and MLCs in therameter, the bottleneck strength. This means that the type of
more complex system consisting of one high-capacity stretciraffic breakdown depends essentially on the two control pa-
in the middle of two low-capacity stretches, it is useful to rameters of the phase diagram only, namely, the traffic flow
interpret the inhomogeneity not in terms of a local capacityand the bottleneck strength. However, in some multistable
increase in the regiore [X;,X;], but as a capacitglecrease  regions, the historyi.e., the previous traffic dynamicsnat-
for x<<x; andx>Xx,. (For simplicity, we will not explicitly  ters as well. We checked this also by macroscopic simula-
include the 400 m long transition regions of capacity in-tions with the same type of flow-conserving inhomogeneity
crease ak, and decrease ab in the following discussion.  and with microsimulations using a locally decreased desired
Then the locatiorx=x, can be considered as the beginningvelocity as the bottleneck37]. In all cases, we obtained
of a bottleneck, as in the system underlying the phase diagualitatively the same phase diagram. What remains to be
gram. If the width &,—Xx;) of the region with locally in- done is to confirm the phase diagram also for microsimula-
creased capacity is larger than the width of PLCs, such clusions of on-ramps. These can be implemented either by ex-
ters are possible under the same conditions as in the standagticit multilane car-following models[35,6Q, or, in the
phase diagram. In particular, traffic in the standard system ifamework of single-lane models, by placing additional ve-
stable in regions upstream of a PLC, which is the reason whtjicles in suitable gaps between vehicles in the “ramp” re-
any additional MLC, triggered somewhere in the down-gion.
stream regiorx>x, and propagating upstream, will vanish By presenting empirical data of congested traffic, we
as soon as it crosses the PLCxatx,. However, this disap- showed that all congested states proposed by the phase dia-
pearance is not instantaneous, but the MLC will continue tggram were observed in reality, among them localized and
propagate upstream for an additional flow-dependent “dissiextended states, which can be stationary as well as oscilla-
pation distance” or “penetration depth.” If the widthx{  tory, and furthermore moving or pinned localized clusters.
—Xy) is smaller than the dissipation distance for MLCs, The data suggest that the typical kind of traffic congestion
crossing MLCs will not fully disappear before they reach thedepends on the specific freeway. This is in accordance with
upstream regiox<<x,. There, traffic is metastable again, so other observations, for example, moving localized clusters
that the MLCs can persist. Since, in the metastable regimen the A5 North[23], or homogeneous congested traffic on

V. CONCLUSION
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the A5 SoutH4]. In contrast to another empirical stuly], German and Dutch freeways investigated by us, there were
the frequent oscillating states in our empirical data did noonly four casesamong them the two moving localized clus-
show mergings of density clusters, although these can bters in Fig. 13 where we could not explain the breakdowns
reproduced with our model with other parameter valig&. by some sort of stationary bottleneck within the road sections
The relative positions of the various observed congesteéPr which data were available to us. Possible explanations for
states in the phase diagram were consistent with the theoréfle€ breakdowns in the four remaining cases are not only
ical predictions. In particular, when increasing the traffic SPontaneous breakdowf8], but also breakdowns triggered
flow on the freeway, the phase diagram predibigsteretip Py @ nonstationary perturbation, e.g., moving “phantom
transitions from free traffic to PLCs, and then to extendecPolllenecks” caused by two trucks overtaking each other
congested states. By ordering the various forms of conge _58], or'lnhomogenemes outS|_de the considered sections. Our
tion on the A5 North with respect to the average traffic ﬂOW’S|muIat|ons showed that stationary downstream fronts are a

the observations agree with these predictions. Moreovers,igg_at'“'lrle of nonmtl)c;/ing bl_ottl_en?cks. d h llect
given an extended congested state and increasing the bottlg— inally, we could qualitatively reproduce the collective
neck strength, the phase diagram predigisnhysteretic namics of.severgl rather compllex traﬁ!q breakdowns by
transitions from triggered stop-and-go waves to OCT, an icrosimulations with the IDM, using empirical data for the
then to HCT. To show the qualitative agreement with the oundary cond!tlons. We varied onlysinglemodel param-
data, we had to estimate the bottleneck streng@h This eter, the safe time headway, to adapt the model to the indi-

was done directly by identifying the bottleneck strength withidua! capacities of the different roads, and to implement the
ramp flows, e.g.. on the A5 North, or indirectly, by compar- bottlenecks. We also performed separate macrosimulations
ing the outflows from congested traffic with and without a With the GKT model and could reproduce the observations as

bottleneck, e.g., for the incident on the A5 South. With OCTweII. Because both models are effective-single-lane models,
and TSG o’n ih.é AB North. but HCT on the A5 Sc;uth wherethis suggests that lane changes are not relevant to reproduc-
i ’ ing the collective dynamics causing the different types of

the bottleneck strength was much higher, we again obtainely ted traffic. Furth 4 identical

the right behavior. However, one needs a larger base of da ngested traffic. Furthermore, we assumed identcal ve-

to determine an empirical phase diagram, in particular wit |clgs.and therefore conclude that th? heterogelnelty of re.al
y affic is also not necessary for the basic mechanism of traffic

its boundaries between the different traffic states. Such bility. W h h h lained
phase diagram has been proposed for a Japanese highV\)tha llity. We expect, however, that other yet unexplaine
pects of congested traffic require a microscopic treatment

[12]. Besides PLC states, many breakdowns on this freewa ¢ both mult rafi d het raffic. Th
lead to extended congestion with fixed downstream and up- oth multiane traffic and helerogeneous traftic. 1nese as-
ects include the wide scattering of flow-density data

stream fronts. We did not observe such states on Germ 20 Fig. 17 the d e £ ol ; 659
freeways and believe that the fixed upstream fronts were the )(see 9. Y’.t e description of platoon ormatu{ ],
and the realistic simulation of speed limf&7], for which a

result of a further inhomogeneity, but this remains to be in- ) L .
vestigated multilane generalization of the IDM seems to be promising
y [60].
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