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Hysteresis studies in a noisy autoassociative neural network

Renuka Rai and Harjinder Singh
Department of Chemistry, Panjab University, Chandigarh-160014, India
(Received 19 August 1999

We define magnetization for a noisy autoassociative neural network driven by an external periodic field.
Numerical simulations are carried out to investigate the effect of drive amplitude and frequency and noise
strength on the area of the hysteresis loop. We observe that in the presence of weak periodic signal, the
network exhibits a maximum in the hysteresis loop area at a nonzero noise intensity indicating maximum
synchronization between the periodic signal and the response. It also goes through a maximum as a function of
signal frequency.

PACS numbefs): 87.10:+e, 05.40-a, 05.45-a, 75.60.Ej

The role of noise and nonlinearity in periodically driven gate the hysteresis behavior of this network. The model con-
multistable systems has been a subject of recent intgkgst sists of a network made of globally coupled binary neurons
A commonly observed nonequilibrium phenomenon is hyswith activation level 0 and 1. There are two groups of neu-
teresis which reflects how the system responds to the extefonsny andny, each of which is associated with one of the
nal field sweep[2,3]. There have been many attempts totwo stable states. The two groups of neurons are mutually
Study the hysteresis phenomenon, both experimer[t@“.ﬁ] exclusive, i.e., the excitation Of one grpup must |nh|b|t the
as well as theoretically and numericaly—16]. It is often  Other group. The energy function for this network is
modeled using a system of differential equations that display
discontinuous bifurcation§7]. Rao et al. [9] have studied E——
hysteresis in $)2 and (¢?)® model and lattice spin sys-
tems. They observed a power law dependence of the area of . o _ .
the hysteresis loop on the amplitude and frequency of th&hereS is the activation of the " neuron andW;; is an
external field. Their results are consistent with the experi€lément of synaptic connection matrix. The connection ma-
mental studies on ferroelectrifp4] and charge density waves X is made up of four parts: two square blocks representing
[5]. Mahato and Shendi2] have explained hysteresis using the positive(excitatory connections withimy a_nd Ny and
a first-passage time formalism. They observed that the hydWO rectangular blocks representing the negatimbibitory)
teresis loop area shows a stochastic resonance behavior wiffferconnections linking the two groups. We will mimic a
respect to the noise strength. Mahato and Jayannfidar symmetric bistable system using this model, so the connec-
have used the master equation approach to obtain magneions @mong the neurons within each group are taken to be of
zation and obtained similar results. Apart from these model£dual strength ). The interconnections between the two
theoretical studies of hysteresis have been performed on se§fOUPS are taken to be of negative strengtiT) because it
eral other models. These include mean field calculation of & inhibitory. It has been shown that this value of energy can
kinetic Ising mode[12], Monte Carlo simulations of spip-  °€ Simplified to
Ising model [9,10], dissipative quantum systemgl4], 1 1
bistable map$15], and neural networkgL6)]. E=— =x(x—1)m— =y(y—1)m+xyr, )

In this Brief Report, we study hysteresis in a noisy autoas- 2 2
sociative neural network which has previously been shown ) ) _
to be an accurate model of the bistable perceptual procedd1€re the network hasactive neurons in the populatiary
involved in the interpretation of ambiguous figurkk7]. ~ @ndy active neurons in the populatior,. _
Studies of the perception of ambiguous figures is character- | "€ System evolves according to a modified hopfield dy-
ized by noisy bistable dynami¢48] and it has been estab- namical rule[21]. Initially the system is present in one qf a
lished that noise can improve the performance of certain neJ@ndomly chosen state. An external perturbation is intro-
ral networkg19]. In the presence of a subthreshold periodicduced in the form of a small additive perturbation to the
drive, it has been shown by Riani and Simmon¢@6] that ~ €N€r9y
the signal to noise ratio of the output goes through a maxi- 1 N
mum as a function of noise intensity, which is a signature of __ - s
the phenomenon of stochastic resonance. In order to under- E 2 .21 ,Zl SWiSj+a(t)
stand the kinetics aspects of the phenonmenon, i.e., how the
system responds to the external periodic drive, we investiwherea(t) is an external sinusoidal drive with amplitude

and frequency) and the summation is extended over all the
neurons in the populations, andny . During alternate half
*Electronic address: laltu@panjabuniv.chd.nic.in cycle, the field favors the activation of one population and
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the inhibition of the other. Trajectories generated during one 03 I —
half cycle then preferentially migrates toward one stable state ()
and toward the other state on alternate half cycles. Thus the 025 7
possibility to realize one of the states is periodically modu-
lated. 02 1 T
The network is asynchronously updated at each time step
by changing the activation levels &, randomly chosen (T} 015 iy
neurons. After each update, a new value of the energy is
calculated, and the resulting state is either accepted or re- i )
jected according to the following rule: accept with probabil-
ity one if AE<O0, accept with probabilityp=exp(—AE/ 'OO5W P‘ |
ksD) if AE=0, whereD is the temparaturéor noise. This o Lk ’h L H,v‘ ,ﬁ\,, "
procedure is the Metropolis algorithf22]. In this way the 001 2 3 4 5 6 7 & 9 10
effect of noise has been accounted for by the simulation. t/To
To begin with, att=0, the system is present in a ran- 0.14 S
domly chosen state, i.enyy neurons of kind X andyg (b)
neurons of kindY. For a givenA, (), andD, the trajectory 0.12 -
evolves according to the rules explained earlier and the resi-
dence time distributionéRTD), p1(T) andp,(T) in well one 0.1 1
and two, respectively, have been obtained; lilenotes the 0.08 4
sequence of escape times, then the normalized distribution of p12(T)
quantities T(i)=t;—t;_,, represents the RTDFig. 1(a)]. 0.06 - .
The escape events directly give escape field distributions
p1(a(t)) andp,;(a(t)). The quantityp;.(a(t)) is the distri- 0.04 - 1
bution of the field values(t) at which the passage takes 002 L
place from well 1 to well 2[Fig. 1(b)]. The distributions
p1(a(t)) andp,q(a(t)) determine the evolution of the frac- 0 — 1
tion of population in thath well, m;(t), from the ¢—1)th 0 01020304 t(/]jéo 06070809 1
step as
0.1 . ‘
C
m(t)=m(t—1)~ py@(t—1)m(t—1) ©
0.06 - |
+pji@t—1)m(t—1), 4
wherei=1,2; j=1,2 andi #j. 0.02 - 7
It is observed thaim;(t) is periodic, i.e.,m;(t)=m;(t m(a)
+Ty), whereTy is the time period of the drive. Therefore we 002 F -
can considem; and m, to be functions of field. We have
defined magnetization as the difference between the fractions 006 - |
of the population in the two wells, i.e., '
w
0.1 I 1 I I
m(a)=my(a)—my(a). 5 02 01 01 02

As shown in Fig. 1c), the plot ofm(a) vsa(t) is a closed . . o .
loop. This hysteresis loop has been obtained using escape F'G- 1. (@ The residence time distributiopy(T) in well one.
field distributions which contain the information of all the () The distributionp,;(a) of the field valuea(t) at which the
peaks in the RTD. When the RTD show sharp peaks at passage from well 1 to 2 takes p_IaCe). Th_e corresponding hyster-
o _ . esis loopm(a) for A=0.225 (arbitrary unit3, D=0.4 (scaled for
=(n—1/2)T, wheren=1,2,3... [Fig. 1(@], the escape ko—1.0). andQ) = 1/32 (arbitrary units
field distribution will show one sharp peak at= — A [Fig. BT Eh y '
1(b)]. Thus when there is maximum synchronization, we get
a rectangular hysteresis loop with maximum area. Similarlytained in one cycle and averaging is done on many cycles
when the passage takes place all over the period, there isjast to remove the fluctuations.
continuous variation om(a), instead of a sudden jump. So  We have carried out numerical simulations for various
the hysteresis loop has a very small area. Thus hysteresiglues ofw andD and obtained residence time distributions,
loop area reflects the degree of synchronization of the passcape time distributions, and magnetizatiofa). The de-
sage across the barrier with the input signal. Instead of calendence of the hysteresis loop on noise strength and drive
culating the magnetization as the difference between th&equency is studied. In all our calculations we take the same
populations of the two wells, we use this procedure becausealues as used by Riamit al. in Ref. [20], i.e., m=0.02,
it involves observing the system over many cycles of ther=0.04, and the total number of neurons,{ ny) are 40.
drive. In contrast, in the other procedures which do not in- The hysteresis loop area is found to show a maximum as
volve the master equation approach, hysteresis loop is ola function of noise strengtb (Fig. 2). Since the signal is
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FIG. 2. Area of the hysteresis logarbitrary unit$ as a function 0.1 — — T
of noise intensityD (scaled forkg=1.0) for A=0.25 (arbitrary 0.09 () g: 1;20
: . . ; . =1/60 —
units) for different frequenciesarbitrary units. 0.08 Q=1/160 — -
0.07 -
. 0.06 =
subthreshold, for very lovD the system may not switch to () 005 |
the other well. But as the noise is increased, it aids the sys- 2 ’
tem to flip to the other well. This is most likely when the 0.04 T
signal is at its peak. For larger noise, since the flips can occur 0.03 n
almost all the time, the regularity is reduced. Therefore, the 0.02 .
passage between the wells is most synchronized for some 0.01 ;'
optimum value of® where the maximum in hysteresis loop i

area is observed.
In Fig. 3 we show the frequency dependence of hystersis

0

0 010203040506 070809 1
t/To

loop area. It goes through a maximum as a function of the g5 4 (a) Residence time distributiop,(T) and (b) escape

drive frequency. For a very high frequency of the drive, aregie|q gistribution p,,(a) as a function of scaled timgT, for A
approaches zero. A possible explanation for this observation g 25 (arbitrary units andD = 0.5 (scaled forkg=1.0).

is given below.

As shown in Fig. 4a), for very low frequencies, most of
the jumps take place even before the external drive has itgverage number of cycles the particle takes to cross the bar-
peak value. Consequently, the escape time distribution showier increases. Also the peaks become broader. This is be-
a peak befora=Ty/2 [Fig. 4b)]. As we increase the fre- cause the particle takes some time to go from the metastable
quency, the RTD spreads to many cycles, but most of th@oint to the other fixed point and by that tinat) moves
jumps take place when the barrier height is minimum. If theaway from —A. Due to this thep;,(a) peak becomes
particle fails to cross the barrier, then it has to wait for thebroader[Fig. 4(b)] and its position is displaced frofiy/2.
next cycle. Thus the peaks aroutid (n—1/2)T,/2 become  This results in a decrease in the hysteresis loop area.
narrower[Fig. 4@] and we get a sharp peak &/2 in the The variation of hysteresis loop area as a function of noise
p1(a) vs t/T, plot [Fig. 4b)]. As a result, the hysteresis intensity is similar to that of signal to noise ratio Bsprofile
loop area increases. If we still increase the frequency, the20] and indicates the occurrence of stochastic resonance.
Since the introduction of the phenomenon to explain the gla-
ciation cycle of eartH23], stochastic resonance has been

ol I A employed in explaining various phenomef24] and has
14 been studied extensive|25,26. Recently, quantifiers other
19 L than signal to noise ratio, e.g., residence time distribution,
signal amplitude, etc., have been proposed as charactreizers
ir of stochastic resonance. It has been shown that hysteresis
Area 08 I loop area is also an equally important quantifigr11,19
and it reflects the degree of synchronization between the in-
0.6 - put signal and the response. In this study also similar results
04 | are obtained and we observe that the maximum in area of the
hysteresis loop appears not only as a function of noise inten-
0.2 sity but also as a function of drive frequency. Thus, the syn-
[y — NVIE AR chronization between the response and the input signal can
0.001 0.01 0.1

FIG. 3. Area of the hysteresis lodgrbitrary unit$ as a function
of drive frequency) (arbitrary unit$ for A=0.25 (arbitrary units.

Q

be achieved by varying either drive frequency or noise
strength.

In conclusion, we have studied the phenomenon of hys-
teresis in a noisy autoassociative neural network. It is inter-
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esting to observe that the dependence of hysteresis loop gasseq 16,27, that can be modeled by an autoassociative
noise strength and drive frequency is qualitatively similar toneural network.
that obtained for a wide variety of systems such as continu-

ous bistable systen{®,2,11], bistable map$15], Ising sys-

tem [10], etc. Thus, apart from stochastic resonance other
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