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Improving the false nearest neighbors method with graphical analysis
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We introduce a graphical presentation for the false nearest neigtfdh§ method. In the original method
only the percentage of false neighbors is computed without regard to the distribution of neighboring points in
the time-delay coordinates. With this presentation it is much easier to distinguish deterministic chaos from
noise. The graphical approach also serves as a tool to determine better conditions for detecting low-
dimensional chaos, and to get a better understanding on the applicability of the FNN method.
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I. INTRODUCTION then only a small portion of the neighbors are false diedn
be considered a sufficient embedding dimension.
One of the main tasks of time series analysis is to deter- In the FNN algorithn{2—4] the neighbor is declared false
mine from a given time series the basic properties of thef
underlying process, such as nonlinearity, complexity, chaos,

etc. Among the most widely used approaches is state space Ix(k+d)—x(n(k)+d)|
reconstruction by time delay embeddifiy. After this step >Riol s (1.2
has been taken one can calculate correlation dimensions, ly(k) = y(n(k))||

various entropy quantities and estimates for Lyapunov expo-
nents. The crucial problem is how to select a minimal em-_ .
bedding dimension for the pseudo-phase-space. If the en? if
bedding dimension is too small, one cannot unfold the

geometry of thepossible strangeattractor, and if one uses a —|ly(k) —y(n(k))|2+{x(k+d) —x(n(k) +d)}*
too high embedding dimension, most numerical methods

tol 1
characterizing the basic dynamical properties can produce Ri
unreliable or spurious results. (1.3
The false-nearest-neighbdiENN) algorithm[2—4] is one here

of the tools that can be used to determine the number of
time-delay coordinates needed to reconstruct the dynamics.
In this method one forms a collection 1 XN _

RA=N &, (0 —x]2 (1.4

y(K) =[x(K),x(k+1), ... x(k+d—1)]  (L.2)

andx is the mean of all points. The paramelgy, in the first

of d-dimensional vectors for a given time deldyere nor- threshold testl.1) is fixed beforehand, and in most studies it
malized to }, x(1),x(2), . .. X(N) is a scalar time series. If has been set to 1020. The second criteriofiL..3) was pro-
the numberd of time-delay coordinates in Eq1.1) is too  posed in order to provide correct diagnostics for noise and
small, then two time-delay vectorgk) and y(l) may be usually one taked,~2. If this test fails, then even the
close to each other due to the projection rather than to theéd+ 1-dimensional nearest neighbors themselves are far
inherent dynamics of the system. When this is the caseapart in the extended+ 1 dimensional space and should be
points close to each other may have very different time evoeonsidered false neighbors.
lution, and actually belong to different parts of the underly- Using tests (1.2 and (1.3 one can check all
ing attractor. d-dimensional vectors in the data set, and compute the per-

In order to determine the sufficient numberof time-  centage of false nearest neighbors. By increasing the dimen-
delay coordinates one next looks at the nearest neighbor gfond this percentage should drop to zero or to some accept-
each vector(1.1) with respect to the Euclidean metric. We able small number. In that case the embedding dimension is
denote the nearest neighbor wfk) by y(n(k)). We then large enough to represent the dynamics.
compare the “f+1)"st coordinates ofy(k) andy(n(k)), This method works quite well with noise-free data, and
e.g., x(k+d) and x(n(k)+d). If the distance|x(k+d) the percentage of false neighbors does not depend on the
—x(n(k)+d)| is large the pointy(k) andy(n(k)) are close number of data points if it is sufficient. However, if data is
just by projection. They are false nearest neighbors and thegorrupted with noise, the percentage of false nearest neigh-
will be pulled apart by increasing the dimensidnlif the  bors for a given embedding dimension increases as the
distances|x(k+d)—x(n(k) +d)| are predominantly small, amount of data is increased, and therefore a longer time se-
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FIG. 1. In each subfigure we have plotted the target dist&cévertical axis, range 0 to 0.072s a function of the nearest neighbor
distancer?d (horizontal axis, range 0 to 0.0yfbr the Henon systertthe dimension of the attractor is 1.26). In each subfigure we have also
given two distributions in the form of histogranR distribution on the bottom part of the graph, and the radial distribution on the quarter
arc. The total number of data points is 1000. The rows correspond to indicated noise levels, the columns to indicated embedding dimensions.

ries leads to erroneous false nearest neighbors as a result of |x(k+d)—x(n(k)+d)] 2€eRg\/d+2€

noise corruption rather than of an incorrect embedding di- ly(K)—y(n(K)] >Rt Ty =y
mension. One possible solution to this problem is to modify

the threshold tegtl.2) to account for additional noise effects.

For example, instead of tegl.2) the threshold could be Here the new parameter must be chosen properly. Obvi-
determined by5] ously the optimal value foe should be determined by the
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FIG. 2. Same as in Fig. 1 but for the Lorenz systéhe dimension of the attractor is 2)08he box size is 0.0240.024 and the total
number of data points is 10 000. The regression lines are also plotted on each graph.

noise level, but unfortunately, we have usually very limitedmethod. Indeed, the original teét.2) or the modified test
information on the amplitude of the noise in a given time (1.5 cannot guarantee that we have reached a sufficient em-
series. bedding dimension, even if the percentage of false nearest
neighbors is low.

We have therefore constructed a simple graphical presen-
tation that simultaneously displays all essential features. The
basic idea is that we show the target distafte=|x(k

Without a clear understanding of thdistribution of +d)—x(n(k)+d)| as a function of the original distance
neighboring points in the time-delay coordinates we cannoRy=||y(k) —y(n(k))| for all d-dimensional vectors in the
really estimate the applicability or limitations of the FNN data set(The variableR, should be scaled with the normal-

Il. GRAPHICAL REPRESENTATION OF NEAREST
NEIGHBOR DISTRIBUTIONS
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ization coefficient/d in order to remove unessential changes
in the graphs due to changes in the embedding dimension; 901
see the Appendix
As the first example we have chosen the Henon system _ 801
8
Xni1=1-1.5C+Y,, Yni1=0.3X,. (2.2) 2 0]
The parameters of this system were selected from the chaotic g
region (the dimension of the attractor is 1.26), and the total 601
number of data points is 1000. In Fig. 1 we have plotted
(Rq,R,) pairs (Rg=Ry/+/d) for all vectorsy. The displayed 301
box size is 0.07X0.072 units. Two distributions have also H 3 3 ;‘
been presented in each graph: Byedistribution on the bot- Embedding dimension

tom part of the graphs, and the radial distribution plotted on
the quarter arc. The embedding dimensibis scanned from , ; ) )

1 to 4, and each set of four graphs is presented in fou?mg dlr_nen_5|on for different percentage of noise taken from the
different cases where the amplitude of the additional uni—graphs In Fig. 2.

formly distributed (measuremeptnoise is 0%, 0.1%, 1%, . ) ] ~
and 10% of the total amplitude. least deterministicdynamics. The maximum of thy dis-

According to Eq.(1.2) a neighbor is false if it lies above {ribution has clearly shifted towards large values which is

the straight line going through the origin with slope,,. If ~ typical for pure noise. , _
we use the testl.5) the line has the same slope but there is !N the case of more noisy dat&0% on the top row of Fig.
an intercept equal to the noise correction tesvaled with 1) the distribution of points is totally different. Increasing the

o ; embedding dimension does not really change the overall
m\/ae)s.eNgrr;npz;ILy i\{v?snr]%?t :Qggsstgfy_sﬁp;géo?s br:{; l;solgge weahape of the poinL distribution. The radial distribution is
clearly see that with the embedding dimensiet all points  fairly even, and theRy distribution is well centered and its
lie in the sector determined by theaxis and a line with maximum shifts toward higher values when the embedding
slope angle well below 90°. This important feature can bedimension is increasedlin this case the modified tet.5)
understood if we assume that the dynamics is given by ~ does not really take noise effects into accolnt.

In Fig. 2 we have presented corresponding graphs for the
X(k+dT)=f(x(k),x(k+1), ... x(tk+d—1)). (2.2 Lorenz system

FIG. 3. Slope of the regression line as a function of the embed-

Then we can write X= 16(Y —X),
[x(k+d)=x(1+d)| < |VE(Hllyk -y 23 Y=X(45.92-2)- Y, (2.5
for someé, which implies that Z=XY-4Z,
ﬁsHVf(g)H. 2.4 using 10 000 data points and .the sampling delay of O.QS. For
Ry these parameter values the dimension of the attractor is 2.07.

Here we observe similar kind of behavior for various distri-
Therefore all points in thef{d \R,) plots must lie under a butions, as in the case of the Henon system. Since the true

line that depends on the specific system. The lifgit) is dimension of the attractor i; greater than 2, a clgarly

true only when the embedding dimension is sufficient, andPounded sector pattern of points can only be seen in the
for noise it is never possible. If the time series includes onlydraphs with embedding dimensien3. Fordzg most of the

a small amount of additional noise we see its effect as #0ints lie under a line with slope under 90°, which is also

blurred boundary. reflected in the noticeable maximum of the radial distribu-

If the embedding dimension is too low the points cumu-tion, and since there is only a small portion of points be-
late close to they axis. The radial distribution plot confirms tween this maximum and theaxis we can estimate that the

this result. Ifd= 1 the distribution has significant values only trué dimension of the attractor is not much greater than 2.
with angles close to 90° but if>1 the distribution is almost The effect of even a small amount of noise can be clearly

ithi distinct t high les. The distrib seen in Fig. 2. Already with 1% of noise the sector pattern
zero within a distinct range at high angles. IRgaistrbu- = a¢ changed to a vertical one. This is shown clearly in the
tion is high only in the vicinity of zero. A small amount of

noise(0.1%, the second row from the bottom in Fig.dbes regression I|ne§corr~espond|ng 0 thg f|rs-t principal compo-
not change the picture much. nent of the points IRd,RA)] plptted in Fig. 2. In the two

If the level of additional noise is increased to 1% thebPottom rows the regression lines have a slope well below
points do not show as well formed a pattern. Also the radiaP0°, and this can be taken as evidence of deterministic dy-
distribution is quite broad but it nevertheless has a clear zerB@Mmics. For the two top rows the regression line is almost
range at high angles if the embedding dimension is 3, whiclyertical (see also Fig. B indicating noise contamination.
can be regarded as an indication of underlying chaatiat  Furthermore, we see that t distribution shows approxi-
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d=1
FIG. 4. Same graphs as in the bottom row of Fig. 2 but the total number of data points is only 1000.
mately Gaussian shape, which spreads out and moves further ) 0.2X(t+31.8
and further away from the origin as the noise level or em- X= lo—O.lX(t), (2.6)
bedding dimension increases. The radial distribution, on the 1+[X(t+31.8]

other hand, moves closer to the 90° line as noise contamm%-Sing the sampling delay of 2. As the dimension of the at-

“OF‘ Lngriazets.’ Wh'Ch means th:tt:]he r}elghttr-]wld_:h ratio of th%ractor with these parameter values is about 3.6, the embed-
point distribution increases, and theretore that it IS more an ing dimension must be at least 4. This can be seen in Fig. 5:

more difficult to predict the next point. only in the rightmost graph is there a clear sector type of

In the standard procedure noise effects are taken into agaitern, and the radial distribution is zero over a nonzero
count by the conditiori1.3), which means that points outside range of angles near 90°.

a circle of radiusA;,Ra are counted fals¢actually it is an

ellipse, due to the scaling d®;.) For Figs. 2 and 4 this IIl. CONCLUSIONS

radius is 500 times the box siZand for Figs. 1 and 5 the ) )

factor is about 2 Although the boundary is quite far away N this paper we have presented a graphical method by
one can imagine that higher levels of noise and higher emWhich one can better understand the predictions and limita-
bedding dimensions both increase the number of false neighions of the false-nearest-neighbor analysis. This tool con-
bors, as has been reportg4. sists of a Ry,R,) plot augmented with two distributions.

If the total number of data points of the preceeding systenThe slope of the regression line of points in tHey(R,)
is decreased to 1000 the graphs are not so simple to interprgtaphs is a further tool in recognizing noise in deterministic
(Fig. 4). There is no significant difference between graphssystems.
with embedding dimension 2 and 3. As usual, reliable esti- The advantage of the present method is that we can notice
mation of the underlying dynamical dimension requires aeven small amounts of noise contamination. At the same
sufficient number of data points. However, by using thistime we now see that determining the correct embedding
graphical representation we can nevertheless make a rougtimension can become difficult, even with a small amount of
estimate on dimension, even when only relatively few datanoise. Although the criteriél.2) and(1.5) always produce a

points are available. yes or no answer, our recommendation is to first check
As a final example we have analyzed the Mackey-Glassvhether noise contamination is too high for determining the
system embedding dimension.

d=1

FIG. 5. Target distancR, as a function of the nearest neighbor distaﬁgéor the Mackey-Glass systefthe dimension of the attractor
is ~3.6). The box size is 0.0480.048, the total number of data points 10 000.
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Thus, when faced with experimental data, one should first APPENDIX
determine whether the FNN method really is applicable. We
would say that the noise level in the time series is too high itl_h
the following properties are evident:

1. The radial distribution is spread out over the whole
range from 0 to 90°,

2. theRy distribution has a clear maximum far away from [f(tg+ ), f(tp+28), f(tg+38),....f(top+dd)].
Z€ro; (A1)

3. the slope of the regression line is close to 90°. . o

For example, the data studied in the two top rows of Fig.The distance between these two points is therefore
2 has too much noise for any embedding dimension analysis d
by FNN method. — \/ i S)— i 2

On the contrary, the time series is produced by a deter- Ra 21 {f(to+18) = T(to*(i=1)0)}
ministic system without excessive noise contamination if 1
both of the following conditions hold: , . ,

1. the slope of the regression line is well below 90; ~ \/Z:1 Pt (to+i8)?~5Vd|f'(to)],  (A2)

2. theRy distribution is centered close to zero.

In such a case one can next try to find the embeddingvhere we have assumed that the funcfichanges relatively
dimension, the criteria for that is: The embedding dimensiorslowly (or that it is linea). The distance between the targets
is sufficient for unfolding the dynamics if the points in the is

(Rg,Ry) plot form a clear sector pattern with a zero radial Ry=|f(to+ 8+ 1) —f(to+ d)|~3|f' (ty)],  (A3)
distribution over a distinct range below 90°,

The appearance of an empty wedgedat3 in the two  and by combining the result#2) and(A3) we conclude that
bottom rows of Figs. 2 and 4 is clear, although noise effectghe ratio ofR, /Ry is 1//d, and therefore it is reasonable in
can already be seen at the 0.1% level of Fig. 2. all cases to normalize this ratio witid.

Let f be a function that has been sampled very densely.
en we can assume that the nearest neighbor of the
d-dimensional vector is the vector that starts at the riext
previoug sample point
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