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Spatial correlations of mobility and immobility in a glass-forming Lennard-Jones liquid
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Using extensive molecular dynamics simulations of an equilibrium, glass-forming Lennard-Jones mixture,
we characterize in detail the local atomic motions. We show that spatial correlations exist among particles
undergoing extremely largé€‘mobile” ) or extremely small(“immobile” ) displacements over a suitably
chosen time interval. The immobile particles form the cores of relatively compact clusters, while the mobile
particles move cooperatively and form quasi-one-dimensional, stringlike clusters. The strength and length scale
of the correlations between mobile particles are found to grow strongly with decreasing temperature, and the
mean cluster size appears to diverge near the mode-coupling critical temperature. We show that these corre-
lations in the particle displacements are related to equilibrium fluctuations in the local potential energy and
local composition[S1063-651X99)06309-9

PACS numbgs): 64.60.Qb, 02.70.Ns, 61.20.Lc, 61.43.Fs

[. INTRODUCTION To test directly for spatial correlations of particles assigned
(according to their displacement over some fire subsets

ids differ d ically f h iaht b df of extreme mobility or immobility and2) to establish con-
uids difter dramatically from what might be expected from e ions petween this “dynamical heterogeneity” and local

extrapolation of their high-temperature behavibl. For ex- g cture.
ample, many liquids cooled below their melting temperature  This paper is organized as follows. In Sec. Il we present
exhibit rapid non-Arrhenius increases of viscosity and relaxyg|eyant background information and in Sec. Ill we describe
ation times with decreasing temperature, and two-stephe model and computer simulation techniques. In Sec. IV
stretched exponential decay of the intermediate scatteringe group particles into subsets according to the maximum
functionF(q,t). Such behavior is often discussed as a “sig-displacement they achieve on the time scale defined in Sec.
nature” of the approach to the glass transition. It has longv, and show that particles of extremely high or low dis-
been a central goal of theories of the glass transition to aglacement are spatially correlated. From this we are able to
count for these bulk phenomena in terms of the microscopiadentify a length scale that grows with decreasingn Sec.
dynamical motions of the molecules of the liquid. As a con-V we show that fluctuations of the local mobility are corre-
sequence, computer simulations of supercooled liquids, itated to fluctuations of the potential energy, or alternatively
which this microscopic information is immediately available, to fluctuations in the local composition of the liquid. In Sec.
are increasingly used to complement theoretical and experl! we examine certain time dependent quantities associated
mental efforts. In particular, simulations in recent years havavith the observed dynamical heterogeneity, and finally in
focused on the study of “dynamical heterogeneity” to un- Sec. VIl we conclude with a discussion.
derstand the microscopic origin of slow dynamics and
stretched exponential relaxation in glass-forming liquids
[2-11].
Recently we reported the observation of dynamical het- It has been proposed that the stretched exponential behav-
erogeneity{10] and also cooperative molecular motifiil]  ior exhibited by the long time relaxation &(g,t) can be
in extensive molecular dynamics simulations of a superattributed to a sum of many independent local exponential
cooled Lennard-Jone@.J) mixture. These spatially corre- relaxations with different time constants, i.e., to a distribu-
lated dynamics were observed in a regime of temperaiure tion of relaxation timeg15,16. This interpretation is one
densityp and pressur® for T above the dynamical critical form of the so-called “heterogenous” scenario for relaxation
temperaturel . obtained[12,13 from fits by the ideal mode [6,15,17—21. A number of recent experiments7—19 have
coupling theory(MCT) [14] to other data on the same sys- shown that in liquids such as orthoterphenyl and polystyrene
tem. The principal goals of the present paper are twofdld:  within 10 K of their glass transition temperatufg, subsets
of molecules rotate slowly relative to the rest of the mol-
ecules on time scales long compared with collision times, but
*Present address: Dipartimento di Fisica, Universita di Roma Lashorter than the relaxation time of density fluctuations. These

The bulk dynamical properties of many cold, dense lig-

II. BACKGROUND

Sapienza, Piazzale Aldo Moro 2, 1-00185 Roma, Italy. liquids were thus termed “dynamically heterogenous.”
TAuthor to whom correspondence should be addressed. Electronone of these experiments were able to explicitly demon-
address: sharon.glotzer@nist.gov strate whether slow molecules are spatially correlated, but

PRE 60 3107



3108 DONATI, GLOTZER, POOLE, KOB, AND PLIMPTON PRE 60

typical distances over which slow molecules may be correat which two neighboring particles move apart in 2D and 3D
lated were inferred17]. simulations of a supercooled soft-sphere mixture, Yamamoto
There have been numerous attempts to indirectly measu@d Onuki demonstrated the growth of correlated regions of
a characteristic length scale over which molecular motiongctivity [5]. They further studied the effect of shear on these
are correlated at the glass transition both in experinj@®ts ~ regions[5], and showed that the size of the regions dimin-
25] and in simulationg3,26]. Donth [22] relates the distri- ished in high shear. The clusters of “broken bondsiénot-
bution of relaxation times in systems approaching their glas§’d pairs of neighboring particles that separate beyond the
transition to equilibrium thermodynamic fluctuations having "€arest neighbor distancielentified in that work are similar -
a characteristic size 6¢3 nm atT,. Thermodynamic mea- "' SOME reéspects to the clusters of highly mobile particles in
surements on orthoterphenf23], and dielectric measure- & 3D binary Lennard-Jones liquid reported previously by us
ments on salo[24], N-methyl-e-caprolactan and propylene [10],_ and described in detail in the present paper. The con-
glycol [25], showed a shift ifT, due to confinement in pores nection between _the clusters of RE[O]’ which demc_)nstrate_
up to 10 nanometers in diameter. Mount&®) showed that a form of dynamical heterogeneity, and cooperative particle

the size of regions that support shear stress in a simulation §fOtion. was shown in Ref11].

a glass-forming mixture of soft spheres grows with decreas-

ing temperatures. Monte Carlo simulations of polymer Ill. SIMULATION DETAILS

chains in two dimensions demonstrated strong finite size ef- We performed equilibrium molecular dynamicMD)

fects on diffusion26]. A number of experiments and simu- . ; : X } B .

lations on polymers confined to thin films all found a shift of §|mulat|ons of a binary m|x_turé80_.20 of N=8000 partlcl_es

T, due to confinemeri27—31. These effects have all been in three dimensions. The simulations are performed using the
9 .

attributed to the presence of cooperatively rearranging rel-‘.A'v"vIPS molecular dynamics codp34] which was de-

gions that grow with decreasing However, the origin of i"g,r\]ﬂel\jpfgr :ft(iatic?nns dlzg:sll;la t;gtor&esmg:ym%?égﬂ%s;?gZ'Snes'
this characteristic length has never been shown explicitly. In b b

, (3.0

particular, the connection of the characteristic length to grocessors via a spat!fell degpmpqsﬁ{cﬁﬁ] whereby_ each
cooperative mechanism of molecular motion has not beefy 0ceSSOr ten"_nporar!ly owns® particles in a small fixed re-
: gion of the simulation box. Each processor computes the

experimentally demonstrated. . . . : ) .

The intuitively appealing picture of cooperative molecularmqt'ﬂg qf its particles tand exctha;nges |nfgrrr|1|at|on Y[\('tlh
motion was proposed in 1965 by Adam and GiphBg]. In '?oelr?wi r(z);\:g]?op;cécv(vessrg::sesosg?sm;sur?eeoorlggs and aflow particies
their classic paper, they proposed that significant molecular Thg 6400 parti Ip fe A and 1600. ticl ft
motion in a cold, dense fluid can only occur if the molecules. € 6abl particies ot type A an Jparticies o ype
rearrange their positions in a concerted, cooperative manne'ﬂteraCt via a 6-12 Lennard-Jones potential,
They postulated that a glass-forming liquid can be viewed as 12 6
a collection of independently relaxing subvolumes within Vop(r)=4€.s G“ﬁ) _<U“5)
which the motion of the particles is cooperative. As the tem- r r
perature of the liquid is lowered, the number of particles ] ] )
involved in cooperative rearrangements increases. If strucvhereaBe{A,B}. The interaction forces between particles
tural relaxation occurs through the cooperative rearrangedre zero for allr>r.=2.50,4. Both types of particles are
ment of groups of molecules, the liquid observed over a timdaken to have the same mass The Lennard-Jones interac-
scale shorter than the structural relaxation time will appear aon parameterse, s and o, 4 for this mixture areess
a collection of regions of varying mobility. These predictions =1.0, €ap=1.5, €gp=0.5, 0ap=1.0, 04=0.8, opp
can be tested by selecting subsets of molecules that relax 0.88. Both the relative concentration of particle types and
slower (or fastej than the average, and determining whetherthe interaction parameters were chosen to prevent demixing
the molecules in a subset are randomly scattered through ti@d crystallizatior{12]. Throughout this paper, lengths are
sample or tend to cluster in a characteristic way. defined in units ofops, temperatureT in units of epa/kg,

The explicit connection between dynamical heterogeneityand timet in units of \/a'AzAm/EAA.
and cooperative motion is only recently being investigated The simulations for each state poinP,[T,p) are per-
experimentally in detai[24]. However, there have been a formed in three stages. First, a constant NPT adjustment run
number of recent computational investigations addressing performed by coupling the system to stochastic heat and
these issues. For example, Muranaka and Hiwafdfi pressure baths to bring the system from a nearby state point
showed that displacements of particles measured over a tim@sually the previously simulated state poitd the desired
scale of the order of 5 collision times are correlated within astate poin{36]. Second, a constant NVT equilibration run is
range of about two interparticle distances in a two-performed to test for unwanted drifts in pressBrer poten-
dimensional binary mixture of soft disks below the freezingtial energyU [37]. If no drift is observed, the final state of
point. Wahnstro [33] showed that hopping processes in athe system is considered to represent an equilibrium state of
strongly supercooled binary mixture are cooperative in nathe system. Third, a constant NVE data-gathering run is per-
ture. Hurley and Harrowel[4] identified fluctuating local formed using the final equilibrated state obtained from the
mobilities in a supercooled two-dimension@D) soft-disk  second stage, and snapshots containing the particle coordi-
system, and showed an example of correlated particle motionates and velocities are taken at logarithmic time intervals
on a time scale of the order of 20 collision times. Mountainduring the run. In this stage, the equations of motion are
[3] demonstrated similar correlated particle motion in a 2Dintegrated using the velocity Verlet algorithm with a step
supercooled Lennard-Jones mixture. By examining the timsize of 0.0015 at the highest temperature, and 0.003 at all
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TABLE I. TemperatureT, pressuré®, and densityp of the nine 4 ‘ . ‘ ‘ ‘ .

state points simulated.
Run T P p
1 0.5495 0.4888 1.0859 )
2 0.5254 1.0334 1.1177
3 0.5052 1.4767 1.1397
4 0.4899 1.8148 1.1553
5 0.4795 2.0488 1.1651 7
6 0.4737 2.1746 1.1705
7 0.4685 2.2959 1.1757
8 0.4572 2.5490 1.1856
9 0.4510 2.6800 1.1910 )
other temperatures. All quantities presented here are calcu
lated in this third stage. The analysis is performed by post-

processing the snapshot files, which number as many as se
eral thousand for the lower temperatures.
We simulated nine state points along a patlRii, p that o )
FIG. 1. Solid line: 4rr2Gg(r,t) of the A particles at=155.5 at

is linear when projected in theP(T) plane. This path was : i ATHLAS .
chosen so that the system would approach, from high temL = 0.4510. Dashed line: Gaussian approximation calculated using

> .
perature, the mode-coupling critical poifi,=0.435, P,  the measuredr(t)) for the same time.

=3.03, p.=1.2[12] along a path different from that used in , .
Ref.[12]. Table | shows the values &,T, andp for each large or extremely small displacements over some time in-
state point. terval. To determine this, we must first define the time inter-

For state points far a_bovﬁC (eg runs 1_}5 the data- val over which the particle diSpIacementS will be monitored.
gathering runs required more CPU time than the equilibraObviously, displacements may be monitored over any time
tion. For state points neardi,, the equilibration stage was interval, from the ballistic regime to the diffusive regime. To
the most time consuming. In these cases the NVT stage ¢fee whether there is a natural time scale on which the particle
the simulations showed a slight drift of the pressure ovedisplacements might exhibit a particularly strong correlation
time. To shorten the time required for equilibration, we esti-we have studied the deviations from the Gaussian form of
mated a new volume or temperature to create a nearby statiee self-part of the time-dependent van Hove correlation
point that we expected would be very nearly equilibratedfunction Gg(r,t) [38]. G4(r,t) is Gaussian both in the short
with the current particle configuration. Then we instanta-time (for times shorter than one collision timand in the
neously scaled the positions or velocities of the systeen,  |ong time regime, when diffusion sets in. Between these two
adjusted the volume or temperatugnd began another con- |imits an intermediate time interval exists during which
stant NVT run to test for equilibration.. By iterating this pro- G(r,t) has a tail extending teand beyongone interparticle
cedure a few times we were able to find an equilibrated statgjsiance, that greatly exceeds what is expected on the basis
point within 0.03% of the desire® and T at low tempera- ¢ tho Gaussian approximation. The quantitgrdG(r t),
';ulrles..At the '3.WGST studied (I'T)40.4510),_the t(;]tal runtime \hich gives the number of particles located a distanfrem
iggox\vr'g(gmee:mt;;at;gp tlrslelbzérla mgtrgreS l}lﬂlté.@Tl)Ufr,]:SdSél;tr;- their original position at time, is shown in Fig. 1 for the A

e particles at the lowesT for a time chosen in this intermedi-

presented here extend up to 25.8 ns. ate time regime. Also shown is the Gaussian approximation
In previous paperfl2,13, the mode-coupling theory de- Amr2Go(r t? : PP

veloped for supercooled liquids by '&e and Sjgren was . .
tested using the same LJ potential in a regim®,0f, andp _ Among all the po_ssnble measures of t‘r‘]e degree O.f d’(,EVIa—
similar but not identical to that simulated here. The simula-ion from the Gaussian form @(r.t), the “non-Gaussian
tions performed in the present work extend from a point inParametef39],
the phase diagram where two-step relaxation begins to
emerge, down to a state point that is within approximately B 3(r4(t))
4% of T.. Over this range, we find that the structural)( a(t)= 5(r2(t))2 -1
relaxation timer, increases by 2.4 orders of magnitude. In
the present system, we find that _excgllent power Iaw_fits arghvolves the lowest moments @(r,t). In Eq. (4.1), a,(t)
olbtamed for bothr, and the self-diffusion coefficier? with is defined so as to be zeroG@(r,t) is Gaussian. It has been
singular temperaturel;~0.435 and exponenty,~—2.8  ghown[10] that a,(t) in this system is zero at short times,
and yp~2.13. then becomes positive, exhibits a maximum, and finally goes
to zero at long times. AS decreases, the position of the
maximumt* shifts towards longer times, and the height of
the maximume? increases. In Fig. 2 we show the mean
In this paper, we are interested in whether spatial correlasquare displaceme®SD) (r?(t)) and«, as a function of
tions exist between particles that exhibit either extremelyt. For all T, we find thatt* corresponds to times in the late-

d=3 4.9

IV. ANALYSIS OF SPATIAL CORRELATIONS OF
PARTICLE DISPLACEMENTS
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10' particle displacement is thus sufficient to establish the phe-
, nomena of both dynamical heterogeneity and cooperative
10 motion.

A 107 Intuitively, we think of immobile particles as those par-
= ticles that are trapped in cages formed by their neighbors.
N\h/ 107 Nevertheless, particles do not sit at one position; they essen-

. tially “oscillate” back and forth within the cage formed by
10 their neighbors. To study correlations between the most im-
10 mobile particles, we need a definition of mobility that allows
05495 b us to select the particles for which the amplitude of this
15 e T = 0.5254 Fas . oscillation(i.e., the maximum displacement of the partjdke
---- T=0.5052 , the smallest. In this paper, we therefore define the mobility
w10 T ljg-:;gg 1 wi(t,t*) of the ith A particle as themaximumdistance
© L T_o04572 reached by that particle in the time interyalt+t* :
05 | = T=0.4510 A
00 T ~ie ) wi(t, )= max {|ry(t"+t)—r(t)]}. (4.2
107 10" 10° 10 10° 10° 10 velor
1

This new definition of mobility, which we use throughout
this paper, allows us to examine different subsets of par-
ticles, from the most to the least mobile, in the same way. As
a compromise between examining the most extreme behavior
and including enough particles to obtain good statistics when
Blearlya relaxation regime, at the end of the plateau in theexamining their spatial correlatiofi.e., maximizing the
mean square displacement. Note ttfais orders of magni-  signal-to-noise ratip we will examine the 5% most mobile
tude larger than the microscopic “collision tim¢40Q] 7; for ~ and 5% least mobile particles. Thus, we define as “mobile”
example, afT=0.4510,t* =155.5 andr=0.09. The MSD the 5% of all particles having the highest valuesudgt,t*),
and non-Gaussian parameter for the B parti¢text shown  and “immobile” the 5% having the lowest value. Note that
exhibit qualitatively the same time dependence as shown ithis new definition of mobility does not qualitatively change
Fig. 2, but the diffusive regime is reached at shorter timesthe results obtained previously jd0,11], provided that the
and the diffusion constant is larger, than for the A particleshew definition selects approximately the same fraction of the
[12]. This difference can be explained by the different sizessample as the definition previously uségpproximately
of the A and B particles and by the fact that the interaction 5-5% in Ref.[10]). _ . _ o
constantegg is smaller thanes . _ The subsets of mobile particles selected using the defini-
The interval from zero to* provides a convenient choice fion of Ref.[10] and that used here have a large overlap,
over which to monitor the particle displacements and study’'"¢€ particles ihat hav_e moved relajuvely fqr atsome time in
their correlations becausp sincet* is the time at which the the interval[Ot*] are likely to remain relatively far at the

distribution of particle displacements is broadest, it may alsoend of the interval. However, subsets of immobile particles

be when the liquid is likelv to be most “dvnamically hetero- selected with the two different rules do not have as large an
Y at . y . ynanm Y overlap, since a particle with a small displacement at some
geneous” andii) t* is well defined and easily calculated.

. . . ) time may have previously traveled far, and then returned to
Thus, throughout this paper we will use the time window Y b y

. Par= . - "'its original position. The probability distribution @f values
from zero tot* as the time interval over which the particle 47 pPP(u,t) att=t* is shown in Fig. 3. For comparison,

displac.ements are caI(_:uIated, and over which we investigate,q probability distribution 4r2G(r,t*) is also shown.
dynamical heterogeneity. . _ Note that, although at* particles can be found arbitrarily
In Refs.[10] and[11], we defined the magnitude of the ¢jose to their position at=0, P(u,t*) is zero for u
displacementu;(t,t*)=|r;(t* +t) —r;(t)| of particlei ina <g17.
time intervalt*, starting from its position at an arbitrarily The tendency for particles of extremely high or low mo-
chosen time origin, as a measure of the mobility of thth  bility to be spatially correlated may be measured by calcu-
particle. Att*, the distribution ofu; values is given by the lating static pair correlation functions between particles con-
self part of the van Hove correlation functioB4(r,t*),  tained within these subsets. Let us define the pair correlation
wherer=u (see Fig. 1 A subset of “mobile” particles was functiong,s(r) («# B) between particles of speciesand
defined by selecting all the particles that in the intervalparticles of specieg as
[0,t*] had traveled beyond the distance where G4(r,t*)

FIG. 2. (a) Mean square displacemeft(t)) of the A particles
vs time for several values @f. (b) Non-Gaussian parametes(t)
vs time for the same values @fas in(a).

exceedsGO(r,t*). With this definition, “mobile” particles Y N, Ng
are those that contribute to'the*long tail of the van Hove Gap(r)= > > S(r+rj—r) 4.3
distribution function at the timeé* (see Fig. 1 In Refs. NeNg\ i=1 J:é

lea |e

[10,11], it was shown that mobile particles selected accord-
ing to this rule tend to clustgrl0], and move cooperatively
[11]. This definition of mobility given by the magnitude of and for like species
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FIG. 3. Probability distribution 4u?P(u,t*) (solid line) of a

. . . . X FIG. 4. (a) Pair correlation functiomy,y(r) between mobiléA
particle having a maximum displacement of magnitudatt*. For

) AT P ; particles for four different temperatures.(b) T'(r)
Ic;on;parlson, the distribution #r “G4(r,t*) is also shown(dotted =[gum(r)/gan(r)]—1 vsr for five different temperatures.
ne).
NN =1.40. The probability distributioR(n) of clusters of size
V [23 a . . .
r) = Sr+ri—ra\ . (4.4 is shown in Fig. 5. Although most of the _c_lusters haye only a
GaralT) N, (N,—1) 21 ,Zl ( i ") @4 modest size, the data show that a significant fraction of the
lea Jjjji“ mobile particles, which themselves make up only 5% of the

sample(320 particle are part of big clusters. For instance,
at T=0.4510, there is typically at least one cluster in each

N, (Np) is the total number of particles of specieqp). configuration. that containss 100_ particles. For thafT,
With this normalizationg,s(r), g..(r) converge to unity P(n)~n"7 with 7=1.86. In the inset we show the mean
for r—oo in the absence of long range correlations. Assum<cluster sizeS=3n?P(n)/=nP(n) [42], plotted log-log ver-
ing rotational invariance, the correlation functions do not deSusT—T., whereT . =0.435 is the fitted critical temperature
pend on the direction of the vectorbut only on the distance ©f the mode coupling theory12,13. Although there is less
r=|r|. We have calculatedaa(r), gag(r), andggg(r) and than a decade on either axis, the figure shows that the tem-
the corresponding structure factors for the present liquid, angerature dependence 8fis consistent with a divergence at
find that they are qualitatively identical to those calculated inT¢ Of the form S~(T—T¢)™7”, with y~0.62. These expo-
Refs.[12,13. In particular, these bulk functions show no
tendency for long range density or composition fluctuations 10’ . .
over the range of temperatures and densities investigated. .
In contrast, Fig. 4 shows the pair correlation function 10° g .
gum(r) between mobileA particles for four different tem-
peraturesgyum(r) is defined by Eq(4.4) with the sum re- 107"
stricted to the mobileA particles. For allT, gym(r) is ap-
preciably higher that the averagg(r) (not shown for all
r. The “excess” correlation given by the ratid'(r)
=[gum(r)/gaa(r)]—1 is also plotted as a function ofin 107
Fig. 4. With the exception of the excluded volume sphere of

1072

P(n)

0—oOT=10.5495
»—xT = 0.5254

the LJ potentiall'(r)>0 at intermediate distances and con- 49 [ 5=—aT-05052 i

verges to zero for large It is clear from the figure that the >—©T=0.4795

total excess correlation, given by the area under the curve s [ 77 T=04685 1
+——+T =0.4572

increases with decreasing % % T=04510

We can obtain an estimate of the typical distance over ¢ ,
which mobile particles are correlated by identifying clusters 1 10
of nearest-neighbor mobile particlp&l]. To do this, we use n
the following rule: two particles belong to the same cluster if £ 5. propability distribution of the size of clusters of mo-
their distance at=0 is less tham,,, the radius of the near- pjle particles for seven values &f Inset: Mean cluster siz8 plot-
est neighbor shell, which is defined by the first minimum inted vsT—T,, with T,=0.435 as determined in independent studies
gaa(r) (not shown and has a weak temperature dependence13]. The straight line is a power law f~(T—T) "7, with y
In our hottest runr,,=1.45, while in the coldest rum,, =0.618.

100 1000
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40 : . .
3%
m5%
*7%
30 — 8=141 7/(T_0_440)0.397 |
----------- $=0.975/(T-0.431 o)‘”“’7
—-— §=1.56/(T-0.428)"™"
S 20t ]
10 |

0 1 L 1 L 1
0.44 0.46 0.48 O;I5_O 0.52 0.54 0.56

FIG. 6. Mean cluster siz8 plotted vsT, for subsets containing
3, 5, and 7 % of the most mobile particles. The data for the 5% are
the same as those shown in the inset of the previous figure. The
lines are power law fitS~(T—T,)~”. Best fit parameters arg,
=0.440, 0.431, and 0.428, respectively, aye 0.397, 0.687, and
0.741, respectively.

nents do not fall into any of the usual percolation universal-. - C: /- One of the largest clusters of mobile A particles found at
. . . T=0.4510. The cluster is composed of 125 particles, which are
ity classes(in particular, note thaty<<1) [43,44]. Note that represented here as spheres of radie®.50,, .
MCT makes no predictions about clustering or the diver- aa

gence of any length scales as the critical point is approached . .
[45]. indicates that the clusters have a fractal dimension close to

To test the sensitivity of the apparent percolation transi-1.75, similar to that for both self-avoiding random walks and
tion atT,, we repeat the cluster size distribution analysis forthe backbone of a random percolation cluster in three dimen-
the 3 and 7 % most mobile particles. For each subset, thgions[43].
mean cluster siz8is shown vsT— T, in Fig. 6. The best fit In Ref. [11], it was shown that this quasi-one-
of S~(T—Tp) ” to each set of data givel§,=0.440 for the  dimensionality appears to arise from the tendency for mobile
set containing the 3% most mobile particlds,=0.431 for  particles to follow one another. This is demonstrated in Fig.
the set containing the 5% most mobile particles, dpd 8, where we plot the time-dependent pair correlation function
=0.428 for the set containing the 7% most mobile particlesfor the mobile particlesgyu(r,t*) for different tempera-
However, within the accuracy of the data the three sets artures, where
also consistent with a divergence Bt. If we further in-
crease the fraction of mobile particles beyond the fraction

corresponding to a random close-packed percolation transi 0 \ ' '

tion [46], the mobile particles percolate and most of the mo- \

bile particles are found in a single cluster that spans the \,‘\‘ — T-05495

whole simulation box. A power law fit to the data with, 30 }"ﬁ\ ------------ T=0.5052 1
substantially different thaifi; gives a worse fit than witfT, ny T k g-ggg

close toT., but the large size of the error bars, which is a P e T-04510
consequence of our relatively small system size and large.> ' I'\\

sample-to-sample fluctuations, prevents us from rigorously:g
excluding one value of , in favor of another in the present -
simulation.

In Fig. 7 we show one of the largest clusters of mobile
particles found in our coldest simulation. It is evident from
the figure that these clusters cannot be described as compax
as often supposed either implicitly or explicitly in phenom-
enological models of dynamically heterogeneous liquids
[17,47). Instead, the clusters formed by the mobile particles
appear to have a disperse, stringlike nature. As discussed in
Ref.[11], a preliminary calculation of the fractal dimension  FIG. 8. Time-dependent pair correlation functiggu(r,t*) vs
of the clusters, although hampered by a lack of statisticsy, for several different temperatures.
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FIG. 10. (a) Pair correlation functiory,(r) between immobile
particles for several different temperatures(b) T'(r)
=[0g,,(r)/gaa(r)]—1 vsr for several different temperatures.

FIG. 9. A cluster of mobile particles at=0 (dark sphergsand )
t=t* (||ght Sphere}s for T=0.4510. This cluster is Composed of for all T<0.468. Moreover, Flg 10 shows that the local

two “strings.” structure of the liquid appears to be more ordered in the
Ny Ny vicinity of an immobile A particle than in the vicinity of a
rt)y=—— Slr—r.(t)+ri(0)]), mobile A particle.
Gum (1.1 Np(Ny—1) Z’l 12'1 [r=r(®+1(0)] In Fig. 11 we show the size distribution of the clusters of

171 (4.5 immobile particles, formed with the same rule used for the
' mobile ones. One of the largest clusters found Tat
i =0.4510 is shown in Fig. 12. In the inset of Fig. 11 we show
and where the sums are restricted to the total numkeof e mean cluster siz@versusT—T,. We find that the mean
mobile particles. Att=0, this function coincides with ¢|yster size of immobile particles is relatively constant with
gum(r) in Fig. 4. Fort>0, the nearest neighbor peak moves T This may be because immobile particles are relatively
towardr =0, demonstrating that a mobile particle thattat gy packed, and cannot grow beyond some limiting size
=0 is a nearest neighpor of anothern mobile par?icle tends tps50]. Or, these clusters may be the “cores” of larger clusters
move toward_ that particle at later times. We find that thegy particles with small displacements, that may grow with
peak atr=0 is highest neat=t*, and decreases for later gecreasing. To elucidate this, more particlée.g., the next

times. A small but discernable peakrat 0 is also presentin 594 higher mobility should be included in the analysis. We
g(r,t*) [48]. Figure 9 shows a cluster of mobile particles at

two different timest=0 andt=t*, to demonstrate the co- 10'
operative, stringlike nature of the particle motion. As ex- 3
plained in Refs[11,49, each cluster of mobile particles may
be decomposed into smaller, cooperatively rearranging 10° &
“strings” of particles. Although the mean mobile-particle
cluster size grows rapidly with decreasifgthe mean string 107
length appears to grow much more slowly.

In a manner identical to our analysis of the mobile par- —~
ticles, we define as immobile the 5% of the A particles thatIW'
have the lowest value of.. The pair correlation function
0,(r) between immobile particles shown in Fig. 10 shows  j4° | o ©T<=05495

[ ﬂ EEE ‘

that these particles also tend to be spatially correlated. It is O—aT=0.5052

interesting to note that while the maximagp(r) are higher L[ &ToT=047%5

at all T than the corresponding maximadna(r), the depth 0 ¢ Ei:gﬁggg E
of the minima does not change appreciably for the lowest % T = 0.4510

temperatures. Figure 10 shows also the rafit(r) 107 | ‘
=[g,,(r)/gaa(r)]—1 as a function of. In contrast to what 1 10 100

we find for the most mobile particles, the correlation be-
tween immobile particles does not show any evidence of FIG. 11. Probability distribution of the siza of clusters of
singular behavior ag decreases. Instead, the correlation apimmobile particles for six values of. Inset: mean cluster siz&
pears to grow and then “saturate” to some limiting behaviorplotted vsT—T,.
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FIG. 12. One of the largest clusters of immob#eparticles
found atT=0.4510. The cluster is composed of 70 particles, which
are represented here as spheres of radiB.50,, .

will return to this important point and provide further rel-
evant data in the next section.

The correlation between mobile and immobile particles,
measured by the pair correlation functigg, (r) (Fig. 13,

shows that mobile and immobile particles are anticorrelated.

A comparison betweengy,(r) and gaa(r), also shown in
Fig. 13, demonstrates that, over several interparticle dis
tances, the probability to find an immobile A particle in the
vicinity of a mobile one is lower than the probability to find

a generic A particle. The figure also shows that the charac:

teristic length scale of the anticorrelation grows with de-

creasingT. This length scale does not show a tendency to™

diverge asT . is approached. In particular, the curves for the
two coldest rungand closest td';) are almost coincident.

V. LOCAL ENERGY AND LOCAL COMPOSITION
VERSUS MOBILITY

We have seen in the previous section that despite the lac
of a growing static correlation, a growirdynamicalcorre-

lation — characterizing spatial correlations between particles

of similar mobility — does exist. These correlations must
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FIG. 13. (a) Pair correlation functiorgy,(r) between mobile
and immobile A particles for several different temperatur@s.
L(r)=[gm(r)/gaa(r)]—1 vsr for several different temperatures.

relation functions. In this section, we calculate several quan-
tities to elucidate whether the mobility of a particle is related
to its potential energy, and to the composition of its local
neighborhood.

In Fig. 14 we show the distributions of the potential en-
ergies of the 5% most mobile, 5% least mobile, and all par-
ticles atT=0.4510, calculated at the beginning of an arbi-
trary time interval[t,t+t*]. The distributions have been
normalized such that the area under each curve is 1. The
distributions differ by a small relative shift of the mean
value, approximately 3% for the high mobility distributions
and somewhat less for the low mobility distribution. We find
that the magnitude of the shift increases with decreasing
but therelative shift appears to bandependenbf T. Since
the liquid is in equilibrium, this shift will vanish fot—oe.
Thus, not suprisingly, mobile particles are those that in a

0.04 ' i
— A particles
o immobile A
- I-u!. T .
0.03 | i moble &
0.02 | |

0.01

I o

-4

FIG. 14. Distribution of the potential energy of all tidepar-

therefore arise from subtle changes in the local environmerticles, of the mobileA particles, and of the immobila particles for
that are not completely captured by the usual static pair corf=0.4510.
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FIG. 15. Potential energylJ;) as a function of the mobilityu;) 3 !
for the A particles. TheA particles have been divided into 20 sub- — s |
sets according to their mobility &t . Each subset is represented by 0 2 4 6
a point in the graph. The energy scale Tor 0.4510 is on the left r
hand sidey axis, while the energy scale far=0.550 is on the right FIG. 16. (a) Pair correlation functiomy(r) between mobileA
hand sidey axis.

and genericA particles for several different temperaturgb)
I'(r)=[gma/gaa(r)]—1 vsr for several different temperatures.
time t* are able to rearrange their position so as to lower
their potential energy. It is worth noting that the mobility acterize clusters of particles that do not move a substantial
does not show any correlation with the kinetic energy of thedistance{51]. _ _
particles measured at0. The kinetic energy distributions ~_Thus, we see that the gross structural information con-
of the subsets with different mobility coincide exactly with t&ined in the potential energy is sufficient to establish a gen-
the average distribution, showing that the mobility cannot ber@! correlation between energy and mobility. However, as
related to the presence of “hot spots” in the liquid. seen in Flg. 14, the distribution of potential energies of mo-
We next divide the entire population of A particles into 20 bile particles overlaps for most of the range of the abscissa

subsets, each composed of 5% of the particles. In the firsvf”th the distribution for the generié particles. Thus, it is

. . . not possible to decide if a certain particle is mobile on the
subset we put_ the 5% of the _parUcIes W'th the highest ValueBasis of that particle’s instantaneous potential energy alone.
of u (the mobile particles defined abgyén the second sub- ey factors, such as defects in the local packing, and the

set the next 5%, and so on. The last subset thus contains thgi5tive potential energy of neighboring particles, must con-
5% most immobile particles. In Fig. 15 we plain thex  tripute as well.
axig) the average mobility of each subset vergas they The relation between mobility and potential energy sug-
axis) the average potential energy of that subsédt=ad. We  gests a relation between mobility and local composition. In-
find that the subset with the lowest mobility is also the onedeed, a calculation of the pair correlation functianga(r)
with the lowest potential energy. We also find that as theandgyg(r) (see Figs. 16, )7between a mobile particle and
potential energy increases, the mobility increases. We ses genericA or B particle, respectively, shows that, on aver-
from the figure that the mobile particles are the subset wittage, a mobileA particle tends to have leds particles, and
the highest average potential energytat. more A patrticles, in its nearest neighbor shell than a generic
Two more points are worth noting in Fig. 15. First, at all A particle.
T the mobile particles move, on average, approximately one A correlation can also be found betwesnmobility and
interparticle distance in the time interdt* ]. Second, for small composition fluctuations of the mixture. A comparison
all T the difference in both mobility and potential energy of g,g(r) to the pair correlation functiog,z(r), which mea-
between the 5% most mobile particles and the next subset sures the number d particles a distance from a test im-
significantly larger than between any other two consecutivenobile A particle, shows that an immobike particle has, on
subsets. This observation suggests that the choice of 5%yerage, mord particles in its nearest neighbor shell than
while arbitrary, is a reasonable one. As shown in the figuredoes a generi@ particle. As shown in Fig. 18, where the
the separation between the 5% most mobile particles and thatio [g,g /gag(r)]—1 is plotted as a function af, this en-
next subset shows a tendency to grow with decrea3ing hanced correlation is independent Bf and therefore does
Note however, that the distance between the lowest mobilitjot suggest any evidence &f—B phase separatiofrecall
subset and the next subsieicreasewvith decreasing, mak-  that the chosen energy parameters preclddeB phase
ing it very difficult in the current approach to define an ap-separatioh
propriate subset containing particles whose mobility is dis- From these results it is clear how a correlation between
tinctly lower than the rest. This, together with the result thatmobility and local composition causes a correlation between
the mean cluster size of immobile particles is relatively con-mobility and potential energy. Since the attractive interaction
stant over the range of temperatures studied, suggests tha#tweenA andB particles is stronger than either the attrac-
our analysis of the lowest subset is inadequate to fully chartive AA or BB interaction, the presence ofBabetween two
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FIG. 17. (a) Pair correlation functiomyyg(r) between mobiléd bili d relativel . £l bili
and genericB particles for several different temperaturg$) llity, and relatively compact regmns_o OW_ mo '!ty'
T(r)=[gue/gas(r)]—1 Vs for several different temperatures. T(_) measure _how Iong_a moNl1)|Ie partlclg will _contlnug to be
mobile, we define a variable;"(t) as 1 if theith particle
A particles reduces their potential enerdy particles in a  Pelongs to the*subset of the 5% most mobile particles in the
B-rich region can thus be expected to have a reduced mobi|['terv""|[t’tth 1, and 0 otherwise. The functiomy(t)
ity. A particles in aB-poor region, however, will have a )
higher potential energy, resulting in a higher mobility. 1 Ny
om(t)=———| 2 ('O1"(0) - 7).
nM - nM/NA | A

VI. STRUCTURAL RELAXATION OF PARTICLE SUBSETS (6.2

AND DYNAMICAL HETEROGENEITY

We have shown that it is possible to select subsets offéasures the fracFion of.pa.rticles _that are mobile in the in-
particles according to their maximum displacement over gerval[0t*] and still mobile in the intervalt,t+t*], when
timescale in the region of the lajg-early « relaxation. We ~the time origin is shifted byt. Hereny, is the number of
have also shown that the particles belonging to subsets sg10bile particleg320 in the present cagendN, is the total
lected at the extrema of the mobility spectrum are spatially’umber of A particle36400. The second term on the right-
correlated, and are related to small fluctuations in the locapand side of Eq.(6.1) is the number of particles that by
potential energy, and, consequently, in the local compositioﬁandom statistics woul_d bg classified as mobile in both time
of the mixture. All of the data presented here suggest thaftervals. The normalization otry(t) is chosen so that
this supercooled liquid contains fluctuations in local mobil-om(0)=1. The results foery(t) for the coldesfl are shown
ity, with diffuse, quasi-one-dimensional regions of high mo-in Fig. 19.

We have also measured the fraction of particles that are
. immobile in the interval[O,t*] and still immobile in the
interval[t,t+t*]. Analogous to the case for the mobile par-
ticles, we definer(t) as

2

T V= — | 3 ooy -], 62

= n—nf/Np\ T Na

=

2 wheren, is the number of immobile particlg820) andv!(t)

:{2 Y is a function that is 1 if théth particle is an immobile one in

2 02} ¥ —-—- T=0.4795 . the interval t,t+t* ], and O otherwise. The functiam(t) is
—-—- $=8-:§Z§ also shown in Fig. 19.

The functionso(t) and o (t) are memory functions of
i mobility. When they have decayed to zero, there are no par-
04 s ‘ ticles that have retained memory of their mobility in the
0 r initial time interval. Because a particle’s mobility is based
upon a criterion that depends oh, certain time-dependent
FIG. 18.T(r)=[gis /gas(r)]—1 vsr for several different tem- functions measured for these subsets will have some “kink”
peratures. att*. If a differentt* is chosen, the kink will move to the
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FIG. 20. Self-intermediate scattering function fior 0.4510 for
all the A particles(solid line), for the mobile particlegdashed ling

. 21, i ,t) (dotted line for T
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. . I text).
new t*. In this respect, there is no “natural” lifetime for ex)

these clusters — by definition, they survive for a titfe  shows that a two-step relaxation process occurs for the mo-
[49,52. bile particles, although the height of the plateau is smaller
Nevertheless, we can obtain information from the form ofthan for the bulk. The presence of the plateaLFLYH(q,t)
the decay both before and aftef. Because the data was indicates that the mobile particles are subject to the same
stored not less than every 3 time units, we are unable t6cage effect” experienced by the other particles, although
calculateo(t) and oy(t) for t<3. However, we see that the effective cage “size” and “lifetime” are different. Con-
these functions decay substantially before this time, sincgequently, clusters of mobile particles should not be thought
already att=3 both functions are significantly smaller than of as “fluidized” regions of the liquid in the simple sense
one. After this initial short-time relaxation, a second decay ofthat those regions might behave similar to high-temperature
both functions is observed up te=t*. At this time, a third  or low density liquids. Instead, the difference between the
decay process appears for the mobile particles, and possibiyiobile particles and the rest of the sample appears to be,
also for the immobile particles. The main point of Fig. 19 is from the point of view of the single particle dynamics, that
that beyond™, both functions are less than 0.1. Hence, therghey “escape” the cage earlier than the other particles.
is only a small tendency for particles to retain memory of We also see that the three curves in Fig. 20 cannot be
their mobility beyond the initial time intervdb3]. superimposed by scaling the time axis in the same way as
Thus, mobile and immobile regions do not persist beyondne can superimposgé(q,t) curves for different tempera-
the timet* over which the particle mobility is monitored. tures. Again, this indicates that the mobile and immaobile
After the observation time, mobile and immobile particlessubsets are not simply “hotter” or “colder” subsets of the
retain litttle memory of their previous state. Therefore thesample, in agreement with the perfect superposition of the
strong correlations found between particles must arise frorkinetic energy distributiongnot shown.
the motion itself. If, for instance, the mobility of a particle  In contrast to the bulk averadey(q,t), F'S\"(q,t) is not a
and its spatial correlation with other particles of similar mo-monotonically decreasing function of time. For times longer
bility could be explained solely by local fluctuations in quan-thant*, a small but clearly detectable increase of the func-
tities like density or composition, the mobility should persisttion can be noticed in Fig. 20. This behavior can be inter-
until these fluctuations decay to zero. Instead, the deperpreted as a tendency of a small fraction of the particles that
dence of the lifetime on the observation time can be exwe have selected to return towards their position at the be-
plained if one assumes that particles can move only in ginning of the selection interval. These particles may also be
cooperative manner. Indeed, as was shown in [Réi, clus-  those that contribute to the small memory effect observed in
ters of mobile particles such as that shown in Fig. 7 can ber,,(t) in Fig. 19, but further analysis is required to establish
decomposed into numerous, smaller stringlike clustershis connection.
(“strings”) of particles that follow one another in a coopera-  Finally, we show in Fig. 21 fof =0.4510 the fractionp
tive fashion. of particles that at timé have not yet been labeled mobile.
Figure 20 shows folf =0.4510 the intermediate scatter- This function is calculated by labeling the mobile particles in
ing functionsFY'(q,t) and Fi(q,t), defined as the spatial the first interva[0t* ], and then shifting the interval byand
Fourier transform of the self part of the van Hove correlationreassigning the particle mobilities. Thustat0, 95% of the
function GQ"(r,t) or G's(r,t) of the mobile and immobile particles have not been labeled mobile. In the intef¢al
particles, respectively. As shown in the figure, both functions+t* ], more particles will have been labeled mobile, g0
are identical to the bulk¢(q,t) for the A particles for times  will decrease. We have normalize(t) such that$(0)=1.
less than the “collision time”7=0.09 [40]. The figure Also shown in Fig. 21 is the long-time relaxation part of
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the bulkF4(q,t) for q=qmax. Fits to both functions are also different from the type of pgrcolatior) tran.sition p_ropos_ed in
shown. Both functions fit well to a stretched exponentialff€€ volume theory54]. It is especially interesting since

y(t)=A exg(~t/7)#] with B=0.75 andr,=655 for the in- MCT qoes not make any predlctlo_ns regardlng clusters or
termediate scattering function, and wih=0.78 andr, diverging length scales. We also find that particles of low

- : - . mobility form relatively well-ordered, compact clusters
=475 for ¢. That both functions have a similar forgsimilar which do not appear to grow with decreasihi the number

ﬁ)h’. ahnq S|m|lljz;|r time _cclnnstgnts, suggez;ls that the prgc<a|ss % immobile particles included in the subset is kept constant.
which immobile particles become mobile governs the OngAlthough mobile and immobile clusters are anticorrelated,
time structural relaxation of density fluctuations at waveveCineare is no tendency towards bulk phase separation of mobile

tors corresponding to the peak of the static structure factor,,4 immobile regions because of the highly ramified, ex-
Moreover, it demonstrates that the “arbitrary” choice of 5% {anded nature of the mobile regions.

represents a physically meaningful fraction of the system. In our analysis, we find no evidence to support a picture
in which the system can be thought of as a collection of
VII. DISCUSSION subvolumes that each relax independently and simulta-

In this paper, we have described an investigation of thé“EOUSIy .With t_heir own time ponstant. Instgad, i.t appears that
individual particle dynamics of a cold, dense Lennard-Joneé1t any given time, most p_artlcles are localized in cages and a
mixture well above the glass transition in an effort to dis-Small percentage of pr_:\rtlcles_form large clusters .Of smaller,
cover if the liquid is dynamically heterogenous, and if so toCOOPEratively rearranging “strings.” After rearranging, these

determine the extent and nature of the dynamical heterogéTJObIIe partlcles _become caged them;elves, an_d others be-
neity. Since there were no quantitative theoretical prediction ome mob|le: This process repeats until, on the time scale of
regarding this matter, the approach we have taken is explon% e « relaxation, each partlt_:le has rear_ran_ged at least once.
atory; particle trajectories were saved during the course o _hus the struct_ural_relaxanon_of the liquid appears to be
the simulation and then analyzed and visualized in numeroulg'ghly cpoperatlve in the spirit of Adqm and Gibbs, but
ways. We find that this supercooled liquid is “dynamically where different subvolumes of the I|_qU|d are aple to relgx
heterogeneous” because particles with similar mobility areOnly after cher subvolumes relax. This sequential relaxatlon
spatially correlated. Note that our definition of heterogeneityP' 9¢€SS will be further explored in a separate publication.

is different from the one used, for instance, in 4D NMR ACKNOWLEDGMENTS
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