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Nonergodicity transitions in colloidal suspensions with attractive interactions
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Colloidal gel and glass transitions are investigated using the idealized mode coupling theory~MCT! for
model systems characterized by short-range attractive interactions. Results are presented for adhesive hard
sphere and hard core attractive Yukawa systems. According to MCT, the former system shows a critical glass
transition concentration that increases significantly with introduction of a weak attraction. For the latter attrac-
tive Yukawa system, MCT predicts low temperature nonergodic states that extend to the critical and subcritical
region. Several features of the MCT nonergodicity transition in this system agree qualitatively with experi-
mental observations on the colloidal gel transition, suggesting that the gel transition is caused by a low
temperature extension of the glass transition. The range of the attraction is shown to govern the way the glass
transition line traverses the phase diagram relative to the critical point, analogous to findings for the fluid-solid
freezing transition.@S1063-651X~99!05905-X#

PACS number~s!: 64.70.Pf, 82.70.Dd, 64.75.1g, 82.60.Lf
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I. INTRODUCTION

Attractions among stable colloidal particles lead to a
verse phase behavior. Colloidal attractions, unlike molec
attractions, usually act over a relatively short~compared to
the particle size! range. It is by now well established tha
when the range of the colloidal attraction is decreased
phase diagram undergoes a progression from gas-liquid-s
to fluid-solid coexistence, the latter with a subcooled criti
point which is metastable with respect to fluid-solid coexi
ence@1–5#. Numerous experimental studies show that s
pensions often form incompletely equilibrated solids with t
appearance of gels where one expects a fluid-solid@6–14# or
gas-liquid @15# phase separation from equilibrium theor
The systems studied include mixtures of colloids and non
sorbing polymer@6–11# and sterically stabilized colloids in
marginal solvents@12–17#. In the former case, the attraction
stem from a depletion of the polymer coils from the regio
between closely spaced particles@18,19#, and in the latter
case they are caused by surface grafted chain-chain inte
tions @20#. The gel transition is observed when the range
attraction is short compared to the particle size. In collo
polymer mixtures this is achieved by choosing a small ra
of polymer to colloid size, whereas the overlap length of
surface grafted chains sets essentially the range of the at
tion in the sterically stabilized particle systems.

While the equilibrium phase behavior of these system
well understood@1–5#, the nature of the gel transition re
mains to be clarified. The gel state appears to be related
ramified structure with interconnected particle clust
@10,11#. Temporal density fluctuations are very slow close
the gel transition, and the suspensions acquire a yield s
and a finite low-frequency elastic shear modulus in the
@11,13,14,17,21#. In the past the transition to the gel state h
most often been interpreted as either a static percolation t
sition @13,15,22#, where a sample-spanning cluster of pa
ticles forms, or due to the fluid-solid phase transition@14#.
PRE 591063-651X/99/59~5!/5706~10!/$15.00
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Comparison between integral equation predictions for
percolation transition and experimental data, however, sh
that the gel transition is confined to the region in the ph
diagram between the static percolation threshold and the
liquid spinodal@14,15#. Colloidal gels have also been attrib
uted to states inside a gas-liquid binodal which is metasta
with respect to fluid-solid coexistence. Such metastable b
odals have indeed been observed for suspensions of glob
proteins@23#, which also form gels when the ionic strength
sufficiently high@23–25#.

In this work we present an alternative interpretation of t
dynamical arrest of the gel structure which causes collo
systems to become disordered solids. We propose that
loidal gels are nonergodic systems that form when a dyna
gel transition is traversed. We further suggest that the
transition is a low temperature extension of the liquid-gla
transition. The gels, however, differ physically from collo
dal hard sphere glasses in that they generally display a la
elastic shear modulus, and in that the particles are m
strongly localized in the gels; both these effects are due
particle clustering induced by a short-range attraction am
particles.

We demonstrate that this is a possible explanation
colloidal gel formation by applying the idealized mode co
pling theory ~MCT! of the form used to study the liquid
glass transition@26–30# to systems in which the attraction i
restricted to short ranges. This study is motivated by
observations made by Verduin and Dhont@15#, who noted a
structural arrest~nonergodicity! in connection with the gel
transition similar to that observed for hard sphere colloi
glasses@31–34#. Also Poonet al. @11# made such observa
tions in the so-called transient gelation region of the collo
polymer phase diagram for short polymers. Krall and We
@35# showed that, in the limit of strong particle aggregatio
suspensions become nonergodic even at low colloid de
ties. To date, however, only a speculative connection
been made between the gel and liquid-glass transitions@15#.
5706 ©1999 The American Physical Society
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We conduct a study of ergodicity breaking in two mod
systems: Baxter’s adhesive hard sphere~AHS! system and
the hard core attractive Yukawa~HCAY! system. Both sys-
tems supply analytical solutions for the static structure f
tor, the former within Percus-Yevick~PY! theory @36#, and
the latter within the mean spherical approximation~MSA!
@37–39#. This study provides more information on the AH
phase diagram and, in addition, serves to complement a
cent independent MCT study@40# on the temperature depen
dence of the AHS glass transition. Further, the HCAY s
tem provides a likely candidate for the gel transition
colloidal systems as an ergodicity breaking dynamic tran
tion of the same type as the liquid-glass transition, sugg
ing that the experimentally observed gel transition is a l
temperature extension of the glass transition.

In what follows, the idealized mode coupling theory
the liquid-glass transition, suitable for colloidal suspensio
is briefly summarized. Results for the temperature dep
dence of the glass transition are then presented and comp
to the AHS phase diagram as predicted by density functio
theory. Results are also shown for the HCAY system, wh
show that the MCT glass transition extends to critical a
subcritical regions at low temperatures. The way in wh
the glass transition line traverses this part of the phase
gram is shown to be a strong function of the range of attr
tion.

II. MODE COUPLING THEORY

The MCT of the liquid-glass transition provides a d
namic description of the transition@26–30,41#. For suffi-
ciently strong interactions the dynamical scattering functio
do not decay to zero with time, instead leaving fin
residues—the nonergodicity parameters, also known
Edwards-Anderson parameters or glass form factors. Gen
cally, concurrent with this long-time diffusion ceases and
zero-shear viscosity diverges, both due to a diverging re
ation time. This structural relaxation time is in turn related
the particles’ inability of escaping their nearest neighb
cages. The glass transition within the framework of the i
alized MCT is not a conventional thermodynamic phase tr
sition; the constrained motion of the particles leads to a
ference between time and ensemble averages, i.e.
ergodicity breaking transition.

Application of the MCT to the Mori-Zwanzig reduce
equations of motion for the density correlators, together w
a t→` limit, leads to the following set of closed equation
@26–30,42#:

f q

12 f q
5

r

2~2p!3q2E dk V~q,k!2 SqSkSuq2ku f kf uq2ku ,

~1!

V~q,k!5q̂•~q2k! cuq2ku1q̂•kck1qrc~3!~q,q2k!,

f q
s

12 f q
s

5
r

~2p!3q2E dk Vs~q,k!2Skf kf uq2ku
s ,

~2!

Vs~q,k!5q̂•kck ,
l
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wherer is the number density,Sq is the static structure fac
tor, cq5(Sq21)/rSq is the Fourier-transformed Ornstein
Zernike direct correlation function, andc(3) is the triplet di-
rect correlation function. In this study we use primarily th
so-called convolution approximation (c(3)50) @27,29,43#
for the triplet direct correlation function. Note that the co
pling verticesV(q,k) and Vs(q,k) in Eqs. ~1! and ~2! are
free of singularities and vary smoothly with a set of extern
control parameters, e.g., the particle density. The cohe
( f q) and incoherent (f q

s) nonergodicity parameters are d
fined as the long-time limits of the intermediate scatter
function Fq(t) and the self-intermediate scattering functio
Fq

s(t), according to

f q5 lim
t→`

„Fq~ t !/Sq…, ~3!

f q
s5 lim

t→`

„Fq
s~ t !…. ~4!

The nonergodicity parameters determine the propertie
the glass. The zero-frequency elastic shear modulus of
colloidal glass~in units ofkBT/s3, with kBT the temperature
ands the particle diameter! is given by@27,44#

G5
s3

60p2E0

`

dk k4S d ln Sk

dk
f kD 2

. ~5!

The incoherent nonergodicity parameterf q
s is found to be

well approximated by a Gaussian, the half-width of which
proportional to the mean-square displacement in the g
state @26,27#. The localization lengthr s is defined as the
root-mean-square displacement in the glass, and is de
mined from f q

s512q2r s
2 for q→0 @27#.

Equations~1! and ~2! are solved self-consistently for th
nonergodicity parameters as functions of specified exte
control parameters: the reduced temperaturet and volume
fraction f5prs3/6 for the AHS system, and the reduce
temperatureK21, screening parameterb, and volume frac-
tion for the HCAY system~cf. below!. The solution proceeds
by iteration, first onf q , and subsequently onf q

s . Transition
lines delineating ergodic and nonergodic states were fo
by bracketing, and the monotonicity property of the iterati
@45# was employed. The integrations were performed n
merically using Simpson’s rule on a uniformly discretize
wave vector grid:qi5 iDq, i 50, . . . ,N. The parametersDq
andN used varied somewhat, but most results were obtai
using 0.15,Dqs,0.30 and 600,N,1000. The iterative
solution scheme was complemented occasionally by an a
rithm to speed up convergence by using stored previous
erates@46#. We have also directly integrated the equations
motion @47# ~adjusted to obey Smoluchowski dynamics!.
This yields the entire time evolution of the density corre
tors Fq(t) and Fq

s(t), the long-time limits of which were
found to be identical to the solutions of Eqs.~1! and ~2!.

The resultf q5 f q
s50 is always a solution to Eqs.~1! and

~2!, implying that correlations among density fluctuatio
vanish for long times. At low densities this is the only sol
tion, hence the system is in a fluid, possibly metastable fl
state. Above a critical volume fractionfc also nonzero so-
lutions appear, which correspond to nonergodic glass sta
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The physical solutions to Eqs.~1! and ~2!, corresponding to
the long-time limits defined by Eqs.~3! and ~4!, were iden-
tified by choosing the largest solutions forf q and f q

s @27,45#.

III. ADHESIVE HARD SPHERE SYSTEM

The AHS pair potential consists of an infinitely deep a
narrow well located at particle contact, given explicitly b
@36#

u~r !/kBT5 lim
d→s1H `, 0,r ,s

lnF12t~d2s!

d G , s,r ,d

0, d,r ,

~6!

wheret is a reduced temperature andr is the interparticle
separation distance. Thet→` limit of the PY-AHS system
corresponds to the PY hard sphere system. Using this a
starting point, the earlier MCT result for the hard sphe
glass transition volume fractionfc50.516 @26# was repro-
duced. With more accurate hard sphere static inputs one
tainsfc50.525@27,48,49#. Experiments locate the colloida
hard sphere glass transition atfc'0.58 @31–34#, showing
that the idealized MCT prediction for the hard spherefc is
too low; this is presumably caused by the strong restrict
of the modes of structural relaxation imposed in the MCT

The locus of critical glass transition points is shown
Fig. 1 as a function of the particle volume fractionf and the
reduced temperaturet, with the shaded region denoting no
ergodic glass states. Upon decreasingt the glass transition
point moves along the lineB1 in Fig. 1 to higher density
contrary to the findings for particles interacting via a molec

FIG. 1. AHS phase diagram in terms of the reduced tempera
t and the particle volume fractionf. The labeled lines are the
bifurcation lines of Eq.~1! discussed in the text. The shaded regi
encloses nonergodic density fluctuations. Liquid-glass transit
occur when crossing theB1 andB2 lines into the shaded none
godic region. Glass-glass transitions occur along the piece of
B2 line inside the nonergodic region. The physically relevant e
point singularity is indicated by a circle. The data for the fluid-so
freezing and melting lines (d) are taken from MWDA calculations
@55#. The arrows show the~PY! hard sphere freezing (fF) and
melting (fM) volume fractions@55#.
the
e

b-

n
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lar interaction potential of Lennard-Jones form@49#. We see
that starting with a hard sphere glass and introducing a sh
range attraction leads to an ergodicity restoring transiti
provided the density of the isochore is not too high. T
glass transition fort52 occurs at a volume fraction o
0.5527, significantly higher than the MCT hard sphere res
The strength of attraction needed to shift the glass transi
to higher density is weak; a second virial coefficient mapp
reveals that a reduced temperaturet52 corresponds roughly
to a 0.05s wide square well with a depth of;0.6kBT. An
examination of the static structure factors along the criti
glass transition boundaryB1 in Fig. 1 shows that they are
not markedly different from those of hard sphere susp
sions; however, subtle changes in the structure lead to
nificant changes in the critical glass transition density.

At high temperatures we observe that the MCT pred
tions for the localization lengthr s follow roughly a Linde-
mann criterion, given by the hard sphere resultr s'0.074s,
in agreement with the results of the Lennard-Jones st
@49#. Below t;5, however, the Lindemann criterion is vio
lated, the particles now being more strongly localized in
glass state. We note also that inclusion of improved trip
correlations in the manner of Ref.@48#, who used an approxi-
mation due to Denton and Ashcroft forc(3) @50#, leads to a
qualitatively similar phase diagram with boundaries shift
slightly to lower densities and temperatures relative to th
shown in Fig. 1.

The AHS phase behavior has been the subject of sev
studies, most of them using density functional theory~DFT!
@51–55#. Selecting the most recent one by Marr and G
@55# for comparison, who used the modified weighte
density approximation~MWDA ! @56#, we find that theB1
glass transition is confined to the metastable region betw
the fluid-solid coexistence lines~see Fig. 1!. One striking
feature is that theB1 glass transition line from MCT and th
MWDA freezing transition line track each other, the quant
Df5fc2f f , with f f the volume fraction at freezing, be
ing nearly temperature independent.

This result has interesting consequences for the diffus
constants at the freezing densities@30,57#. When sufficiently
close to the glass transition, the long-time self-diffusion c
efficient assumes its asymptotic behavior governed by
distance to the glass transition singularity. The normaliz
long-time self-diffusion coefficient has been found to exhi
universality along the fluid-solid freezing transition@58#. The
comparison made here shows that this condition may be
lated to a universality of the proximity of the freezing tra
sition to the glass transition. At least, it suggests a dee
connection between MCT for the liquid-glass transition a
DFT, a topic that has been explored to some extent@59#.

In following the glass transition line from high to low
temperatures~the line denoted byB1 in Fig. 1!, we find a
line crossing similar to that studied within schematic~q-
independent! models @27,47,60#. This region in the phase
diagram was studied in detail recently by Fabbianet al. @40#.
At the crossing between theB1 andB2 glass transition lines
it is B2 that determines the behavior of the physical soluti
as the nonergodicity parameters associated withB2 are
found to be always greater than those associated withB1.
Thus, along theB2 line bordering the fluid phase,f q for each
q jumps discontinuously between 0 and finite values, a
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between smaller and larger finite values when theB2 line is
traversed in the glass. The appearance of theB2 line is a
result of an end point~cusp,A3) singularity@27,40,60,61# in
the AHS phase diagram, where three solutions of Eq.~1! for
f q coalesce. This singularity appears as the termination p
of the B2 transition line. It is connected to another bifurc
tion point with triply degeneratef q solutions located at lowe
temperature by theB3 transition line shown in Fig. 1. Nei
ther the low temperature end point, the piece ofB1 between
it andB2, nor theB3 transition line play a role in determin
ing the glass dynamics, but show the connectivity among
bifurcation solutions of Eq.~1!.

TheB2 line in Fig. 1 exhibits unusual properties. Varyin
the numerical parametersN andDq, such that the maximum
wave vectorqmax5NDq changes, shifts the location of th
B2 glass transition line and the high temperature end poin
the phase diagram. Such a variation is not observed in c
nection with theB1 glass transition line. In addition, w
were unable to identify a set ofN and Dq such that thef q
associated with theB2 glass transition decays to zero with
the prescribed wave vector range. The results shown in
1 were obtained usingN5700 andDqs50.2.

It is possible that the anomalous behavior of theB2 glass
solutions results from the atypical behavior of the AHSSq in
the large-q limit caused by the singular nature of the AH
pair potential. The AHSSq decays slowly for largeq asSq
'112flBsin(qs)/qs, wherelB is the solution of Baxter’s
quadratic equation@36#. We do not consider the behavior o
theB2 glass solutions here further; instead, we show in S
IV that the HCAY system exhibits glass transition lines th
extend to low temperatures and densities. Several prope
of these low temperature glasses are in qualitative agreem
with experiments on colloidal gels.

IV. HARD CORE ATTRACTIVE YUKAWA SYSTEM

In this section we examine the effect on the glass tra
tion of introducing a finite range of attraction via the HCA
system. The HCAY pair potential is given by

u~r !/kBT5H `, 0,r ,s

2
K

r /s
e2b~r /s21!, s,r ,

~7!

where the dimensionless parameterK regulates the depth o
the attractive well and the reduced screening parameterb sets
the range of the attraction. Using the MSA static struct
factor @37–39# as input, the MCT was solved for three di
ferent screening parameters:b57.5, 20, and 30. The pro
gression of the glass transition can be traced from the~PY!
hard sphere limit, corresponding toK50, to lower tempera-
tures in terms of the reduced temperatureK21.

In Fig. 2 we show the gas-liquid spinodal curves, stud
in detail by Cummings and co-workers@39,62#. The critical
temperature is sensitive to the range of the attraction,
creasing with increasingb. The spinodal curves are shown
indicators of where gas-liquid phase coexistence will occ
should there be a stable liquid phase. Included in the
grams in Fig. 2 are the corresponding loci of glass transit
points. At high temperatures and small values ofb (b
57.5) they are relatively insensitive to the strength of t
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attraction, showing only a minor initial movement towa
higher densities. Increasing the value of the screening par
eter b (b520 and 30!, which decreases the range of th
attraction, leads to a small initial increase of the glass tr
sition density upon lowering the temperature, although t
trend is not as pronounced as in the AHS system; sub
quently, at lower temperatures the glass transition is indu
at increasingly lower densities. Forb57.5 and 20 the non-
ergodicity transition lines reach subcritical temperatures,
approach the liquid side of the spinodal. Forb530 the non-
ergodicity transition line lies entirely within the fluid phas
above the two phase region, and extends to subcritical t
peratures at low densities.

The MCT used here does not account for large concen
tion gradients and additional critical slowing of relaxation
As there is no small expansion parameter in MCT, it is d
ficult to ascertain when, upon approaching a critical po
this form of MCT should be replaced by a more comple
theory, including a more sophisticated handling of the cr
cal dynamics~see Ref.@63# and references therein!. At high
temperatures, wave vectors around the primary peak of
structure factor contribute the most to the mode coupl
integrals in Eqs.~1! and~2!. With decreasing temperature, o
the one hand, the small wave vector structure inSq leads to
a stronger coupling on large length scales; on the other h
the attractive interactions become of increasing importa
on all length scales. The former effect, which can be
pected to appear for all ranges of attractions, leads to no
godicity transitions which trace the spinodal lines. The
transitions will be discussed in the Appendix, as here
present MCT is least reliable because it does not include
relevant mode couplings and will not correctly describe
dynamics near the critical points@63#. The latter effect, im-
portant for systems with short-range attractions, can be s
ied by an asymptotic analysis of the MCT equations and w

FIG. 2. HCAY phase diagrams in terms of the reduced tempe
ture K21 and particle volume fractionf for varying values of the
screening parameterb, as labeled. MSA gas-liquid spinodals a
shown with critical points denoted by (d), together with the cor-
responding MCT glass transition lines as labeled. The chain cu
correspond to the asymptotic prediction in Eq.~8! with Gc(b→`)
53.02. The open circles (s) denote the locations in theb520
diagram of the suspensions for which the results in Fig. 6 w
calculated.



fo

r-
e
o

o

a
io
w
er

fu
nd

uc

a

nd
e

s

th
ie

n
em
fe
h
ctu
ha
m
ey
on
ep
g

ge
p
s

for
ses
res

tems
ntire
es-
ents

t
d
e
e
in-
all-
n-

the

n-
ts of
es:
he

re
-

of
ed
nge

tion
ter-
-

the
T

he
tly
wn

om

he

he
sult-

5710 PRE 59J. BERGENHOLTZ AND M. FUCHS
be seen to dominate the low density glass transitions
large values ofb.

At low densities and in the limit of strong attractive inte
actions, the Ornstein-Zernike direct correlation function b
comes independent of density. Specifying this to the MSA
the HCAY system, this limit corresponds tof→0 and K
→`. Considering the asymptotic limits

f→0 and K→`,

so that ~8!

G5
K2f

b
5const,

the MCT equations simplify becauseSq→1 follows. The
nonergodicity transitions then occur atG5Gc(b), leading to
the asymptotic predictionKc}1/Afc.

For short-range attractions, in the limit ofb→`, a further
simplification arises because the coupling constantG ap-
proaches a unique value at the transitionGc→3.02 for b
→`, and the nonergodicity parameters now depend only
the rescaled wave vectorq̃5qs/b: f q

c→ f̃ c(q̃). The
asymptotic transition lines are shown in Fig. 2 as the ch
curves. We find excellent agreement with the MCT transit
line for b530 at low density, demonstrating that the lo
density nonergodicity transitions are not driven by the div
gence of the small wave vector limit ofSq . Moreover, the
asymptotic model is seen to capture the behavior of the
MCT transition lines—where present—qualitatively a
even semiquantitatively at higher densities.

We further point out that Eq.~2! for the single particle
dynamics and, thus, the incoherent form factorsf q

s are not
dominated by small wave vector variations in the static str
ture factor. Instead,f q

s and the localization lengthr s are
dominated by the small distance or large wave vector beh
ior of the liquid structure. In the asymptotic limit of Eq.~8!
this also holds for the collective particle dynamics, a
f̃ c(q̃)5 f̃ s(q̃) is obtained, where both functions show rath
large non-Gaussian corrections.

For the system withb520, Fig. 2 shows that the glas
transition nearly meets the critical point~see also Fig. 7 in
the Appendix!. This aspect is in qualitative agreement wi
the behavior of the sterically stabilized suspensions stud
by Verduin and Dhont@15#. They observed a gel transitio
that traversed the phase diagram from high density and t
perature to the critical point. The transition, which they re
to as a static percolation transition, was associated wit
nondecaying intermediate scattering function and nonflu
ating dynamic light scattering speckle patterns. Thus it
the expected properties of the ergodic-nonergodic dyna
transition predicted by the idealized MCT. Moreover, th
were able to follow the transition into the unstable regi
inside the spinodal curve, showing that complete phase s
ration does not occur because of interference from the
transition. We cannot extend the calculation of the MCT
transition line into the unstable region because an appro
ateSq is not available, and the theory assumes closenes
equilibrium @29#.
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Restricting the range of the attraction sufficiently, as
b530, Fig. 2 shows that the glass transition line pas
above the critical point and reaches subcritical temperatu
on the gas side of the metastable spinodal. For such sys
we may speculate that the glass transition renders the e
spinodal curve and the liquid phase dynamically inacc
sible. This feature appears to agree with some measurem
on sterically stabilized suspensions@13,14,17#, in which only
a liquid-gel transition was observed.

Recent measurements by Poonet al. @11# suggested tha
the colloid-polymer mixtures with a small polymer/colloi
size ratio (j'0.08) may belong to the class of HCAY phas
diagrams withb,20, where the nonergodicity transition lin
meets the spinodal on the liquid side. This interpretation
cludes a possible explanation for the growth of the sm
angle scattering peak for samples with low colloid conce
trations@11#, and that the denser colloid domains arrest in
transient gelation region.

To further clarify the physical mechanism of the gel tra
sition and the properties of the gel states, various aspec
the solutions of the MCT will be discussed for three cas
b57.5, 20, and 30. In Fig. 3 we show the evolution of t
coherent nonergodicity parameterf q along the critical glass
transition boundary corresponding tob530 in Fig. 2. As
seen, the width off q increases with decreasing temperatu
~increasingK!. This behavior off q with decreasing tempera
ture is a result of a corresponding increase in the range
Sq , which results from particles being strongly correlat
near contact, i.e., due to particle clustering. For longer ra
attractions, like theb57.5 system, the width off q and f q

s

remain essentially unchanged along the glass transi
boundary, which reflects the lower degree of particle clus
ing in this system. Note thatf q becomes a density and tem
perature independent function,f q→ f̃ (qs/b), in the limit of
strong attractions. This prediction is shown in Fig. 3 as
bold line, and agrees almost quantitatively with the full MC
f q solutions for large values ofK.

The localization lengthr s in the glass decreases along t
glass transition boundary when the attraction is sufficien
short range. This decrease in the localization length is sho
in Fig. 4, and is caused by the increased contribution fr

FIG. 3. HCAY critical coherent nonergodicity parametersf q for
b530 as functions of normalized wave vectorqs and Yukawa
prefactorK. Note that the volume fraction varies according to t
b530 critical glass transition line in Fig. 2, and that theK values
jump from K514–20 and 50. The rear curve shown in bold is t
density and temperature independent asymptotic prediction re
ing from Eq.~8! andb→`.
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large wave vectors in the MCT integrals in Eqs.~1! and~2!.
For longer range attractions, like theb57.5 case, the local
ization length stays close to the value dictated by the Lin
mann criterion and found at the glass transition in the h
sphere system@26,49#. Thus for short-range attractions th
particles are more strongly localized in the glass than
systems with somewhat longer range attractions. At low te
peratures the localization length saturates at a limiting va
which is inversely proportional tob because of Eq.~8!,
which leads to the predictionr s→0.91s/b for b→`.

In addition to an increased width at low temperatures,
small wave vector behavior off q changes dramatically, suc
that at low temperatures the intermediate scattering func
for small q practically does not decay with time at all~see
Fig. 3!. This indicates that large scale assemblies of partic
behave essentially as static objects, where the single part
are tightly bound to the particle clusters~see Fig. 4!. The
asymptotic limit, Eq.~8! and b→`, which results inf̃ (q̃)
21}q̃2, stresses that this is caused by the short-range at
tion. Such a rise inf q for small q is observed also in theb
57.5 system, where it is caused by a different mechani
namely the increase in the isothermal compressibility on
proaching the gas-liquid spinodal. There this leads to coh
ent nonergodicity parameters which are essentially ha
sphere-like except for a largeq→0 value.

In Fig. 5 we show the zero-frequency elastic shear mo
lus as a function of the reduced temperature along the g
transition lines in Fig. 2. When the range of attraction
comparatively large (b57.5) the shear modulus remain
constant at the hard sphere value, even for suspensions
the spinodal. This illustrates that the shear modulus, like
localization length, is determined by the large wave vec
behavior of the liquid structureSq , and is unaffected by
long-wavelength density fluctuations in our calculations. F
shorter range attractions (b520 and 30!, the shear modulus
is dominated by particle clustering; it increases strongly w
decreasing temperature because of the stronger bin
among particles, eventually showing a maximum for susp
sions close to the bend in theKc versusfc curves, wherefc
begins to decrease strongly with decreasing temperature

FIG. 4. Localization length~root-mean-square displacement! r s

in the glass along the critical glass transition lines in Fig. 2 a
function of the reduced temperatureK21 for various values of the
Yukawa screening parameterb, as labeled.
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lower density the shear modulus becomes linear in the d
sity at the transition, according toG}Kc

2fc
2 /b, as predicted

by the asymptotic solution in Eq.~8!, and as observed in th
dilute limit of theb530 system. These results show that lo
temperature nonergodic structures, proposed to be collo
gels here, are distinct from colloidal glasses in that they g
erally display a larger static shear modulus and strongly
calized particles bound in clusters.

To connect this study of the low temperature behavior
the glass transition more clearly to the experimental stud
of the gel transition, we have calculated the intermedi
scattering function upon approaching the glass transition
fixed volume fraction. This mimics the Verduin and Dho
study @15#, in which they performed low-q dynamic light
scattering experiments on a series of suspensions at fi
volume fraction close to the gel transition. As noted alrea
the HCAY system withb520 exhibits a glass transition lin
that nearly meets the critical point. This qualitative aspec
shared with the experimental phase diagram determined
Verduin and Dhont. We have selected four suspensions w
b520 andf50.4 at different reduced temperatures~shown
as open circles in Fig. 2!, such that the suspension with th
lowest temperature (K512) is located in the glass.

The resulting normalized intermediate scattering fun
tions corresponding to these suspensions are displaye
Fig. 6 for a fixed wave vectorqs50.2, the same wave vec
tor as that used in the measurements by Verduin and Dh
As the normalized intermediate scattering function is
quantity that one measures in dynamic light scattering
periments, we can compare Fig. 6 with the results of Verd
and Dhont~see their Fig. 11!. This comparison shows exce
lent qualitative agreement between their dynamic light sc
tering data and our calculatedFq(t)/Sq . Away from the
transition the decay ofFq(t)/Sq is approximately exponen
tial for this wave vector. The decay becomes slower wh
the temperature is decreased untilK512, whenFq(t)/Sq no
longer decays to zero. Instead, a long-time plateau wit
value near unity is obtained, which corresponds to the n
ergodicity parameterf q at qs50.2. Note that additional in-
coherently scattered light due to particle size polydisper

a
FIG. 5. Elastic shear modulus~in units of kT/s3) in the glass

along the critical glass transition lines in Fig. 2 as a function of
reduced temperatureK21 for various values of the Yukawa screen
ing parameterb, as labeled.
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5712 PRE 59J. BERGENHOLTZ AND M. FUCHS
@15# may contribute appreciably and causef q to attain such a
large value. Nevertheless, the dynamical arrest ofFq(t)/Sq
agrees with our proposed ergodic-nonergodic transition
the gel transition and is captured by the idealized MCT.

As has been shown in the past, the range of the collo
attraction dictates where the fluid-solid freezing transit
passes through the phase diagram and whether there
stable liquid phase@1–5#. In the same manner, Fig. 2 show
that the range of the attraction determines how the glass t
sition traverses the phase diagram relative to the crit
point. We have not compared the diagrams in Fig. 2 w
results for the fluid-solid and gas-liquid transitions~see, e.g.,
Refs.@4,64,65#!. The MCT relies on the static structure fa
tor input, which was provided using the MSA. For sho
range attractions the MSA produces relatively poor structu
and thermodynamic predictions. Thus a fair comparis
should be made with a theory, e.g., the MWDA@56#, which
can use the same input as that supplied to the MCT. Al
natively, the MCT can be solved using a more accurate st
structure factor, such as that from HMSA theory@66#. This
would enable a determination of the location of the gla
transition relative to that of the fluid-solid freezing transitio
testing the conjecture made here that the glass transition
tracks the freezing transition at higher density in the ph
diagram.

V. DISCUSSION AND CONCLUSIONS

The idealized MCT has been shown to provide a poss
explanation for important aspects of the colloidal gel tran
tion. In this scenario the arrest of the dynamics during the
transition is caused by a low temperature liquid-glass tra
tion. The underlying phenomenon is a breaking of ergod
ity, caused by long-time structural arrest. It is accompan
by the cessation of hydrodynamic diffusion and the appe
ance of relatively large finite elastic moduli as the partic
are tightly localized in ramified clusters.

The AHS system was found to have end-point singula
ties in the phase diagram. The spectacular dynamics clos
the MCT end-point singularity has been the focus of a rec

FIG. 6. Normalized intermediate scattering function at a fix
wave vectorqs50.2 as a function of Yukawa prefactor and dime
sionless time, as labeled. The corresponding locations in thb
520 HCAY diagram are shown in Fig. 2 as open circles.
r

al

s a

n-
al
h

al
n

r-
tic

s
,
ne
e

le
i-
el
i-
-
d
r-
s

i-
to

nt

study @40#. However, the glass transitions that occur at lo
temperatures in the AHS system are accompanied by
merical difficulties, resulting from the singular nature of th
AHS pair interaction potential. Nevertheless, the AHS s
tem provides insight into the temperature dependence of
glass transition in systems with weak short-range attractio
Subtle changes in the structure caused by the attractions
to an initial increase in the glass transition density with d
creasing temperature. The particles forming the glassy c
tend to stick together, thereby creating openings in the c
lective cage around a central particle which have to be fil
by increasing the critical colloid density. We suggest that
recrystallization of glass samples at high densities upon
dition of short polymers, reported in Ref.@8#, is explained by
this shift of the glass transition density to higher value
Moreover, the MCT glass transition line was observed to
parallel to the DFT fluid-solid freezing transition at hig
temperatures in the AHS phase diagram.

Introduction of a finite range of attraction, and replac
ment of the PY theory with the MSA via the HCAY system
yields glass transition lines that extend to low temperatu
in the phase diagram. For HCAY systems with modera
range attractions the glass transition line crosses the liq
binodal. When the range of the attraction is further restrict
the glass transition line passes above the critical point, lik
rendering part of the~metastable! equilibrium phase diagram
irrelevant. Preliminary solutions of the dynamical MC
equations for theb530 HCAY system indicate that nearb
Al singularities withl .2 appreciably distort the time depen
dent structural correlators in the intermediate time window
even though noA3 singularity @27,29,40,61# could be found
in the phase diagram.

The nonergodicity transitions of the HCAY system a
influenced by two mechanisms which are absent or not do
nant in the hard sphere and Lennard-Jones@49# systems. In
the latter two, the temperature dependence of the critical d
sity rc is either trivially absent or arises from the soft repu
sive part of the pair interaction potential. Along the MC
transition line in the Lennard-Jones liquid, the temperat
dependent packing fractionf(r,T), resulting from the effec-
tive excluded volume diameters5seff(T) @67#, is roughly
constantf(r,T)'0.52 and approximately equal to its ha
sphere value@49#. As the soft repulsion of the Lennard-Jon
system leads toseff}T21/12, the critical density smoothly
decreases with temperature@68#. Note that this observation
indicates that the nonergodicity transitions resulting from
solution of Eq.~1! for the Lennard-Jones system are dom
nated by the excluded volume effect, i.e., the primary pe
of the structure factorSq , as is also the case for the ha
sphere system. Because the idealized MCT has been d
oped from approximations aimed at describing the connec
physical mechanism, called cage- or back-flow effect,
quality of the mode coupling approximation is expected to
unaffected by temperature changes as long as these exc
volume effects dominate in Eqs.~1! and ~2!.

The nonergodicity transition lines of the HCAY system
on the other hand, are additionally affected by the low wa
vector fluctuations in the fluid structure factor,Sq for q→0,
and by the increase inSq at large wave vectors arising from
the short-range nature of the attraction. The first asp
which also occurs for longer range attractions, leads to n
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ergodicity transitions tracking the spinodal curve~see the
Appendix!.

The short-range nature of the attraction causes the st
ger localization of the particles, i.e., the shorter localizat
lengthr s , upon decreasing the temperature. Also, the str
increase in the elastic shear moduli along the nonergod
transition line occurs only for sufficiently short-range attra
tions, as shown in Fig. 5. Again, the ability of the MC
equations~1! and~2! to describe such local interparticle co
relations is not known. Note, however, that the HCAY r
sults are independent of the numerical parameters cho
Clearly, theories aimed at long-wavelength phenomena a
gel transition cannot incorporate these variations of the e
tic modulus as described by the MCT because it arises f
local potential energy considerations.

The asymptotic model, defined by Eq.~8! ~and b→`),
which highlights the effects of strong short-range attractio
captures all aspects of the low density MCT nonergodic
transitions qualitatively and even semiquantitatively. F
thermore, it clearly demonstrates that the gel transitions
not driven by long-range structural correlations. It can
expected that such an asymptotic model can be found
other theories of liquid structure with strong short-range
tractive potentials, but the detailed predictions presented
rest upon the use of the MSA for the HCAY system.

Based on this suggested interpretation of the MCT non
godicity transitions, several features of the computed HC
density-temperature diagrams agree qualitatively with
perimental observations made on colloid-polymer mixtu
and sterically stabilized suspensions@6–14,16,17#. First, the
gel transitions appear to lie at lower temperatures than,
otherwise track, the freezing line when present. Second,
short-range attractions the gel transition can shift to com
rable or higher temperatures than those required for g
liquid phase separation. Third, the gel line does not sh
such a strong density dependence as the static percol
transition.

We emphasize that this suggested interpretation of
colloidal gel transitions is based on an extension of the i
alized MCT of the glass transition beyond the range its
proximations were aimed at. Our speculation, however,
be decisively tested by dynamic light scattering experime
Nonergodicity transitions within the MCT exhibit univers
dynamical properties@27,29,61,69#, which, for example, led
to the identification of the colloidal hard sphere glass tran
tion by van Megen and co-workers@31–34#. As more com-
plicated bifurcation scenarios,Al with l .2 @27,29,40,61#,
can be expected, the dynamics at the gel transitions sh
be very nonexponential and anomalous. Moreover, the sh
range attractions lead to couplings among more wave ve
modes, as can be seen from the asymptotic model define
Eq. ~8!, resulting in a MCT exponent parameter~see Refs.
@27,69# for a definition and details on its calculation! l
50.89 for b→`, considerably larger than values found f
systems not characterized by short-range attractions~see,
e.g., Refs.@40,48,68#!.

The proposed connection between the MCT nonergodi
transitions in the HCAY system and the nonequilibrium tra
sitions in colloidal suspensions is further supported by
following observations. For moderate-range attractions,
the b57.5 diagram in Fig. 2, the coexistence region can
n-
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tentatively divided into three regions. For somewhat low
temperatures than the critical temperature, gas-liquid ph
separation occurs, provided a thermodynamically stable
uid phase exists. For temperatures~just! below the triple
point temperature, gas-crystal phase separation takes p
DecreasingK21 still more, gas-glass coexistence may be e
pected if—as argued from computer simulations@70#—the
way to crystallization proceeds via the initial formation of
liquid droplet, whose density lies above the nonergodic
transition line. As the glass states for this system are ra
close to the ideal hard sphere glass state, we expect si
tures of this well studied transition to be observ
@28,29,31–34#. We speculate that the vanishing of the hom
geneously nucleated crystallites in the colloid-polymer s
tems upon addition of sufficient large molecular weight po
mer, observed in Ref.@9#, signals the presence of
nonergodicity transition as found in the colloidal hard sph
system@34,71,72#. This suggestion can be tested by studyi
the dynamic density fluctuations close to the transition,
has been demonstrated in the hard sphere system@28,29,31–
34#.

For suspensions with short-range attractions, like theb
520 or 30 curves in Fig. 2, it seems possible that the lo
range density fluctuations, likely induced by the hidden cr
cal point, become arrested when the denser domains of
system cross the MCT nonergodicity transition line. Non
godic gel states characterized by large small wave ve
form factorsf q , rather short localization lengths, and finit
rather large elastic moduli can be expected. We suggest
these nonergodicity transitions cause the gel transitions
served in the colloid-polymer mixtures and sterically sta
lized suspensions, and anticipate that they may also pla
role in other colloidal systems, such as emulsions@73#,
emulsion-polymer mixtures@74#, and suspensions of globu
lar proteins@23–25#, in which short-range attractions als
dominate. We caution again that a proper extension of
MCT used here to include a full description of the critic
dynamics close to critical points has yet to be formulat

FIG. 7. HCAY phase diagrams showing, in addition to the MS
gas-liquid spinodal curves and the MCT glass transition lines a
Fig. 2, the MCT transition lines~short-dashed lines! which are char-
acterized by a small-q structural arrest inf q and f q

s50. The inset
shows an enlargement of the line crossing in the vicinity of theb
520 critical point.
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Experimental tests of the dynamics close to the gel tra
tions would be required to test our suggestion.
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APPENDIX

In this appendix the nonergodicity transitions caused
the increase in theq→0 limit of the structure factor close to
the spinodal lines are discussed for the HCAY system. F
ure 7 shows the spinodal lines and the gel transitions for
ce

ce
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interaction parameters considered in Secs. IV and V. A
shown are nonergodicity transition lines occurring only clo
to the spinodal lines. As seen, there is at least one crossin
the two types of nonergodicity transitions for each attract
rangeb, where in all cases the gel transitions discussed in
main text provide the larger, physical nonergodicity para
eters. The additional transition lines presented here in
Appendix have two peculiarities which cause us to doubt
validity of the present MCT for their description. First, the
are directly caused by the small wave vector structure inSq ;
thus a proper MCT description should also include the v
likely present critical dynamics@63#. Second, at these trans
tion lines only the collective density fluctuations for excee
ingly small wave vectors or on large length scales are
rested. The single particle dynamics remain fluidlike, i.
f q

s50 from Eq.~2!. Again, this suggests that long-range co
lective fluctuations are of crucial importance at these tran
tions, and that the simple MCT approach used here is lik
insufficient.
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