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Combining atomistic and continuum simulations of contact-line motion
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In this paper we show that molecular dynamics simulation results for contact-line motion can be accurately
reproduced by fully continuum simulations. The problem considered is flow of two immiscible fluids in a
two-dimensional channel. Molecular dynamics is used to capture correctly the contact-line dynamics from
basic principles. Continuum boundary conditions are extracted from the molecular solution in the vicinity of
the contact point where the classical hydrodynamic theory fails. Finite element simulations of the same
problem subject to these boundary conditions accurately reproduce the molecular results.
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PACS numbe(s): 47.55.Kf, 47.20.Dr, 68.10.Cr, 68.10.Gw

The moving contact-line probleri,2] has been one of means for developing physical models of the contact-line
the few problems that has defied conclusive theoreticabehavior for use in macroscafeontinuun) descriptions, or
analysis over the yeaf8]. The main reasons for this lie in for the calibration of already existing molecular-kinetic mod-
the multiscale nature of the problem, but also the apparer@ls[3].
breakdown of the local hydrodynamic theory in the vicinity ~ Low cost, accurate numerical solutions can be readily ob-
of the contact poin{2]. Experimental data are unable to tained by correctly addressing the two stumbling blocks in
characterize fully the molecular processes involved in théhe way to simulating the contact-line problem: slip in the
contact-line dynamics, because they are limited by resolutionicinity of the contact line, and the value of the dynamic
to the determination of an apparent contact an@le[2]  contact angle. The present paper reports advances in this
which is the macroscopically “perceived(toarse grained front: MD simulations have been used to extract information
angle between the two-fluid interface and the solid wall. Duedt the molecular level which serves as input for finite ele-
to the significant curvature of the interface at molecular dis-ment simulations. The agreement between the molecular and
tances from the wall, the apparent and dynamic contacgontinuum results indicates that reliable continuum-based
angles can be appreciably different. approximations, that correctly capture the contact-line dy-

Analytical [4,1] or numerical5] solutions of the moving hamics, exist.
contact-line problem have been obtained by taking advantage In the only previous attempt to develop further an under-
of the relative insensitivity of the far-field solution to the Standing of the physical processes occurring at the contact
exact contact-line dynamics. The logarithnfigith distance line [2,7] in terms of appropriate continuum boundary con-
from the contact ling singularity present in the Navier- dition choice, the continuum model was not correct: the in-
Stokes model of the contact-line problem is relieved by reterface was treated as a rigid flat wall. In the above formu-
laxing the no-slip boundary condition close to the contactation the interface shape and hence the apparent contact
line. Various slip models are introduced, the most popular ofngle were not allowed to vary, the dynamic contact angle
which is the Navier condition, albeit for purely historical
reasons. The dynamic contact angly, which enters
as a boundary condition in the dynamical equations of mo-
tion, requires an additional assumption; it is usually taken
to have the same value as the static contact angle,
although there is no physical justification for this assump-
tion.

Molecular dynamic§MD) simulations have recently been
used to treat the moving-contact, line problg26,7]. Those
simulations are, however, limited to very small systems
(~5000 moleculgsand cannot, by themselves, be used to
treat macroscale problems. They can, however, be used as a
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was fixed at an arbitrary 45°, and the capillary forces were A U B

not included; the simulation was, effectively, a Couette flow - ~=- " --C- =TT T T T T I T TIIIT

in a semi-infinite channel which is blocked at one end by a =\ ..o yo-oio2227i2r Vit i

wall at an angle of 45° to the flow. In our study we utilize  : :

a full moving geometry finite element simulation of oo osoiolosoiol

the Stokes equations, with the appropriate variational treat- .~~~

ment for the surface tension interaction between the two

fluids. FIG. 2. Flowfield for Poiseuille configuration. Both walls move
We begin with a MD simulation of the immiscible fluid with velocity —U=—0.017%/r.

displacement problem: one fluid displaces a second fluid in a

two-dimensional channel of lengthand width H (Fig. 1).  thex direction and 1.58 along thez direction. The resulting
The width of the channel is determined by the average locastatistical errors for the velocity are expected to be less than
tion of the first layer of wall moleculeéFig. 1). However,  0.00%/+

the volume occupied by the fluid is less due to the finite |n continuum terms the behavior of the above molecular
repulsive core of the interaction potential between the wallgystem is equivalent to two fluids with the same density and
anq the fluid. We W|” den(?te the thickness of the “fluid Viscosity(equa| to bulk values for ||qu|d argO);nthe fluids,
region” by 2B. Our simulations closely resemble those of however, are immiscible with a surface tension coefficignt
Thompson and co-workeri,7] for comparison purposes. which can be calculated from molecular technig[i&s Ad-

The main differences are that Poiseuille instead of Couettg@itionally, the two fluids interact with the two bounding
velocity profiles are examined, and that the wall moleculesyalls in exactly the same way, and therefore, the static con-
are not bound to lattice sites through springs but instead thepct angle @), by symmetry arguments, has to equal 90°.
interact with all the other SyStem molecules thrOUgh interaCA|So note that the periodic boundary conditions imposed on

tion potentials. It is convenient to study this problem in thethe MD simulation for reasons of computational simplicity
reference frame of the moving interface: in this referencgesylt in two two-fluid interfaces.

frame the interface does not move, and the walls of the chan- The flowfield is generated by forcing the fluid into the
nel move with speed-U (whereU is the speed with which  Poiseuille parabolic profile far away from the two-fluid in-
the interface advances in the laboratory franmethe x di-  terface. Various studig$,9] have verified that the flowfield
rection. relaxes to the above profile at distances greater thad.2.5
Unless otherwise stated, all quantities will be expressed iWe have thus ensured that the distance between the two two-
reduced units usingr=oa=3.4A for length, m=m,,  fluid interfaces is greater thanth such that forcing of the
=40amu for massg/k,=¢ea /ky=119.8 °K for tempera- flow would be possible. The Poiseuille profile is a zero-
ture, andr=(mo?/48¢)1?=3.112<x 10" 3s for time. Here mass-flux profile because the simulation takes place in the
o ande,, are the parameters of the Lennard-Jones poterreference frame of the moving interface. The velocity profile
tial for argon[8], my, is the mass of the argon atom, ants ~ was imposed through the method developed in Réf]. The
the characteristic time for argon. The interaction potentialkexact details of this technique for the contact-line case can be
was truncated at the rather conservative cutoff length found in Ref.[11]. We have ensured that the method of
=30. The simulation box is a fully periodic MD domain of imposing the flowfield is consistent with previous reports of
size LXDXW)=(57.020X5.560x15.2%) in the X, Y, similar work, by comparing the results of the above method
andz directions, respectively. with results obtained using gravity as the driving force for
The molecular model for the two fluids is the same as inthe fluid motion[6]. The results of the two simulation meth-
Refs.[2,7]; the argon molecules are divided into two subspe-ods for the samé) are indistinguishable within the statistical
cies: subspecie8 andB. These two subspeci€$280 mol-  accuracy of the simulations.
ecules eachare completely identical because they have the The Capillary number (GauU/vy) is based on the wall
same self-interactions and interactions with the walls of thevelocity (U). We also define. as the distance along the wall
system; they are, however, immiscible because the potentiaheasured from the contact point. We need to differentiate
interaction between them is repulsive. We have taRerl betweenU andU;=u, (x.>2.5H,z=B), the fluid velocity
[7] such that at the temperaturd£1.4) and density 4  along the wall at distances from the contact line large enough
=0.810"3) of the simulationy=3.9+0.2¢/0? [7]. Each of that slip is negligible; they differ due to the non-negligible
the two parallel, isothermal, walls bounding the fluid is mod-ratio (7%) of o to the channel transverse dimensiorH(2
eled by 600 wall molecules arranged in a two-layer fcc strucif the fluid reached all the way to the walls, we would have
ture in thex-y plane. The combined thicknegalong thez  u,(x.>2.5H,z=H)=U; that is, the extrapolation of the
direction of the two walls is greater than the interaction fluid velocity for x.>2.5H to z=H indicates negligible slip.
potential cutoff W—2H>r ), so that the fluid molecules do The fluid velocity closest to the walls will be denoted
not “see” their images across the walls. The mass of theus(X;) =u,(X.,z=B), and hencdJ;=u;(x.>2.5H).
wall molecules iany,=2m; all other parameters are similar ~ Figure 2 displays the flowfield obtained from the simula-
to the ones in Ref{2]. tion of the immiscible fluid displacement problem. The walls
After an equilibration period of 64f) samples are taken move in thex direction with— U= —0.017%/ 7, and the Cap-
for a further 272@. The flowfield is recovered by averaging illary number based on the wall velocity is €8.059. The
the instantaneous molecular velocities in rectangular bingairly repulsive potential interaction between the two fluids
spanning thex-z plane. The sizes of the bins are 148ong  results in a gap on the order otrlbetween the two fluids.
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286 ; ' ' ' ' ' the accomodation of the shearing from the wall requires
| the gap between the two fluids to increase. This is clearly a
molecular phenomenon that cannot be captured by a con-
Ca = 0.059 . : .
1 tinuum simulation.

We have used our MD simulations to obtain a model of
the slip along the wall close to the contact line. We have
found that a simple exponential fit of the form
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Us(xe) =U(—1+e(~047eh), ®)
274
adequately describes the slip profile along the .

Our finite element simulations use the fully variational
formulation developed in Ref§11,12), and a moving geom-
etry to capture fully the dynamics of the two-fluid interface.
268 o5 4 v o . 5 T4 The technique uses an isoparametric finite element solver
with a structured mesh that is refined to mesh sizes at least
one order of magnitude smaller than the slip length close to
the contact point for complete resolution of the slip profile.
We have used the Crouzeix-Raviart elemdnt$,12 in or-

Ca = 0072 | der to capture the pressure discontinuity at the two-fluid in-
terface. The simulation was performed in the Stokes limit
since the Weber number (WeU?H/y) that measures the
effect of the inertia forces with respect to the capillary forces
was always less than 0.02. Previous wpitB,14], both ana-
lytical and computational, indicates that for a Weber number
§ of 0.01 the error in neglecting the inertial terms is less than
1%. The error associated with the MD procedure is estimated
to be 5-10%.

265} . The finite element simulations utilize the molecular slip
model of Eq.(1) on EI (Fig. 1). Symmetry boundary condi-
tions are applied on FG, and the Poiseuille zero-mass-flux
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26, Y o1 o5 o5 : 12 T profiles on EF and GI. The dynamic contact angle was taken
z to be equal to the stati(90°); our aim is to examine the
B validity of this assumption that is usually found in the litera-

FIG. 3. Comparison between molecular and finite elentlkame ture [2]. Note _that the continuum simulation eXt.enqSZto.
that extends taz=1.16 interface shapes withfy=6,=90° as- fl.lG_B= 1H;. in other words, the contmuum.wall is identi-
sumed in the finite element simulation. fied with the first layer of wall moleculesee Fig. 1. On the

other hand, the molecular interface shapes can only be de-
More realistic potentials, or alternatively the simulation of afined for 0<z<1B because they are limited to the volume

fluid and its vapor, would result in significantly more diffuse ©ccupied by the fluid; furthermore the last data bin is cen-
interfaces that would require modeling assumptions for thd€red onz=0.9B. Although it may be argued that the gap
exact definition of their location. We thus preferred thisP€tween the wall and the fluid belongs to neither, this defi-
slightly artificial interaction which we believe does not affect Nition was preferred because of its ability to capture the fluid
the generality of our conclusions, since the surface tensioR€havior in the best continuumlike way: the agreement is
associated with it can be calculated. excellent in the region away from the walls where continuum
Due to the periodic boundary conditions in the streamwisdlUid mechanics is adequate. Close to the walls purely
direction, there are two two-fluid interfaces: in one, fldid molecular effects are present, but the agreement is still very
advances into fluid, and in the other, fluid advances into  900d- _ o
fluid A. Because the gap between the two fluids is not con- D€SPite the fact that the Navier condition
stant but varies as a function pfwe defined each two-fluid
interface using two lines: each line represents the envelope
of the averagdin time) extreme excursions of one fluid in
the streamwise direction. For example, at the interface where
fluid A is advancing into fluidB, one line represents the wheree is the slip length, is the most popular of the slip
mean maximum excursion of fluil and the other line rep- models used, we found that in this case it could not be used
resents the mean minimum excursion of fllBd In Fig. 3  with satisfactory results; this indicates that it indeed does not
we retain both lines to indicate the molecular interfacecontain the correct physics involved in the vicinity of the
shape, but we reduce their gap at the centerline of the chaentact line. Its inadequacy stems from the fact that it intro-
nel to zero, to facilitate comparison of both their relative duces slip by setting a limit on the maximum allowable
curvatures as well as with the continuum results. Note thastress close to the wall. If the slip length is of the order of the
the two lines diverge close to the wall indicating that channel width §~H), Eq. (2) implies that significant slip

OelXe) == = [U+Uy(x0 2= H)], @
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will be present for the whole length of the slipping wall, variations in the interaction parameters, for example, are ex-
which is not the case in our simulations. pected to affect the magnitude of the slip length but not the
This study has shown that, excluding purely molecularability of our continuum model to reproduce the molecular
effects which are observable only at the microscopic levelresults.
continuum methods can reproduce moving contact-line dy- aqgitionally, this work has shown that the molecular in-
hamics given correct “boundary conditions(in our case i required in a continuum simulation is localized to within
molecularly derivedl for the slip profile along the channel ;ne slip length from the contact point, and suggests that hy-
wall and the dynamic contact angle. For the set of fluid-wally g algorithms which utilize MD in the vicinity of the
interactions of our study, we find that the assumption that th%ontact-point and continuum techniques for the far-field so-
dynamic contact angle is approximately equal to the statiion are indeed feasible.
angle is correct. Although a systematic study of the effect of
the interaction parameters on the above results has not yet This work was supported by DARPA and the ONR under
been completed, we believe that the parameters used in thBrant No. NO0014-91-J-1889. The author thanks Anthony T.
study are quite general and not pathological in any wayPatera for helpful comments and discussions.
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