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Fluctuations in photon local delay time and their relation to phase spectra in random media
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The temporal evolution of microwave pulses transmitted through random dielectric samples is obtained from
the Fourier transform of field spectra. Large fluctuations are found in the local or single-channel delay time,
which is the first temporal moment of the transmitted pulse at a point in the output speckle pattern. Both
positive and negative values of the local delay time are observed. The widest distribution is found at low-
intensity values near a phase singularity in the transmitted speckle pattern. In the limit of long duration,
narrow-bandwidth incident pulses, the single-channel delay time equals the spectral derivative of the phase of
the transmitted field.S1063-651X%99)13102-1

PACS numbgs): 41.20.Jb, 05.46-a, 71.55.Jv

Statistical optics has concentrated on fluctuations of rearising from an incident wave in channal This definition
flected and transmitted intensity. The Rayleigh distributionhas been used in earlier work in the context of nuclear phys-
describes large fluctuations in intensity at the output of dcs [18]. This is in contrast to previous discussions of the
scattering medium excited by monochromatic radiation. ThéVigner time delay and the Wigner-Smith time delay matrix,
intensity of a single polarization component normalized to itswhich have been powerful concepts for a statistical descrip-
ensemble average has a negative exponential distributiofPn Of scattering19-21]. The diagonal element,, of the
exp(~1/1)) [1]. This distribution obtains under the assump-lifetime matrix Q=—iS™ "9 dw, whereS is the Nx2N
tion that the fieldE=Ae can be represented as a superpo-Scattering matrix, are interpreted in terms of the time spent in
sition of uncorrelated partial waves. However, in multiple- tN€ Scattéring region by a wave packet incident in one chan-
scattering media, the coherent nature of wave propagatiofi€!- AS shown by Smith22], they are the sum over all ouput
inevitably leads to both short- and long-range contributionsc_ annels (both in reflection .and transmissiprof .A.tab
to the intensity correlation functigr2—4]. These give rise to Re[(_—|/Sab)(f&Sab/&w)]hwelghte?] by t:]e probab.lhty of
enhanced fluctuations in the intensf], total transmission (imf/r%'\rllgz | Arom 23 tht ¢ ?nrr:e lap/2N '"Qza\fi‘
[6-10], and electronic conductandd1-13, which have =( )ZplabAtap [23]. The sum of theQ,, over a

o . X channels is the Wigner time delay,=X,Q,a, Which is the
been stu@ed |nten5|vely n the past decade. The degree ﬂgce of the lifetime matrix and is proportional to the density
nonlocal intensity correlation is a measure of the closeness

L . 1ess 16 states[24—-27]. Local delay times have been considered
the localization thresholf?—13| and determines the statisti- {5, glectrons tunneling through barriers and for classical eva-

cal distributions of key transmission quantities. In this papefescent wave28,29. In these cases, scattering through a
we consider fluctuations in pulse propagation. This is in confixed structure into a one-dimensional system is considered.
trast to previous studies of the statistics of steady-statgiere we study the propagation of an incident spatial mode
propagation in random media and to measurements of thigto a multichannel random medium. The field is detected at
time of flight distribution[14—17. Fluctuations in the pulse a point in the output speckle pattern for an ensemble of ran-
evolution are averaged over an ensemble of samples and odem configurations. The subscripb, which indicates the
obtains the arrival time distribution for transmitted photons,input and output channels, is omitted in the following to
which is proportional to the path length distributidi(s). simplify notation.
This corresponds to the particle transport picture and gives a In a homogeneous medium of thickndssvith phase ve-
mix of ballistic and diffusive components. Here we considerlocity », the phase accumulated as the angular frequency is
fluctuations in the dynamics of transmission for a given in-increased byAw is A¢p=AkL=AwlL/v and is proportional
cident and outgoing channel for different realizations of ato the delay timer=L/v so that the delay time isr
random medium. Specifically, we define the local or single-=A ¢/Aw. In this simple situation, the phase derivatigé
channel delay timer,, as the first temporal moment for a =d¢/dw is known as the group delay and is a measure of
transmitted pulse associated with an incident pulse of bandhe transit time through a homogeneous medium. In a ran-
width Aw centered at=0 in the time domain and ab, i dom medium, however, the wave is multiply scattered and
the frequency domain, the output field is the superposition of partial waves arriving
at a point. If we ignore fluctuations in the phase velocity for
f |Ean(t; 0o, Aw)|2t dt differe_nt path_s in the medium and ad_ditional phase shifts
(1) associated with focal points ar)d reflections, the phase accu-
_ o mulated by the wave in following a path of lengshas the
f |Ean(t; wo,Aw)|"dt frequency is incremented ¥ w is A ps=Aws/v, giving a
delay timeA ¢s/Aw=s/v. The sum of these times weighted
where E,(t; wo,Aw) is the transmitted field in channél by P(s), [P(s)s/vds, gives the average value of the

Tab( o ,AC!)) =
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local delay time(7). In this paper we investigate the fluc- 5 :
tuations ofr. Measurements of microwave radiations propa- § »(@o=Ins
gating through random samples show that the single-channel 4 i
delay time varies with the width of the incident pulse. We
find that fluctuations inr increase as the pulse bandwidth
narrows. For narrow-bandwidth pulses, large positive and
negative values of are found. These large values are related
to the nature of the speckle pattern at the output of the me-
dium. They occur most commonly when a null in the speckle PR B L S VA
pattern passes near the detector as the frequency is varied. gl C . 0
The phase is undetermined at these nulls and jumpsr by 0 50 100
radians when a null passes through the detector as the fre-
qguency is tuned. In contrast to the characteristics of static
speckle patterns investigated by Frewetdal., which are in- 10
dependent of the scattering mediu®0], here the phase
variation reflects the underlying dynamics. When consider- 8r
ing pulse propagation, it is natural to define the energy trans-
mission coefficienk,;, as well as the local delay time,;, of
the ouput pulse. This gives a set of variablesrj. We will
study pulses of specific width, particularly in the linfitw
—0. In this limit corresponding to long pulses, the local a
delay time = approaches the spectral phase derivaip/e
[31] and the energy transmission coefficierdpproaches the ool . ‘ ]
intensity transmission coefficient 60 400 -200 0 200 400 600

The sample studied is composed of randomly positioned t(@s)
3-in. polystyrene spheres at a volume filling fraction of 0.52  FiG. 1. Amplitude of the time respongsolid line) to a Gauss-
contained within a 1-m-long, 7.6-cm-diam copper tube. NeWan pulse(dashed lingwith () c=1 ns and(b) ¢=100 ns, cen-
sample configurations are created by rotating the tube abowdred around 10 GHz. The total energy of the input puilég ?dt is
its axis. Wire antennas are used as the emitter and detector@irmalized to unity. The solid curve is the actual scale, while the
the input and output surface of the sample. A Hewlett Packdashed curve is rescaled. The slowly varying component of the
ard 8722C vector network analyzer performs a measurememphase#(t) is shown as the dotted curve.
of the microwave field, giving its amplitude and phase. Mea-
surements are made between 7 and 25 GHz, using frequentgnsity at the output surface of the sample, as given in Eq.
intervals of 625 kHz. This wide frequency range allows us to(1), is well defined even in a multiple-scattering system. We
reconstruct via Fourier transformation the time response tmote that the integration over the pulse is reminiscent of the
an input pulse of any shape over a wide frequency range. Thaefinition of the associated quantity, the energy transmission
value of the local delay time depends upon the spectrum ofoefficiente(wg,Aw) = [|E(t; wg,Aw)|?dt, where the time
the incident pulse. Here we consider incident pulses that arerigin is taken at the center of the incident pulse at the input
Gaussian or rectangular in the frequency domain. Gaussiasurface. It is therefore natural to use H@d) to represent
pulses have a rapid falloff in both the time and frequencydynamic fluctuations of pulses in mesoscopic systems. We
domains, whereas rectangular pulses allow us to select a prérd 7=41.8 and 59.8 ns for the pulses of Fig&)land Xb),
cise spectral range but oscillate in the time domain. Directespectively. The local delay time averaged over 581 sample
dynamical microwave measurements are possible in prineonfigurations is(7)=42.6 ns for a 1-ns incident pulse,
ciple, but generating precisely shaped pulses is not alwayshile (7)=45 ns for a 100-ns incident pulse. The difference
possible. The complex response to an incident pulse witln averaged values is due to variations in dynamical proper-
carrier frequency wg can be written as E(t) ties over the bandwidth. For comparison, the travel time
=|E(t)|exp{i[ wot + #(t)]}. An example of the amplitude throuch 1 m offree space would be 3.3 ns.
|E(t)| and phasep(t) of the response to a pulse constructed By changing the central frequency of the incident pulse,
by Fourier transforming the field spectrum in a particularone can follow the variation with frequency of the single-
sample configuration is presented in Fig. 1 for twochannel delay time for a particular sample configuration and
pulses centered at 10 GHz with a Gaussian enveloppulse bandwidth. The frequency dependence(af,A w) for
1/\2wo exp(—t320?), with o=1 and 100 ns. a square pulse is plotted in Fig. 2 between 11 and 12 GHz for

Various properties have been used to characterize thédaree different values of the incident pulse bandwifith. A
travel time of a wave packd32]. When the pulse is not comparison with
appreciably distorted in transmission, the delay time of sa-
lient features such as the peak can be used. In multiple- A ) Po+Awl2)— p(w—Awl2)

o(t) (2w rad)

70.5

o(t) (2w rad)

scattering media, however, the shape is generally unrelated Ao T Aw

to that of the incident pulse and changes with configuration

[see Fig. 1a)]. It is therefore not possible to associate fea-shows thatr and A¢/Aw do not coincide as expected in
tures of the transmitted pulse with the incident pulse. How-such a medium. However, when the average of these quan-
ever, the shift of the barycenter of the transmitted pulse intities over sample configurations is takepr,) is indistin-
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FIG. 2. Local delay timéthick solid ling for the square band-
width pulse with bandwidths of@ Aw=500 MHz, (b) Aw
=50 MHz, and(c) Aw=5 MHz compared toA ¢/Aw (dotted 10% , , , )
line) versus frequency. The averaged local delay time over 581- 10 10.1 10.2 10.3 10.4 10.5
sample configurations is shown as the thin solid line. v (GHz) (©

guishable from(A ¢/Aw), which is shown as the thin solid  F'G- 4. (&) Phase derivative(b) phase modulus 2, and (c)
line. This figure also shows that fluctuations of and '09aithm of the magnitude between 10 and 10.5 GHz.
A ¢/ A w around their average values are of the same order of
magnitude and increase with decreasing pulse bandwidti0.5 GHz. Large positive and negative peaks in the phase
The local delay timer can be smaller than the travel time in derivative are associated with small values of intensity. In-
free space and even negative. This occurs most frequently faleed, a zero in the amplitude would correspond to an unde-
pulses of duration greater thgm) corresponding tdw less  fined phase since the real and imaginary parts of the field are
than the field correlation frequenc§w~(7)~1. Figure 3  then zero. The equiphase line map around such a phase sin-
shows the response to a Gaussian pulse with100 ns, gularity is a “star” [30] and the phase circulation around this
centered at 11.1025 GHz, which corresponds to the firssingularity is an integer multiple of 2 [33]. A phase singu-
negative peak in Fig.(2). larity is by convention positive if the phase circulates coun-
In order to clarify the character of these fluctuations, weterclockwise. The phase map of arbitrary phase singularity
plot in Fig. 4 the phase derivative of the transmitted field, itsnetwork has been investigated by Frewetdal. [30]. To ex-
phase modulus 2, and the logarithm of the transmitted in- plore excursions in the phase as a singularity moves near a
tensity, which represents the complete field between 10 angoint, we measured the phase at closely spaced points along

a line as the frequency is tuned. After the spectrum at a given

2 - - A , ‘ 0 position is taken, the detector is translatedd¥=1 mm on
"""""" i ‘\ ©=100ns 1o a 4-cm-long line running symmetrically about the center of
L5 AN ’ the output surface. The increment in phase along the line
i/ \ 1-0.4 ~ from 18 GHz is obtained by unwrapping the phase modulus
§1 ;’ i 4065 27 [34], which_ is shov_vn in Fig. &). As the spgckle pattern
- ! \ Q changes with increasing frequency, phase singularities may
= e f \ L1082 move across the detection line resulting in & phase dif-
0.5 N i < ference between consecutive detector positions givirgma
N\ jump on one side of the singularity and jump on the
6%,\‘ . T S 12 other side. The phase difference between two consecutive
-600 400 -200 t((l)ls) 200 400 600 positions of the detector is presented in Fig. 6. A &ep is

the signature of a phase singularity moving between these
FIG. 3. Amplitude time respongeolid line) to a Gaussian pulse WO positions. AsAX goes to zero, this phase difference plot
(dashed lingwith o=100 ns, centered around 11.1025 GHz. TheWould become a series of sharp steps and flat plateaus. The
solid curve is the actual scale, while the dashed curve is rescale@resence of phase singularities results in large fluctuations of
The slowly varying component of the phaggt) is shown as the the phase derivativey’ as a function of frequency and de-
dotted curve. tector position, as shown in Fig(ly. Strong fluctuations of
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FIG. 7. Right-hand side of Eq2) between 7 and 25 GHz for
one sample configuration when considering a Gaussian pulse shape
of 79.6 MHz bandwidth. This plot is indistinguishable from the plot

500

. of the delay time versus frequency of a Gaussian pulse with
& =2 ns.

8

So —0, these become identical. In the Appendix we show that
o]

the delay time can be expressed in terms of the intensity and
the phase derivative as

fgiO,Aw<w>l(w>¢'dw

, @

(b) X (mm) 0 18 v (GHz) m(wo,Aw)=

JgiO’Aw(w)l(w)dw

FIG. 5. Surface plot ofa) the cumulative phase ant) the
phase derivative with frequency between 18 and 18.1 GHz acroswheregw Ao(w) is the spectrum of the incident pulse. The
the output of the sample obtained by sweeping the detector over 4|(?ght hand side of Eq(2) is shown in Fig. 7 for a particular
mm, each millimeter. sample configuration, for a Gaussian incident pulse with

bandwidthAw=1/270=79.6 MHz and central frequency
A ¢/Aw will occur whenAw is small since it is then not so o, between 7 and 25 GHz. It is indistinguishable from the
different from ¢’ [Fig. 2(c)]. For largerAw [Fig. 28)], av-  delay timer of a Gaussian pulse with=2 ns, which is
eraging of random variations in phase reduces these fluctuaiso plotted in Fig. 7. Equatio(®) is found to be accurate
tions. experimentally to within 0.1%1%) for a Gaussian pulse

The magnitudes of fluctuations 4f¢/Aw andr are com-  with o=1 ns(E=100 ns). Equatiori2) provides a useful
parable as are their correlation frequencies. In the limit  shortcut to the computation of the local delay time as com-
pared to computing the temporal integral in E&). from the
Fourier transform of the field.

For pulse bandwidths much smaller than the correlation
frequency, which is essentially the inverse of the average
delay time, the transmission coefficidnis roughly constant
over the pulse bandwidth. Therefore;- A ¢/Aw for a nar-
row rectangular pulse in the frequency domglfig. 2(c)].

Only at frequencies at which the intensity drops rapidly and

cannot be taken as constant over the bandwidth are fluctua-

tions in A ¢/ A w larger than fluctuations in. In these cases,

a phase singularity moves near the detector, giving a change

in phase of the order of over a frequency changkw that

can be arbitrarily small and in particular smaller théi.

The shape of a pulse, which encompasses a bandwidth over

. . ‘ ‘ which the intensity changes appreciably, will generally be

18 18.2 18.4 18.6 18.8 19 different from that of the incident pulse as is seen in Fig. 3.
v (GHz) Taking the limit Aw—0 in both Egs.(A4) and (A5) of

the Appendix, one finds,

A (2m rad)

FIG. 6. Phase difference between four consecutive detector po-
sitions x=19-22 mm) at the output surface of the sample of Fig. lim 7(wg,Aw)=¢'(wg). 3
5 in the frequency range 18—-19 GHz. Aw—0
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200 the spatially averaged delay time, however, it is appropriate
R to weight the local delay time by the energy transmission
E Or ] coefficient, which isl ¢’ in the limit of narrow bandwidth
w (@) o=10ns pulses. The sum df¢’ over all incident and outgoing chan-

-200 nels is proportional to the density of states and is in many

200 respects analogous to the conductance, which is the sum of
0 Sy W S over all input and output channels. We expect that large fluc-
= of ] tuations in the spatially averaged delay time will occur as a
& (b) 6=30ns result of spatial correlation ih¢’ just as enhanced conduc-

-200 tance and transmission fluctuations arise as a consequence of

200 spatial correlation of. Thus the observations in this paper
- should form the basis for treating some of the dynamical
S OWMWWWW aspects of mesoscopic physics.
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FIG. 8. Time delay between 10 and 11 GHz for an input pulse |E(t;w0,Aw)|2=J f dwdw,E* (01— 0y, Aw)
with (8 =10 ns, (b) =30 ns, (c) =100 ns, and(d) o
=300 ns. The phase derivative for the same frequency range is

shown in(e). XE(wy—wo,Aw) €'(@17 92t (A1)

To illustrate this result, the time delay between 10 and 1Where E(w—wg,Aw)=0d,, 1.(®)E(w) is the Fourier
GHz is presented in Fig. 8 for various pulse widths and istransform of the transmitted field for a given pulse shape
compared to the phase derivatigeé for the same frequency ng,Aw(“’)- Takingw;= o andw,= w+ 7, we calculate the
range[Fig. 8(¢)]. We find experimentally that for a pulse numerator ofr in Eq. (1):
with standard deviatiom=400 ns, which corresponds to a
bandwidth of Aw/27=1/2r0~0.4 MHz, the time delay
and the phase derivative are almost indistinguishable. Fi-
nally, considering the total energy of the output pulse
e(wg,Aw)=[|E(t;wq,Aw)|?dt, we find from Parseval’s :f dtj d’?f dote 17
theorem(1] that lim,,,_qe=1. We are thus able to define a
general statistical set of variables, {) that capture the sta-
tistics of dynamics in mesoscopic systems and approach the
variables (,¢') in the limit of narrow bandwidth pulses.

In conclusion, we have investigated the dynamics of wave =f dtj dnJ do
propagation through random media by considering the en-
ergy transmission coefficient and the Ioc.:all delay tiragr], XE* (00— wg,Aw)E(0+ 7— wg,Aw).
which, in the limit of long-bandwidth limited pulses, ap-
proach the transmitted intensity and phase derivative, respec- (A2)
tively (I,¢'). We demonstrate that is the integral over
frequency ofl ¢’ weighted by the spectral density of the
incident pulse. Fluctuations in are found to be particularly
large, for narrow-bandwidth pulses, wheris considerably
smaller than(e). This generally occurs when a phase singu- J [E(t; wo,Aw)|?t dt
larity in the static speckle pattern passes near the detector.
This indicates that the statistics ofand| are related. Mea- . it -
surementg35] and calculation$36] of key dynamical dis- - _'f d”f dte f do E* (0= wp,Aw)
tributions and correlation functions, which will be presented
elsewhere, confirm the interplay betwdeand ¢'. Here we
have dealt with single-channel quantities. When considering

f |E(t; wg,Aw)|?t dt

XE*(0— wg,Aw)E(0+ 7— 0g,Aw)

(e i)
an

Assuming thatng,Aw(w) is vanishing at infinity, we find
after integrating by parts

J ~
X%E(w-l- 7— wy,Aw)
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=—ifd772775(7])f doE* (0—wg,Aw) f |E(t;w0,Aw)|2tdt=27Tj |E(0— 0y,Aw)|?¢’ (w)dw.
(Ad)

J ~
X—E(w+ 7—wy,Aw) . . ) .
Jo The calculation of the denominator of Ed.) is straightfor-
ward:

=—2i7rf doE* (0—wq,Aw)

J |E(t;wO,Aw)|2dt=27Tf |E(w—w0,Aw)|2dw,

9 -
X——E(w—wp,Aw). (A3) (A5)

Writing E=|E|e'?, we obtain which gives Eq(2).
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