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Observation of nonthermal turbulent electric fields in a nanosecond plasma
opening switch experiment
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Nonthermal turbulent electric fields due to plasma instabilities were studied in a 100-ns duration plasma
opening switch using observations of hydrogen line spectral profiles. Trenti H; widths were seen to rise
by 2-3 times during the current pulse, shown to result from the presence of nonthermal electric fields in the
plasma. The spectral profiles are analyzed using two recently developed methods based on short and interme-
diate time behaviors of the line profile Fourier transforms. One method gives the mean amplitude of the
nonthermal fields with no dependence on their frequencies. The second method uses calculations of the
autocorrelation functions for various field amplitudes and frequencies to yield bounds on these two parameters.
The field amplitude is determined to be 1425 kV/cm, and the fluctuation frequency is found to be of the
order of the electron plasma frequency. Based on their high frequency, the oscillations probably result from
Langmuir waves, driven by the voltage drop on the plasma opening sW#€l9. The waves have no
significant effect on the POS operation, since they do not give rise to anomalous resistivity, and therefore have
no effect on the magnetic-field evolution. We obtain an upper limit for the amplitude of possible low-frequency
fields (ion-acoustic waves that may give rise to anomalous resistivity, and estimate the resulting diffusion
velocity and current channel width. Both quantities are found to be much lower than the values observed in the
experiment, and the low-frequency field amplitude is much lower than the saturation limit predicted by pre-
vious theoretical treatments. This implies that in our experiment possible low-frequency waves have little
influence on the magnetic-field distributidi51063-651X%99)08901-1

PACS numbdrs): 52.70.Kz, 52.75.Kq

I. INTRODUCTION from the time-dependent Hand H, spectral profiles that are
spatially resolved in the radial and azimuthal directions. It is
Nonthermal electric fields in short-duration current- shown that during the current pu]se both line prof”es are
carrying plasmas strongly affect the electron collisionalitygominated by the Stark effect, and are significantly broad-
and the plasma interaction with the magnetic field. We in-eneq by nonthermal electric fields. Previous methods to

vestigated the electric fields developed in a 100-ns duratiogy,qy nonthermal electric fields in plasmas considered the
CO&XIQJ plasma opening SW't.CrPOS experiment. POS'S  gfect of a single oscillatory field at a given frequency on the

Sihe profile[16], or assumed slowly varying quasistatic fields

S . ' [17]. In this research, we apply two recently developed meth-
voltage multiplication|2], and improved coupling between ods [18] to determine the amplitude and frequency of the

generators and high impedance log#ll on ns andus time nonthermal electric fields in the plasma. The methods make

scaled 4], at multi-TW power levels. A large effort was in- . , . o
vested in understanding and improving the switch perfor—no assumptions about the field-amplitude probability distri-

mance[5,6]. Plasma instabilities were suggested to affect thé:)ution function or the time scale .of th_e field _f!qctuations, apd
POS operation crucially by increasing the plasma resistivit)lhus can be applied to study various instabilities over a wide
and modifying the penetration of the magnetic field in the@nge of plasma parameters. o _
plasma[7]. Simulations have shown that an anomalous re- For both methods, short and intermediate time behaviors
sistivity could enhance the magnetic-field penetration intodf the level autocorrelation function@F's) are calculated
the plasma[8,9]. It was also shown that instabilities may and compared to the Fourier transforms of the observed
increase the width of the current channel in the plasma, antines. In the first method, the short-time expansion of the line
affect the electron heatirfd0-12. It was predicted13] that ~ AF’s in the quasistatic limit, which corresponds to the wings
the ion-acoustic turbulence may play an important role in theof the line profiles, is used to determine the electric-field
POS physics. Observation of the presence of low-frequencgnean amplitude. The calculation is independent of the field
electric fields with amplitudes up to 50 kV/cm in a micro- frequency or the precise probability distribution function.
second duration POS, using Fabry-Perot interferometry oThe spectral profile measurements were extended to the line
the H, profile, was reported in Ref14] and recently in Ref. wings, giving a satisfactory accuracy in the determination of
[15]. the field amplitude, as shown by the error analysis presented.
In this paper, we present observations of turbulent electrién the second method, AF's of both,Hand H; due to a
fields in a POS of 100-ns duration. The fields are determinedingle oscillatory field are calculated for various field ampli-

erators and loads for prepulse suppresgibj power and
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FIG. 1. Schematics of the plasma opening switch and the spectroscopic diagnostic systems. The light emitted from the plasma is collected
using two optical systems into the spectrometers, enabling both axial and radial observations. The light from each spectrometer output is
dispersed using a cylindrical let€L) on an optical fiber bundle, leading to a set of photomultiplier tuRT's).

tudes and frequencies. Comparison to the experimental Fowf the anode and cathode are 2.5 and 5 cm, respectively. A
rier transforms of the two lines yields bounds on these twashort circuit is used as an inductive load. Typical upstream
field parameters. The results of the two methods are in goofl ;) and downstreaml| () currents, measured by calibrated
agreement, and show the presence of instabilities in th®ogowski coils, are shown in Fig.(&. Also shown is the
plasma, with a typical frequency close to the plasma electrogurrent through the POB,=14—14. The inductive voltage
frequency and with a field amplitude of 14:2.5 kV/cm. drop on the plasma, calculated byd=Ly4 (dlg/dt) (Lg

The relatively high frequency of the fluctuations leads usis the downstream inductanceeaches a peak value of
to conclude that they result from Langmuir waves excited by50+20 kV, as shown in Fig. ®).
fast electrons. The fast electrons can be accelerated either in Two 1-m spectrometers, each equipped with a 2400
a cathode sheath, or as runaway electrons if ion-acoustigrooves/mm grating, giving a spectral resolution of 0.06 A,
anomalous resistivity occurs in the plasma. The Langmuir
waves are inefficient in transferring momentum to the ions,
and cannot give rise to anomalous collisionality. Therefore,
the instability cannot account for the fast magnetic-field pen-

~ 1001
etration into the plasma observed in the experini&8t2Q, <
suggested to occur according to the electron-magnet- ‘g
ohydrodynamic¢EMHD) theory[10], or for the width of the 2 504
current channel, observed to be much larger than the width 3

predicted by EMHD theory. We obtain an upper limit for the
amplitude of possible ion-acoustic waves, by determining an 0
upper limit for the low-frequency electric fields, that might

be obscured by the Langmuir waves. Estimates of the

T ? . . 40
anomalous resistivity resulting from the ion-acoustic waves —~
show that it is too small to affect the current distribution in g
the plasma and, thus, the POS operation. g 209
>ﬁ-
Il. EXPERIMENTAL SYSTEM AND DIAGNOSTICS 0]
This study was performed using the coaxial POS de- 0 50 100 150

scribed in Ref.[19], shown in Fig. 1. A positive voltage
pulse (300 kV) is applied to the inner electrodg la 4 kJ, 1
Q, water-line Marx generator, producing a 90-ns quarter- FIG. 2. The POS characteristic&) the upstream|(,), down-
period current pulse with 13510-kA peak current. The radii  stream (), and POS I,,9 currents;(b) the POS voltage/ .

Time (ns)
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were used for the spectroscopic observations. The diagnostic 7 ' ' '
system, shown in Fig. 1, allowed for axial and radial obser- a) |
vation of the entire POS gap, using the mirrdvis—M,.
Two imaging systems were used. One system images a rect-
angular section of plasma onto the spectrometer input slit
using the lens.;. The second system images an annular
region of plasma using lensés and L3 through an optical
fiber bundle, that transfers a circular array viewing the
plasma into a linear array, onto the spectrometer using lens ' ' "
L,. Shifting the shutter at the linear array side of the optical 25
fiber bundle allowed for different azimuths to be observed
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with an azimuthal resolution of4°. The resolution along
the radial direction in the axial observation measurements is
1 mm, with similar axial resolution in the radial observation

T (eV)

measurements. The light at each spectrometer output slit is 15. ]
imaged through a cylindrical lens onto an optical fiber-
bundle array, and transmitted to a set of ten photomultiplier 25 30 35 40 45 50

tubes, with a response time of 4 ns. The time-dependent
spectral profile is recorded on a multichannel digitizer. The
light dispersion, determined by the cylindrical lens system, FiG. 3. The electron densitfs) and hydrogen temperatutb)
was varied in the experiment from 0.2 A/channel to 0.8getermined from the fHand H; profiles prior to the beginning of
Alchannel, and was checked using narrow line calibrationthe current pulse.

lamps. The measurements reported here are integrated over

the li f sight. . .
e line of sig behavior of the | and H; FWHM, taken at the middle of

A gaseous plasma gun, described in detail in RE9], is L a T i .
installed inside the inner electrode and injects the plasm¥'® POS region, is given in Fig. 4, where both linewidths are

radially outward. For the investigation of the hydrogen lines,S€€N o r[sg fjurin_g the first 50 ns of the pulse FO value§ higher
CH, gas was used, and the plasma is composed of protontah,an t_he r']r."t'al \.N'dlth by:2|.5 t|mets.g'léhe Z]zxgglg‘ X’:‘dths
hydrogen and carbon up to fourth ionization stage. Th({'een In this typical example are £.8.2 and 2.3-0. or

plasma radial injection velocity wad.5+0.5)x10° cm/s Q”d HB respectively._ T_he biline was also_ observed,
with an axial divergence angle 6£30°. The electron tem- and its width showed a similar temporal behavior. However,

perature at the POS region, determined from &nd Cil the H, low intensity did not allow fqr a quantitatiye gnalysis.

line ratios, and collisional-radiativeCR) calculations, was The temporal be_haVIor of _the widths s_hown in Fig. 4 was

2+1 eV. observe_d at all rao_hz_il_ and azimuthal positions, with the shot-
The plasma density prior to the current pulse was detert_o-shot irreproducibility at each position beingl5%. For

mined from hydrogen line Stark broadening, and confirmeoe"?lch line, the peak widths for differgnt positions were s_imilar
by microwave cutoff measurements. The, Hnd H; lines W'th'n.i?S%' The te”?POra' bghgwor of the two Imewdths
were measured at several radial positions in the POS regiol/ 2> similar it all positions within the shot-to-shot irrepro-
with the H, and H, FWHM’s (full widths at half the maxi- QuCiPility of =10ms. . .
mum) being 0.75:0.1 and 0.8%0.15 A, respectively. The Bgcause of the rela.t|vely h|gh.accuracy of thg _I|ne profiles
linewidths were fitted to convolutions of DoppléBaussiahn required for the follpwmg analysis, we have venﬂgd that the
with Stark broadened profild21] to yield the electron den- hydrogen line profiles are not affected by possible nearby
sity and hydrogen temperature, shown in Fig. 3. A quasi-

static approximation was used in these Stark calculations, T ' "
i.e., neglecting the effect of ion motion on the relevant time ’
scales, which is the inverse of the line half-width at half
maximum(HWHM) in the frequency domaifof the order of

few ps. For the H; line, it is well known[21] that the qua-
sistatic approximation is adequate for our plasma parameters.
For the H, line Doppler broadening dominates the broaden-
ing and, hence, inclusion of even the most dominant Stark
broadening mechanisithamely the ion dynamicf22]) af-

fect negligibly the results.

r (cm)

50 100 150
t (ns)

(=%

IIl. MEASUREMENTS

During the current pulse the Hand H; lines were mea-
sured at several radial positions between2.7 and 4.8 cm FIG. 4. Typical temporal behavior of the Hand H; widths
(i.e., up to 0.2 cm from each electrgdéBoth lines were (FWHM) during the current pulse at the center of the POS gap
observed to broaden significantly during the current pulse(r=3.7 cm. Similar behaviors are observed at all radii and azi-
followed by a decrease at later times. A typical temporalmuths.
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impurity lines. To this end, we observed the intensities ofSec. IV we describe the determination of the amplitude and
various lines of species suspected to contaminate the hydrérequency of these fields.
gen lines(Cu, Cii, N, N, and On) and used collisional-

radiative calculations with the electron density and tempera- IV. SPECTRAL LINE ANALYSIS FOR THE
ture determined during the POS operat{d®] to estimate DETERMINATION OF THE NONTHERMAL
the line intensities of these species neay &hd H;. No ELECTRIC FIELDS

impurity lines were found to be intense enough to affect the
hydrogen line profiles.

In principle, an increase in the linewidths could result Generally, in calculating Stark broadened line shapes, one
from an increase in the plasma density or in the hydrogemonsiders the evolution of the emitter wave-functions under
velocities. To rule out the possibility of density increase, werandom electric field,
have performed local density measurements based on ioniza-
tion times of particles with low ionization potenti@l9], E(t)=E(t,[a]), D
such as Li, Mgl, and Bal. These measurements utilized ) . )
laser evaporation of materials deposited on the inner eledhere[a] is a set of random variables, solves the time-
trode strips, to achieve axially local observations. It wasdependent Schdinger equation for the evolution operator
shown that the plasma density did not increase from its inil (),
tial value during the times of intere@ip to =80 ns after the
current pulse application Note that the observed widths du(t) —_Yviu 9 @
cannot be explained only by an increase in the electron den- dt % (HU(),
sity, since the K width is affected more by thermal Stark
broadening than the Hwidth. In order to obtain an |l  and averages over the random variables.

FWHM of 2.2 A by thermal Stark broadening at 1-eV tem-  For the thermal cas&/(t) is usually a dipole interaction
perature, an electron density of~10' cm 3 [22] is re- —d-E(t), whered the dipole operator an&(t) is a time
quired, while a H FWHM of 2.2 A results fromn,~1.2  varying electric field E(t) is a sum of the Debye-shielded
X 10" cm™3 [23]. The electron impact contribution in our fields produced by individual plasma particles, dad con-
plasma parameters is only a minor correction even to the Hsists of particle velocities, impact parameters, times of clos-
Stark width(primarily determined by ion dynamical effefts est approach, and anglgxl,25. Many ways were proposed
hence the linewidths are insensitive to the electron temperdor treating the dynamical effects of the plasma particles

A. General considerations

ture. [23,26-29.
An increase in the hydrogen Doppler width, on the other In the nonthermal case, generally neither the functional
hand, will have a more pronounced effect optHan on H;, form of E(t) nor the parameterga] and their distribution

due to its longer wavelength. However, the hydrogen temfunctions are known. Thus, simple models have been used,
perature cannot change appreciably during the current pulseuch agd16] E(t) = E,cos,d + ¢;,), wherew,, is the elec-

At our low density and short-time scale, the most efficienttron plasma frequency, of30] E(t)=ReX,Eexd —i(Qy
process in transferring momentum to the hydrogen atoms is-iy)t], where Re denotes the real pde, is the fluctuation
resonant charge exchange with protons, which can gain erirequency of the field componeBj, andvy, is its phase. An
ergy during the current conduction. For energies in the rangaveraging over the phase, direction, and field amplitude is
of a few tens of eV, the rate for this processlis<2  performed in a perturbation-theory treatment that assumes
x 10" 8 cm®s™1 [24]. Since the proton density was estimatedweak interactions. Diagnoses of turbulent plasmas have uti-

to be ny<7Xx 10*® cm 3 [19], only a fraction of I'npt lized peculiar features of the line profiles, such as satellites
<7% of the hydrogen atoms can acquire higher velocity{16] or dips[31]. The results of such analysis are model
than their initial one during=50 ns. dependent, and may not be valid in the general case, particu-

Alternatively, the hydrogen velocities could increase if alarly if broadband turbulence is present.
substantial fraction of the hydrogen atoms would have been A variant of the standard thermal approach that calculates
replaced by fast hydrogen. Fast hydrogen can be producedte line profile assuming that the electric field is quasistatic
by charge exchange processes in the dense plasma formisdalso attractive for the nonthermal c44&,32—-34, since it
near both POS electrod¢49] very early in the pulse. In  makes no assumption on the functional foEtt), and only
order to account for the almost simultaneous width increaseequires a knowledge of the electric microfield probability
at all radii, the hydrogen radial velocities should have beerlistribution function(PDF) W(E). However, a quasi-static
as high as %X 10’ cm/s. To this end, we verified, using radial treatment for some type of electric field implies a memory
observation measurements of the hydrogen Doppler shiftdpss(loss of coherengeof the electron wave function that is
that no hydrogen at such velocities is supplied during thenuch faster than the time scale of the field fluctuati®2i.
pulse. We therefore conclude that Doppler broadening carln other words, the collisional lifetime of the level, which is
not significantly increase during the pulse. The effect of thethe inverse of the Stark width, is shorter than the field varia-
magnetic field on the hydrogen line profiles was evaluatedion time. This requirement is especially restrictive for lines
using measurements of the time-dependent magnetic-fielslich as H, that have a Stark component that is unaffected
distribution in the plasmpl9,20], and was found to be small. by quasistatic fields in the linear Stark-effect approximation,
Optical thickness effects were also estimated to be negliand will have a very long collisional lifetime. Therefore, a
gible. We therefore conclude that the hydrogen line broadguasistatic treatment for the turbulent fields cannot be used
ening during the pulse is due to nonthermal electric fields. Irfor the entire line profilein low density plasmas, as in our
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POS experiment, where the unshifted component broadenirfgrm of W(E), except for the requirement that for large

due to electron collisions is not large enough. Also, the quafields W(E) decays fast enough fofE?) to be finite (in

sistatic treatments usually assume a Gaussian field PDF, atontrast to the thermal casdhis is believed to be the case

ther isotropic(three-dimensionglor anisotropic, which oc- for plasma turbulence, and our requirement is weaker than

curs at a developed level of turbulence. Such a functionathe Gaussian behavior frequently assumedN¢E) [17,33].

form may not be correct for any turbulence parameft8gs. Hence, if the measurements enable us to determine accu-
In this study, the line shapes are analyzed by two inderately the short-time part of the AF, they providedaect

pendent methods, that we briefly presented in Re8]. We  measurement ofE?2).

make no assumptions on the origin of the fields, the exact For the case of both thermal and nonthermal fields, and a

form of their PDF, or their time scales. The only assumptionDoppler width, all having isotropic probability distribution

is that the field length scale is significantly larger than thefunctions, and assuming there is no correlation between them

atomic length scale, so that the field can be regarded as spse that a convolution can be performed, we obtain the short-

tially constant over the entire wave-function. Both methodstime behavior(see Appendix

employ the time behavior of the observed line Fourier trans-

form, which is the experimental autocorrelation function. _ i

The AF, denoted byC(t), is a linear combination of prod- C'(t)zl_gb Lk

ucts of the evolution operatord(t) of the atomic levels

[36]. Using C(t) in the present analysis has distinct advan- ke Tw?

tages over employing the usual line profiléw). Since the X ( k?s?(E%)+ —20

observed widths greatly exceed the thermal widths, any Mc

thermal-nonthermal coupling can be neglected. Therefore, . . .

AF’s due to different broadening mechanisms can be simpl)‘/"hereEH IS the_ HoIt;mark fieldsw, is the unperturbed fre-

multiplied to give the total ARsee the Appendixinstead of quency of thg Ime,T IS the hydrogen temperatu(er' Dop-

the convolution required for analysis performed in the fre—pler brqad_enlng Mis its mass, and the speed of light.

quency domain. Using the time domain also enables easier N Principle, for very short times, the’ term can be ne-

identification of the different mechanisms that affect thedlected and the Holtsmark fielcand therefore the densjty

broadening. In addition, the use 6Xt) is also advantages C&n be calculated from the limit-0 of:

for the “typical” field analysis(given in Sec. IV D, since it N, -213

a||OWS for using _the AF oé& single coqﬂggran,(?n (mopoc_hro- E, = (1—C'(t))2’3(§)2’3(st)1[ 2 LLkg’z} .5

matic) electric fieldto evaluate the “typical” electric field k=0

amplitude and frequency without requiring the details of the o ]

field distribution functiongin amplitude and frequengyhat However, the determination the Holtsmark field from the

are essential to construct a line profile in the frequency doshort-time behavior oC(t) requires an accurate measure-
main. ment of very short times, so that the Doppler and nonthermal

Stark terms in Eq(4) would be negligible. This implies an
observation over a large spectral window that was not pos-
sible in our experiment because of the low light intensity at
In this section we evaluate square of the electric fieldthe line wings.
(E?), regardless of the field frequency, using the method We also note that even in the absence of a nonthermal
described in Ref[18]. The complete derivation of the for- field, observation over a large spectral window is required in
mulas is given in the Appendix. The method makes use obrder to use Eq.5), since the thermal field has high-
the fact that the line wings are affected by interaction timesrequency componentfabove the electron plasma fre-
shorter than the ones affecting the line center, and that fouency and the line wings are proportional to >2. Since
short enough timeéfar enough at the wingsany line can be  the nonthermal fields in our experiment are much stronger
treated within the quasistatic approximation. FortHis im-  than the thermal fields, the AF decays faster in time and the
plies that we use the parts of the profile that receive only aletermination of the field amplitude requires information on
small contribution from the unshifted component. In the quathe line profile sections closer to its center.

Nj 2

5 t
e 32, -
5 (ksEyt) ¥+

+0(t%) 4

B. Determination of (E?)

sistatic approximation, the Stark part of the AF of a line In the case where the thermal field is known or can be
with a linear Stark effect can be written as the sum ofMe neglected, one can divide the experimental AF by the ther-
Stark shifted components: mal Stark AF see Eq(A14) in the Appendi¥, and obtain an

equation for the nonthermal field. For smilko that contri-
i i butions from higher orders may be neglected, but not so
1 — I
¢ (t)_J dE V"(E)go LxcodksED, ®) small so that the thermal Stark contribution in E4). can be
neglected{E?) is given by

N;

whereW(E) is the field PDFs=1.5ea,/#% (e is the electron ) N
charge anda, is the Bohr radius and EE;OL:; 1. In the (E?)= E(l_éi(t))_kBTwo {322 Lik2
limit of short times, for pure nonthermal fields, we use in Eq. t? Mc? =
(3) the sum expressions for Hand H; [Egs.(A3) and (A4) . _

in the Appendi¥ and expand the cosines to obtalif(t) whereC'(t) is the experimentaC'(t) divided by the thermal
—1-2s%t%(E?) and CA(t)—1—%s%*?(E?), where (E?)  Stark AF. The value of E?) should be determined from
=[dE W(E)E?. These values do not depend on the exactimes that the AF can still be treated within the quasistatic

-1

)
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260 T T y y LetL(w) denote the experimentally measured profile, and let
the true profile ba_(w) + 6L (w). Let Cg(t) and C(t) de-

2404 1 note the experimental and “true” AF’s, respectively, i.e.,
—_— Dl L T e
AN S f e’ (w)dw
o [ — e i
> 200 NG Ce) =7,
= N f L(0)dw
PR — R -
L\‘/-‘ .......... H <E> N3 .~

1609] ------ H,R N ]

H,<E®> ~ \\\\ J e“UYL(w)+dL(w)]dw
140+ Cit)= . 7
0.0 02 04 0.6 0.8 1.0 f [L(w)+dL(w)]dw
t(ps)

The relative erroAC(t) in the quantity - C(t), from
FIG. 5. Determination of E?) from the short-time behavior of \ynich (E?) and T are determinedand are linear in 1
the autocorrelation functiong&(t), of H, and H; lines att=70 ns, —Cq(1)], is AC(t)=[C,(t) — Co(t)//[1—Cy(t)]. The rela-
andr=3.5 cm. The solid line iR (defined in the textcalculated tive error may be expressed as
from the experimentaC(t) for H,, and the dashed line iE?)
obtained fromR by subtraction of the E)oppler contribution. The ro[r1(t) —Ce()]
dotted and dash-dotted lines @eand(E?) for Hg, respectively. AC(t) 1-C() Frgl—1.(D]"

®

approximation, i.e., times considerably shorter than the field h
fluctuation time scale. The minimal time of the field fluctua-
tions is the inverse of the maximal field frequency, i.e., the
electron plasma frequenay,e, which is 1.8 ps for our ex- J’ e'“'SL(w)dw
periment. . . . rt)=——mo—Ho—— 9)

Figure 5 presents the analysis of typica] Bind H; line f SL(w)dw
profiles obtained at=3.5 cm and=70 ns, where the line-
widths were maximal. In the figure we have plotted for each
of the two lines the quantiieR=[1—C(t)]/b2t? and 2"
(E?)=R—(1/20s%)(kgTw3/Mc?) versus t, where b
=33 oLik?=2 for H,, andb=% for Hg. The 2-eV tem- f oL(w)dw
perature of hydrogen and the density ok 10 cm™3, de- fo=——
termined prior to the beginning of current pulse is used in the J L(w)dw
calculations. The times used to determ{) aret=0.5 ps
andt=0.2 ps for H, and H;, respectivelythe time required
for Hg is shorter than for Kl because of its larger Stark
shifts. The resulting(E?) values are 227 kV/cffor H,, form of the error. represents the efo spectrum
(solid line) and 207 kV/crA for H, (dotted ling, i.e., giving B o e Cp( ) io & number c|o§e o
an agreement of=10%. In these times the thermal Stark isrq, whilerg is usu%ll a small number. Hence ixithe final
C(t)'s drop only by 1% and 3% of the nonthermal Stark ex| 1r;ession fgrAC [E )(/8)] the numeratér is the, roduct of
C(1)'s for the H, and Hj lines, respectively, and therefore it twg small numbers ?/;/hile, the denominator is agum of two
affects the results very little. ' . . 7

If the temperature is not known, Hand H; can be treated small_numbers. Howev_er,o, which could In principle _be .
self-consistently to yield bothE2) and T. For the example negative, is usgally a higher ord_er correction. In practice, in
given in Fig. 5, such a procedure givgs?)=200 kV/cnt cir?e(rt)ﬁt;loi)tglrzt)a small relative error one neecl
and T=3.7 eV. It is seen that the difference between the "1 e\ . :
values(E?) determined by the self-consistent analysis and.l_hgr;ﬁ;? (?c:r(‘arévsv?rg]rr?ltr]h(es?itrgﬁgz g;:&g uiér&iv&é%iré?g:'
the values obtained in Fig. 5 are small, and within the error '~ . '
which imposes a cutoff at a certain frequency, and thus pro-

bars discussed in Sec. IV C. The hydrogen temperature injy o ) ;
ferred has a large relative errgwith respect to the 2.0 duces a missing frequency ran@érR) in the Fourier trans-

+0.3-eV valug, which evidently results from the fact that form. The second source is uncertainties in the experimental

the Doppler contribution to the line profile in this example is igiﬂrughggigsrggfg% (Ianrrc?:Jsr Tr?;ﬁ d?r:ecmgﬁ)"u?rzgrisc; r;(l)t -
much smaller than that of the nonthermal fields. ) ' 9 b

cedure to obtain the AF from the line profile that is based on
a Filon integration, do not introduce significant additional
errors.

In order to verify whether the accuracy in the determina- In our experiment, the maximal spectral window observed
tion of the experimental AF is sufficient to allow for a reli- in a single shot was upt4 A from the line center for Hand
able determination ofE2), an error analysis was performed. up to 6 A for Hy. The maximal MFR error in a single shot

(10

Herer, is a measure of the accuracy of the experiment, an
integrated error-to-signal ratio, wherg, the Fourier trans-

C. Error analysis
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one in the denominator. The relative error is then

~ 07 ' o '

&Q

o -20A rolr(t)—Cq(t

5 20 _rol 11(_)C (t)e( )] 11

% 604 | Noise _ The key question is whether-1C¢(t) drops fast enough to

g 1S = ;AOF:J become the dominant term in the denominator at times that
'80'_,-’ Holsmark | | preserve the validity of the quasistatic assumption and the
11004 . . : short-time expansion of the AF. This clearly depends on the

0 1 2 3 4 quality of the experimental profile, namely,, and the fol-

lowing error analysis shows that satisfactory accuracy can
also be obtained for Hif measurement of shorter times is
performed.

In order to reconstruct the line wings away from the line
center, we have performed measurements with the spectral

t (ps)

i window shifted from the line center. The experimental line
Q . . . .. .
£ i profiles were fitted with an empirical function of the form
2 a0l - - ] L(\)=A[1+cA¥? lexp(—a[ar/(1+b\)]), that has the
: f T Noise asymptotic behavior of the Holtsmark field PDF at large
- N MFR . . . .. N
60, ol | wavelength shifts from the line center. This empirical profile
_ Holtsmark drops faster than in the Holtsmark case assumed above, and,
therefore, gives a much smaller relative error. With these
S 0 o 1= 20 25 30 profiles as the MFRSL(w), the error resulting from the

MFR does not exceed 25%, as shown by the dashed lines in
Figs. Ga) and Gb).

FIG. 6. The relative error in 4 C(t) determined from the short- As stated above, the second source of error is noise. Near
time behavior of the AF's fofa) H, and(b) Hz. The dot-dashed the line center the number of photons is large, the noise is
lines are the MFR errors assuming a Holtsmark tail for frequencie§lominated by shot noise, and the signal-to-noise ratio is rela-
above the single-shot spectral window, and the dashed lines are tiiyely large. Toward the wings, the photon number de-
MFR with the empirical extrapolation formula given in the text. creases, and the noise becomes dominated by the electrical
The dotted lines are the error due to the positive noise amplitud@oise. Thus the observation of the far line wings, in order to
(using the top of the data points error bamnd the solid lines are reduce the MFR error, is limited by the electrical noise.
the sum of the noise and extrapolated MFR errors. To estimate the error due to noise in the experiment, we

have evaluated the maximum noise amplitude, based on the
can be evaluated by assuming that we have measured the lietectrical and shot noise for each section of the line profile.
profile up to a frequencys. In this casel(w)=L(w)6(w We then defined a noise level function that depends on
—|w|) andSL(w) =L (w) 6(|w|— @), whered(|o|—w) is  wavelength that decreases with wavelength displacement
the Heaviside function. Since the largest relative error occurfrom the line center until it becomes constant. Calculations
when the wings have the slowest decrease with frequency, lef the error according to Eq12) were performed using this
us first assume that the profile outside the observation winroise level function foréLy(w) added to the data points.
dow decreases as in the therm@loltsmark case, i.e., This calculation, that uses the tops of the error bars of each
SL(w)=Alw| %% for |w|<w. From continuityy, A  of the data points, gives a line profile broader thafw).
=w"L(w). The results of this procedure are shown by the dotted lines in

Assuming an Holtsmark behavior of the wings Figs. 6a) and &b). The solid lines in these figures are the
gives a maximum value forry: ro=(2|w|[L(w)  total error(noise plus MFR, calculated using the additivity
+L(—»)]/[3/°,L(w)dw] and gives the relative errors of ry andr:
shown by the dash-dotted lines in Figéagand &b). For the

t(ps)

typical time used in Sec. IV B for the determination(&?) f SL (w)emtderJ' SLy(w)e'“dw

from H,, the relative error in a single shot can be as large as _ MR N 17
60% att=0.5 ps[Fig. 6(@)]. For Hs, we obtain a relative ri(t= - (12
error of 9% att=0.2 ps[Fig. 6b)]. fof L(w)dw

By the definition ofL(w) and L (w) the error in the line
profile 5L (w) due to the MFR is always positive, making  The total relative errors in the determination of C(t) are
positive. SinceC, drops more slowly tham,(t), for short  smaller than 25% for both Hand H;.
enough timesyg[1—r4(t)] could be the dominant term in Since the noise is also negative, we have performed simi-
the denominator oAC [Eq. (8)]. As a result the relative lar calculations with a negativél \() in Eq.(12), with the
error can reach 100% &+ 0 [r4(t)<Cg in the numerator of same noise amplitude, i.e., using the bottoms of the error bar
Eq. (8)]. This is expected since the lack of data at frequenof each of the data points. The results foy, Hnd H; are
cies abovew preclude obtaining information a&=0. How-  shown in Figs. %@ and %b), respectively. The noise error
ever, as bottC, andr(t) decrease at longer times, thg  (dotted line$ is now positive and cancels part of the MFR
factor (which is <1) makes the T C4(t) term the dominant error(dashed lines resulting in a total relative errce 20%.
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to construct a line profile, sinc€(t) of a single realization
does not decay to zero at long times and its Fourier transform
will almost be aés function. Hence the analysis performed in
this section cannot be done in terms of line profiles, since the

linewidth is not simply the inverse of the decay rateGdt).

In what follows, we will refer to the “amplitude” and
“frequency” of the typical oscillatory field, although in the
plasma both are stochastic quantities. This is to be under-
stood in an average sense, since the mean values of the true
field amplitude or frequency should be similar to those of
that typical field that is found to give an AF similar to the
experimental one. A more accurate determination of the field

parameters based on averaging over stoch&(i)'s re-
quires further assumptions on the distribution functions of
the field amplitude and frequency. Such an analysis was not
performed in the present paper.

A lower bound on the fluctuation frequency of the field
can be readily obtained by noting that, Hhaving a strong
unshifted component, is much less sensitive to quasistatic
fields than H . A quasistatic nonthermal field will result in a
much larger width for i than H,, in contradiction to the
experimental results. Hence, for explaining the fast decay of
the H, AF (i.e., the H, large width, a nonquasistatic field is
essential. Since the thermal-field effects opafe negligible
in our case, the turbulent field can be considered quasistatic
if its frequency is much lower than the experimental HWHM
of the line[21], which in our experiment is about>310!

FIG. 7. The relative error in 2 C(t) with negative noise am- Hz. Therefore, fields with a fluctuation frequency less than
plitude (using the bottom of the data points error baie (@) H,  ~3x 10" Hz can be considered quasistatic, and thus the
and(b) Hg. The dashed lines are the extrapolated MFR error, thdield fluctuation frequency) in our experiment musiexceed
dotted lines are the error due to the noise, and the solid lines amhis value[we have verified that fof) =3 X 1010 Hz, C(t) is
their sums. practically identical to that obtained for zero frequency for

the field amplitudes considered'he upper limit for the fre-
We note that these relative errors are in fact an upper limiuency of the instability is the electron plasma frequency,
since our treatment considered the maximum noise amplihysQ has to be in the range>310'° Hz=Q<6x 10 Hz.
tude. For an electric field that cannot be assumed to be quasi-
static, the field fluctuation frequency has an important effect

D. Typical-field analysis on the decay rate dE(t). For the same field amplitude, the
In order to obtain an estimate of the electric-field fluctua-higher is the fluctuation frequency the slower the decay of
tion frequency and to examine further the results given inC(t). This can be seen from the Schiger equation for the

Sec. IV B, we performed calculations of the AF's fo ldnd  eyolution operatofEq. (2)] that determine<C(t). Suppose

Hg by solving the Schrdinger equation for the contribution that a field of a certain amplitude and a frequefiythat is

of an oscillatory field with a given amplitude and frequency. cjose to the quasistatic limit causet) (that is unity att
Such a monochromatic field represents a single reall_zat|on OLO) to drop appreciably at a timerzﬂgl. A field of the

the stochastic microfield distribution in the plasma. Cét) same amplitude, but with a higher frequer@y> 71, will
denote the contribution of this oscillatory field to the AF, causeU(t) to drop a little during the short tim@ ~ . After
C(t) [C(t) is obtained by averaging over ma@(t)’s due this time,V(t)=—d-E(t) changes sign antd(t) starts in-

to different realizations of the stochastic fiel(t) [36]].  creasing. This results in oscillations close to unity, and there-
EachC(t) is unity att=0, decreases for short and interme- fore in a slower net decay d(t). For a given field fre-
diate times, and oscillates for long times. For long timesguency, a stronger field would result in a faster decay of the
contributions from different realizations have random phase§(t)_ The above considerations would also apply to thermal
and the averaged AF decays to zero. Here we compare thgoadening. However, in the thermal case the field amplitude
experimental AF to calculated(t)’s for short and interme- and the fluctuation frequency are not independent.

diate times(thus avoiding the averaging required to recon- The dependence of thegHrofile on the turbulent field
struct a line profilgin order to obtain bounds on the typical amplitude and frequency is different from that of Hecause
field amplitude and frequency. Although such a comparisorof the absence of the unshifted component for. Hhere-
neglects the distribution functions of the electric fields, itfore, employing this typical field analysis to both lines al-
gives bounds for the typical nonthermal field amplitude andows for a determination of both the typical amplitude and
frequency. However, such a single realization cannot be useftequency. However, for our frequency range and for the H

Relative Error (%)

Relative Error (%)

t(ps)
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widths observed, the Hprofiles are rather insensitive to the 104 ® . ' 4
field frequency. This allows the field amplitude to be deter- AN Q=3x10"Hz
mined from the H profile with little dependence on the fre- 0.8 \ exp ]
quency. < 0.6 ‘ . T E~7kV/em -
In order to estimate the typical field parameters in our O 0.4] Vi e
experiment, we have calculat€{t) with a field of the form o \ ' ]
E(t) = (Eo/\2) X [ cosQt)x+ sin(Qt)y + cosQt+¢)z]  for 0.2 \
various{)'s in the range determined above. The phasgas 0.0- } N PE
added to make the electric field three dimensional. The e
choice of the phase is rather arbitrary, and as long as it is not 02 0 i i é zll ' 5
close to 0 orm/2 the results are insensitive to its exact value t (ps)
for short and intermediate time@n the calculations pre-
sented here¢=0.2). E,, the value ofE(t) att=0, is ex- 1.0Fsr by - ]
pected to be similar to value gfE? determined in Sec. IV B. 1 . Q=1x10" Hz
With this electric field as a perturbation, the Safirmer 087 j
equation was integrated numerically, using the method of 0.6- NG N B WViem A
Ref. [37]. S 1 “\ AN E.~14.5 kV/ch
Figure 8 shows the results of calculationsQqt) for Hg, O 047 \ = Bg=20 kVien]
and the experimental AF used for the calculation given in 0.2 1 \
Sec. IV B. In each figure the solid lines are the experimental 0 0_‘
nonthermalC(t) (defined in Sec. IV B obtained by dividing i ,./"'\ .~
the experimentalC(t) by the thermal one. In the calcula- 0.2 T T T '
tions, the plasma density was assumed to bel@*4 cm™3 0 1 2 3 4 >
and the hydrogen temperature 2 eV. Also shown@ft’s t(ps)
calculated for field amplitudes oEy,=7 kV/cm (dashed ' :
lines), 14.5 kV/cm(dotted lineg, and 20 kV/cm(dash-dotted 1.0+ 0 ' n 310" Ha .
lines), for four field fluctuation frequencies>310'° Hz [Fig. 1 W\
8()], 1x 10" Hz [Fig. 8b)], 3% 101 Hz [Fig. &c)], and 087 A\}) o ]
6x 10* Hz [Fig. 8(d)], the highest frequency being,. It ~ 067 \ . :--:EE:Z:;’@C;;
can be seen that for the frequencies considered B¢t for S 0.4- \ s T Ee20kViem
Hg is rather insensitive to the fluctuation frequency of the VN
, : o : ~ 0.2 \
field at short and intermediate times, i.e., uilt) dropped ]
considerably from unity, at a time about 2 ps. Esrl ps the 0.0 S
C(t)’s for a field amplitude of~14.5 kV/cm match the ex- 02 : . AR
perimentalC(t) at all the frequencies considered. This result 0 1 2 3 4 5
is in good agreement with the result obtained in Sec. IV B, t (ps)
where the field amplitude was determined to KéE?) — :
=14.5+ 2.5 kV/cm, although the times used here are signifi- 1.0 s d) Qm6x10"" Hz T
cantly larger(in Sec. IV B, times of<0.2 ps were used for 0 8: ™ ]
. . . ) exp
Hg). For longer times, the experimental AF decays more . o - E,~7kViem |
slowly and fits the calculations with fields of smaller ampli- ~ 0.6 \ T Ey=14.5 kv/em
tude between 8 and 11 kV/cm for frequencies of BX** and T o4l V8 N el
6 10'! Hz, respectively. 1 \ G
Figure 9 shows the experimental nontheri@ét) and the 0.2 ] ]
calculatedC(t)’s for H, at the same field parameters used 0-0‘_ ,.r" N
for Hg. It can be seen that at short tim@er H, the short -0.2 : —e G .
0 1 2 3 4 5

times aret<2.5 pg the E(t)’s of fields with amplitude of
14.5 kV/cm, for all frequencies, are closer to the experimen-
tal AF. At short times, the field with amplitud&,=20

kVvicm causeE(t) to decay faster tha@(t), while the field

of Eg=7 k\//cm results in too slow a de‘?ay- This result is FIG. 8. The experimental nonthermal AFe., the experimental
expecteq since, based on the observng\h_‘ﬂth, for all the AF divided by the thermal Stark and Doppler contributiposH,
frequencies considered here these short times are close t0 thgen, by the solid lines, and calculated AF's for several amplitudes
quasistatic limit, which was used in Sec. IV B, and yieldedang frequencies of the oscillatory electric field. The oscillatory field
V(E®)=14.5+2.5 kV/cm. amplitudes are 7 kV/cnidashed lines 14.5 kV/cm(dotted line,

We will now use the intermediate times for,H4 ps<t and 20 kV/cm(dash-dotted lings The fluctuation frequencies are
<8 p9 to obtain an estimate of the typical field fluctuation (a) 3x10% Hz, (b) 1x 10" Hz, (c) 3x 10" Hz, and(d) 6x 10
frequency. At the low frequencig8x 10°and 1x 10 Hz;  Hz.
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FIG. 9. The experimental nonthermal AFe., the experimental
AF divided by the thermal Stark and Doppler contributipogH,, ,

OBSERVATION OF NONTHERMAL TURBULEN' . ..

Q=3x10" Hz

~.

0.8- |
0.6- T ]
0.4- T
] 20 - o
..... E=7 kV/cm
024 ... E,~14.5kViem
1 =ememem E0=20 kV/em
0.0 - - '
0 2 4 6 8
t(ps)
b ' |

Q=1x10"' Hz

~ae

0.8-
0.6-
0.4- .
| D
024 .. E=14.5 kV/cm
| [—— =20 kV/em
0.0 +— T .
0 2 4 6 ’

| ~==-E~20kV/em

Q=3x10" Hz

-------- E~14.5 kVicm . e

1105

Figs. 9a) and 9b), respectively the C(t)’'s for Eq=14.5
kV/cm increase at the intermediate times and decay more
slowly than the experimental(t). The C(t)’s obtained by
averaging over various frequencies in this low-frequency
range(but over fields with the same amplitudeill not de-

cay as fast a€(t), since allC(t)’s at these frequencies have
almost the same phase, and decay more slowly ©.
Averaging over various field amplitudes at a given frequency
in this low-frequency range will also not produce a decay as
fast as the experimental one at the intermediate times. As can
be seen from Figs.(8) and 9b), even theC(t)’'s produced

by a field amplitude of 20 kV/crfwhich is much too high, as
can be seen from the calculations fog kFig. 8) and from

the results given in Sec. IV Rlecay more slowly thal(t).

In order for theC(t)’s of H, produced by a field with an
amplitudeEy=14.5 kV/cm to decay similar to the experi-

mental C(t) for both shortand intermediate times, a fre-
quency as high a§)l= 3x 10 Hz is required. Fol)=6

X 10' Hz, a field with an amplitude 018 kV/cm (again,
quite close to the results obtained in Sec. IVi8needed to
match the experimental AF. To conclude, this analysis shows
that the typical electric field in the plasma has an amplitude
of 8-18 kV/cm(obtained from H and H;), and a fluctua-
tion frequency of (3—6X 10 (obtained from H). The
field amplitude obtained here is in good agreement with that
obtained in Sec. IV B.

We have also examined the possibility of the presence of
both low- (Q<10' Hz) and high-frequency ¢ >3x 10
Hz) fields in the plasma. If both fields are stochastically in-
dependent, the net AF decay would be given by the product
of the individual AF’s(this is in fact true under more general
circumstanceg38]). The low-frequency field has little effect
on the H, profile, as discussed above, and, therefore, a high-
frequency field of at least 13 kV/cm is required in order for
the calculatedC(t) to match the experimental one. Adding
low-frequency fields of various amplitudes to this high-
frequency field and comparing thesHC(t)'s show that the
low-frequency field cannot exceed 5 kV/cm. This value is
also in agreement with the difference between the maximal
and minimal values of the electric field determined in Sec.
IV B.

We note that, in principle, it is possible that fields much
different from the typical field exist in the plasma. However,
as shown here, most of the field distribution should be close
to the typical parameters determined here, in order for the
calculated AF’s to fit the experimental ones.

V. DISCUSSION

The high-frequency nontherméurbulen} electric fields
observed in the POS plasma have a typical frequency close
to wpe and above the electron cyclotron frequendy.y),
that Is< 10" Hz in our experiment. The fields cannot result
from current-driven magnetized modes since the magnetic

given by the solid lines, and calculated AF’s for several amplitudedi€ld in our plasma is not strong enough for such modes to
and frequencies of the oscillatory electric field. The oscillatory fielddrow. The reason for this is that they are stabilized by the

amplitudes are 7 kV/cnidashed lines 14.5 kV/cm(dotted lineg,
and 20 kV/cm (dash-dotted lings The fluctuation frequen-
cies are(a) 3x10% Hz, (b) 1X 10" Hz, (c) 3x 10" Hz, and(d)

6 10 Hz.

quasilinear effects, even though the current flow velocity ex-
ceeds the threshold for their excitatip89,40. The condi-
tion for the magnetized modes to become significarfd is

>wpe, Which for our experimentne=1x10"* cm™3, re-
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quiresB>3x 10" G, while the maximum value of the mag- down the faster electrons, runaway of electrons occurs. In
netic field is 16 G. fact, within the frame of the quasilinear theory, non-
A plausible explanation of the high-frequency fluctuationsMaxwellian particle distributions may be formgdil,48. Al-

is the presence of Langmuir potential waves, which are fullythough in a regime of anomalous resistivity the fraction of
electron modes in the sense that they do not interact with ththe runaway electrons out of the total number of electrons is
ions. Therefore, any scenario of the Langmuir waieecept small, and the beam current is small compared to the net
for nonlinear mechanismncludes fast electrons as a sourcecurrent, the runaway electrons can efficiently excite the
for their excitation{40,41]. The beam-plasma interaction that Langmuir waves.

causes the resonant excitation of the Langmuir waves should We now examine the possible effects of the turbulence on

fulfill the Cherenkov resonance condition the magnetic-field and current distributions in the POS. We
first note that the temporal behavior of the linewidths, shown
w=k-V, (13) in Fig. 4, resembles the time dependence of the current con-

ducted through the POB s in Fig. 2@)]. It was shown in

wherew is the wave frequency is the wave vector, and  S€c. Il that the lines are broadened by the turbulent electric
is the electron velocity. This condition can be readily satis-1€lds. Although the measurements are integrated along the
fied in the case of fast electrons with a velocdity that con- axial line of sight, the increase in the widths result from the
siderably exceeds the thermal velocify,. increase in time of the field amplitude and not from the spa-

The basic scenario for the generation of such fast eledial widening of the turbulent region. This is concluded from
trons is the formation of a voltage drop as a result of af[he fact th_at the electron temperature increases significa}ntly
current-driven instability. This potential drop accelerates” the regions where the current is conducted, and the light
some fraction of the plasma electrons which, in turn, exciteeMitted from these regions dominates the hydrogen line pro-
the plasma waves observed in our experiment. In principlef,"es- The increase in the. field amplitude during the pulse
current-driven instability may result in both the formation of Probably results from the increase of the energy of the elec-
an electrostatic sheath and/or turbulémomalousresistiv-  rons which excite the waves. In what follow we would use
ity. A sheath may be formed near the cathode as a result ¢f€ Peak electric field determined in Sec. IV in order to ob-
the current-driven Buneman instability in its nonlinear stage{@n an upper bound on its influence on the magnetic-field
that follows the pure EMHDiconduction phasg42,43. The  distribution. , _
condition for the excitation of this hydrodynamical two- 1he time-dependent, three-dimensionally resolved,
stream instability is that the current flow velocity is higher M@gnetic-field distribution in our experiment was measured
than the electron thermal velocity, i.§.3n.eVse, which from Zeeman splitting20], and inferred _fror_n ion velocities
probably occurs in our experiment. There are experimenta[llg]- The results show that the magnetic f|.eld penetrates the
[44,19 and theoretical45,46 arguments that such a sheath Plasma at a velocity of 10° cmis, which is almost three
is indeed formed in the POS. Although such a sheath, thé;zrd_ers of magmtude_z hlgher than 'ghe collisional c_hffu5|0n ve-
follows EMHD dynamics, is not expected to cover the entirelOCity. The magnetic-field evolution was explained by an
cathode surface at any instant, and although the electron floghalytical EMHD model[20]. It was also found that at
across the sheath may be suppressed due to magnetizatior#O NS most of the current flows in a channel of wigtl2
[43,47), the leakage of electrons accelerated through th&€M (significantly larger than the experimental spatial resolu-
sheath may be sufficient to provide the observed level ofion that is=<1 cm). The observed width is two orders of
Langmuir oscillationg48]. Unlike ion-acoustic waves, the Magnitude larger than the classical skin depth, based on the
damping rate of the Langmuir wavesee, e.g., Refs. Spitzer resistivity, which is the width expected from the
[39,40) is rather small ifkrp<1, whererp is the Debye ~EMHD model. The Langmuir waves found here cannot con-
radius (this condition is just equivalent tv/;> V). As a tribute to anomalous reS|st|y|ty since they cannot satisfy the
result, the free path length of Langmuir quaféasmongis Cherenkov resonance condition vy|th ions. To transfer mo-
high enough to provide the filling of the whole POS gap bymentum to ions eff|C|en_tIy, the typlcgl phase ve_Iocny has to
the high-frequency wavept8], despite a wave generation P& comparable to the ion velocity, i.@/k<Vy; in accor-
that is localized in space. Let us note that any sheath locatedfnce with Eq.(13), which is not fulfilled for Langmuir
close to the anod@hat does appear within the frame of some Waves for whichw/k>Vr.. Therefore, the Langmuir waves
theoretical model§11,46) will not cause the injection of Ccannot be responsible for either the fast_ field penetration or
fast electrons in the plasma. for the broad current channel observed in our experiment.

Another possibility to produce the fast electrons is a volt- L€t us estimate the magnetic-field penetration velocity
age drop due to an anomalous resistiyitg,49. It is impor- ~ and the width of the current channel if some level of the
tant to note that, SiNCA. < wj,e, iON-acoustic waves appear low-frequency(ion-acousti¢ waves had been e_xmt_ed in the
to be the only mechanism for giving rise to both anomaloug?lasma. Although the fiand H; Stark broadening is domi-
resistivity and plasma turbulent heatingagnetized modes nated by high-frequency oscillations, some level of low-
are not efficient in producing these two effactShe ion-  frequency electric fields, which is lower than that caused by
acoustic turbulent scenario results from the fact that in thighe Langmuir waves, can be present. The effective colli-
case the effective collisional frequency depends on the pafional frequencyve; e, resulting from the ion-acoustic tur-
ticle velocity similar to the Lorentz plasmas:gco 3 bulence, may be roughly approximated 51,52
[48,50. The turbulent resistivity forms a voltage drop in 5
which the plasma electrons are accelerated. Since the effec- (EY)

\ g : e > Vei eff™= Wpegq - (14
tive collisions cannot provide an efficient friction to slow ereftreg mn,Te
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The diffusion frequencyyp, of the magnetic-field penetra- the current flows across the entire plagrnmaorder to obtain
tion can be estimated using: a lower limit for the predicted field amplitudes. It is seen that
the upper limit inferred for our datégb kV/cm) is signifi-
(15) cantly lower than the lower limits predicted by these theoret-
' ical treatments. This also strengthens the conclusion that the
ion-acoustic turbulence does not play a significant role in our
wherelL is the plasma length and, is the diffusion time. POS.
Using Egs(14) and(15), the diffusion time can be expressed
as

ne?  n.e?4ml? (wpel_)z 1

- = -
DmﬂmCZTD c

VI. SUMMARY

2
wpd | “87NnTe
TD:< c ) ° (E2>' (16) Two methods, introduced in Refl8], were applied to
pe investigate the amplitude and frequency of nonthermal elec-

In our experimentn,=10"cm 3, L=4 cm, andT,=10 eV tric fields in a high-current carrying plasma using the spectral
(determined as a lower limit for the electron energy duringline shapes of the Stark broadenegd &hd H;. The methods
the POS operatiofil9]). An electric fieldE=5 kV/cm, de- use short- and intermediate-time behaviors of the Fourier
termined in Sec. IVD as the upper limit for the low- transforms of the measured line profiles to obtain the ampli-
frequency field, gives an anomalous collision frequency oftude and frequency of the electric fields. One method uses
veiei=4X10°, and a diffusion time of=1.5 us. With the  the short-time(quasistatig behavior of the autocorrelation
same parameters we find that an ion-acoustic turbulence préinction to determine the electric-field amplitude indepen-
ducing an electric field 0&=30 kV/cm is required in order to dently of its frequency. In principle, this method can also be
explain the magnetic-field penetration observed in the exused to determine the contributions of the Doppler effect and

periment. of the particle electric fields to the line profilésee the Ap-
The width of the current channefg, calculated by the pendiX. However, in our experiment these contributions
EMHD theory[51], is given by were determined from independent measuremidrélls After

subtracting them from the experimental line profiles, the two

S c? awyi/C  Veiet C (17 hydrogen lines, analyzed with this method, gives a similar
B 4me Va7 wpe Vae' field amplitude (within the error bars (E?)=14.5+2.5

kV/cm.

wherea is the typical space scale in the direction normal to  |n the other method, the typical amplitude and frequency
the electrodes and is the plasma conductivity. This width of the fields are determined by comparing the line experi-
can also be expressed @g~a(veieii/ wge)- INSerting Eq.  mental Fourier transfornfrom which the thermal contribu-
(14) into Eq.(17), we obtain the width of the current chan- tions were subtractedo the contribution of a single oscilla-
nel: tory field to the AF. The calculated results that fit best the

ALF ALF experimental AF's are obtained with a field amplitude of
¢ (E9 _ e (E9) (189 =14 kvicm (in agreement with the value obtained by the
Vpae 8mNeTe  wge 87NeTe’ previous methodand with a frequency of (3—6) 10! Hz,
_ _ close to the plasma electron frequengy,~6x 10** Hz.

Taking E=5 kv/cm, T.=10 eV, and a typical scala  The turbulent fields observed in this experiment are prob-
=2 cm, we obtain that the width of the current channel isgply angmuir waves excited as a result of a self-consistent
6<0.1 cm. Therefore, these estimates suggest that the wid¢eneration of fast electrons in the POS. These electrons are
of the current channel observed in our experiment does NQfenerated by a voltage drop resulting from current-driven
result from anomalous resistivity. instabilities[39,40, that either cause the formation of a cath-

It is interesting to compare the upper limit here obtainedyge sheath or give rise to anomalous resistivity. However,
for the amplitude of the electric field produced by ion- gpatially resolved measurements of the electric field are
acoustic waves in the plasma, to those predicted in theoretyighly required in order to study the effect of the current
cal treatments for the POS problem. In Réf], it was sug-  gistribution in the POS on the evolution of the instability.
gested that the electric field is expected to saturate at an gecause of their high frequency, the Langmuir oscilla-
amplitudeE=Tc\5*, whereT, is the electron temperature tions do not give rise to anomalous momentum transfer from
(in eV) and \p is the Debye length. FoT,=10 eV, one the electrons to the ions. As a result they have a negligible
obtains amplitude of 43 kV/cm. The treatment of Sudan ancffect on the current distribution in the plasma, on the ion
Similon [53] takes into account quasilinear effects and pre-elocities, and consequently on the POS operation. Analysis
dicts that the electric-field saturation amplitude wouldBbe of the line profiles also enabled us to obtain an upper limit
=Tehp (WQAp /05 =T g (W0 el 0pd 2 (hereW  for the amplitude of the low-frequend§on acousti¢ fluc-
is the electron drift velocityy is the electron thermal ve- tuations in the plasma, found to be less than predicted by
locity, (), is the electron cyclotron frequency, and. is the  theoretical studies[7,53. We estimated the resultant
plasma frequendy This treatment gives a smaller amplitude electron-ion collisionality due to these possible low-
E=21 kV/cm for T,.=10 eV. The latter calculation of the frequency waves and found it to be too low to cause the
field amplitude requires an assumption on the electron drifanomalous magnetic-field diffusion or the widening of the
velocity. For this estimate we have assumed the minimunturrent channel that were observed in the experiment
velocity possible for our experimergie., we assumed that [20,19.

5528
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EH—27T( 15) e (n,z¥?) (A7)
APPENDIX !

Consider a line subjected to the linear Stark effect due to i the Holtsmark Field, i.e., the field at the mean ion-ion
either a thermal or nonthermal electric field. For short timesistance (i, andZ, being the perturber density and charge,
the AF, defined in Sec. IV, is correctly reproduced within therespectively This is a very good approximation for our
quasistaf[ic approximation, _and expressed as a sum over ”E)‘i“asma parametersi{=1x 104 cm 3 andTy=T,=2 eV),
Stark shifted components, i.e., resulting in less than a 10% difference from more exact cal-

N, culations[56], and a much smaller difference in the strong
P4y — [ field region(i.e., not near the line centethat is particularl
¢ (t)_kgo L), (A1) importagnt for our purposes. This approximat?on is cozve-
nient since the Holtsmark PDF gives analytic resultsG@6r)
[28].
Cu(t)= f dE WE)cogksEY, (A2) By substituting zsin@zX=—[dcosgx/dx] in Eq. (A2)
with z=E/Ey, integrating by parts ovex and noting that
whereW(E) is the PDF of the electric fieldH), x=sEtis  the E-integral produces twé functions, we obtain the ther-
the linear Stark shift witls=1.5(eay/#%) (e is the electron mal contribution:
charge anda, is the Bohr radius and L, are numerical
coefficients satisfying?l':'i:OLL= 1. The AF's for the H and

Hp lines are[54]: Ck(t)=f cog ayE)Wy(E)dE

0

1 —e (@& 13 (a,E,)%?), A8
C"(t)=J’ dE \A/(E)m5[5490+ 3872 cosx) 2[ 2(aEn)™ (A8)
wherea, = skt
+729 c0$2x) +2304 co$3x) + 1681(4x) For the evaluation of the nonthermal AF, R(E) denote
+32cog5x) + 36 co$6x) +cog8x)],  (A3) the probability density for an electric field to which the
emitter is subjected. Assuming an isotropi®(E)
1 =W(E)/47wE?, one can show that
CA(t)= f dE W( E)===[153 co$2x) + 912 co$4x)
2508 o
+ 669 Co$6X) + 384 Co£8X) + 373 Co$10X) Cut)= f , W(E)cosaE)dE
+16 co$12x)+ cog 14x)]. (A4) ) )
Unlike the thermal case, where for high fielt8(E) :f dsEP(E)e'ak'EJr'f d*EP(E)ay-Ee'*E.
«E~52[21], W(E) is believed to have a Gaussian behavior
in the nonthermal caqd.7,33. However, in our analysis we

make no assumption about the precise formA\dfE). The ) ) . ,
only requirement is thaV(E) drop fast enough for large In the case of two isotropic and mdependent PDF’s, labeled
fields so tha{ E?) = [ZdE W(E)E? is finite. In that case, for a andb, the total PDF is the convolution of the two PDF’s:

(A9)

short enough times, cas{)=1—(a’x%2), and hence

Ca(t)=1- 282%(E?), P(E)=f d3E;P,(Ey)Po(E—Ey). (A10)

(AS)
62 Using Egs.(A9) and (A10), and the convolution theorem,
_ 2+2/ =2
CA(t)=1- 3 St (E%). one obtains:

Thus if the Doppler and the thermal Stark broadening can be

neglected, i.e., ifV(E) is purely due to nonthermal electric

fields, then for short enough timé&Xt) is quadratic in time.
We now turn to the case of both thermal and nonthermal >

Stark broadening, in which the resulting AF is a product of

the AF’s of the two contributions. We assume that the PDF

of the thermal electric fields is given by the Holtsmark PDFIn our casea and b denote the nonthermal and thermal

[21,55 PDF’s, respectively. It is knowh21] for the thermal PDF

Ck(t):Ck,af daElpb(El)eia“'ElJrf d3E,P,(E;)e'%EL

. (A11)

Ckb— J d3E,Py(Ep)e' & E2
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that [d°E P,)(El)e“"k"5=e‘;i/2 where a,=a,E,. Using

S o )
Cyp evaluated in Eq(A8), we thus obtain Cu() =1 7a —(E > ag+0(a). (AL3)

ck<t>=e5i”2{ck,a 3a3” f PE,Po(Ep)e® El}
Multiplying the thermal and nonthermal AF's expanded
(A12) according to Eq(Al), using the nonthermal AF expansion in
For a,—0 the integral approaches —1(aZ/6)(E?) a way similar to that used in obtaining E@5), and using
+0(a}), where(E?) is the average oE? over the nonther- the thermal AF from the Taylor expansion of E@8) for
mal PDF. The result is that, ds-0, each term, yields

2

a
=3 L, 1€ %+
M

E Lk( 1- EEﬁ’ZJr 2ac+:-

=3 Lt (1—555’2 <E2>2 +2a3

K n

2
a
=1- 2 Ly —ak’2+2E§ -> Lu(E?)o +---=C(1), (A14)
M

where C(t) is the sum over theC,(t)’s obtained in Eq. tion to C(t) resulting from the impact contributidr21]. For

(A13). Thus, the total Stark AF is the product of the thermalhydrogenic lines, the most important contribution to the lin-

and nonthermal AF’s. ear term is the ion impact which dominates the electron im-
For short times, the Doppler contribution results in mul-pact. However, the electron impact is applicable over times

tiplying the StarkC(t) by a term quadratic in time. This Significantly longer than the ionic ones, which gradually
results in a total AF decaying in time: changes to a power-law decay. In our case we have verified

that over the times used to determi¢&?), both contribu-
(2)) tions are negligible compared to the quadratic term.

If the electric field in the plasma is directional, this treat-
ment can also account for the polarization of the emitted
spectra. Since the differefts in Eq. (A15) are polarized
along the electric field7 componentsor perpendicular to
the field (¢ components summing over the appropriate
terms will yield theC(t) of light polarized in each direction.
whereM is the emitter massT is the Doppler temperature, We also note that a similar treatment for non-hydrogen-like
wq is the unperturbed frequency, ands the speed of light. ions that experience a quadratic Stark effect yields the value

At very short times there is also a linear-in-time contribu-of (E*).

t2 kgTw
(ksEHt)3’2+ (kz 2EY) + — e

C(t)zl—}k‘, Ly

+0(t%) |, (A15)
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