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Pressure ionization in dense plasmas
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We present an atomic model for assessing pressure ionization in a dense, strongly coupled plasma. The
model is constructed in the framework of collisional-radiative equilibrium and detailed-configuration account-
ing, in which the effect of pressure ionization is described by the shift and broadening of energy levels. Its
noteworthy feature is the use of a screening length based on a modified treatment of incipient Rydberg states.
Using this model, we have identified signatures suitable for testing predictions of ionization balances and
excited state populations, as well as a new approach for measuring the opacity of an absorption line in a
well-defined plasma stat€S1063-651X98)15712-4

PACS numbgs): 52.25.Jm, 62.56:p, 64.30+t, 64.70—p

[. INTRODUCTION ment of incipient Rydberg states. The model allows for de-
tailed calculations of ionic abundances and level populations.

At sufficiently low densities, ions in a plasma can be con-It also enables us to identify signatures suitable for testing
sidered as isolated atoms with unperturbed bound states. Agedictions of ionization balances and excited state popula-
the density increases, screening effects due to neighborirfiPns as well as an approach for measuring the opacity of an
electrons and ions begin to modify the energy levels of thedbsorption line in a well-defined plasma state.
bound states while degeneracy begins to raise the energy of
the free electrons. The resulting change in the ionization po-
tentials of bound states and level occupation humbers leads
to the phenomenon of pressure ionizatidj. This is the There are two general approaches for the calculation of
dominant process that determines the ionic abundances aimhic abundances and level populations. In the chemical pic-
level populations in high-density matter. The underlying im-ture, the plasma is considered as a system of electrons, ions,
portance of pressure ionization is substantial. To produce aand other composite particles such as molecules or clusters.
equation of state one needs to determine first the ionizatiointerparticle interactions are calculated from assumed poten-
balance before computing the electron pressure. In the calctials. Both atomic and thermodynamic properties may be de-
lation of transport coefficients such as conductivities, theived from free energy minimization. A well-known example
cross sections are functions of electron density and hends the Opacity ProjectOP) used to obtain solar opacity data
ionization balance. Radiative opacities are governed by botht relatively low densitieg6]. In the physical picture the
ionic abundances and level populations. All of these arglasma consists of only electrons and nuclei. Composite par-
properties of fundamental interest in plasma physics and articles arise naturally. The properties of the plasma can be
crucial to the development of stellar mod¢l as well as  obtained from activity expansions of the grand canonical en-
inertial confinement fusion. semble. A noted example BPAL [7], which is used exten-

In spite of its central significance, ionization physics issively for calculating emission and absorption spectra of hot
often discussed implicitly as a part of a theoretical modelplasmas. The treatment is rigorous in the weakly coupled
describing equations of stat8], transport coefficients4,5], plasma limit but computationally intensive and current activ-
or radiative opacitief6,7]. This may stem from the difficulty ity expansions are limited to two-body terms.
that quantities characterizing ionization, such as average ion- Here, we have constructed a chemical model of aluminum
ization, ionic abundances, and level populations cannot beonsisting of electrons and ions. Using detail-configuration
readily measured in experiments. There is no published theaccounting (DCA) in a collisional-radiative equilibrium
oretical result on ionic abundances and level populations aiCRE) framework, the bound and free electron state popula-
above-solid densities. There is also no reported experimertions are governed by rate equations. Pressure ionization is
to directly probe pressure ionization in such plasmas. Théreated by accounting for the effects of charge screening and
latter can be attributed to the difficulty in producing a plasmaelectron-electron interactions on the energy of atomic levels.
with a sufficiently high density but a relatively low tempera-  Our model treats all ionization stages of aluminum de-
ture such that the density effect on ionization is not obscuredcribed by their ground states together with about 500 ex-
by the effect of thermal excitation. cited states and approximately 900 line transitions. Colli-

In this paper, we present an atomic model for assessingional excitation and ionization, radiative recombination,
pressure ionization in a dense, strongly coupled plasma. Thautoionization and dielectronic recombination, as well as all
model is constructed in the framework of collisional- inverse processes are considered. Up-to-date, critical rate co-
radiative equilibrium and detailed-configuration accounting,efficients for collisional ionizatiof8], autoionizatior 9], ex-
in which the effect of pressure ionization is described by thecitation [10], radiative recombinatiofll], and dielectronic
shift and broadening of energy levels. Its noteworthy featureecombinatior[12] are used. Unperturbed energy levels and
is the use of a screening length based on a modified treatransition probabilities are adopted from OS] and

Il. MODEL DESCRIPTION
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RATION [13]. Forbidden line transitions in At to AI®* are

also considered14—-19. Modifications on ionization rates
due to dense plasma effects are given by Prenzel, Bornath,
and Schlangef20].

Pressure ionization is described by the shift and broaden-
ing of energy levels. With reference to the isolated atom,
shifts in energy levels have been calculated by Rogers, Gra-
boske, and Harwoof21] and Roussel and O’'ConndlR2]
from solutions of the Schrodinger equation using a screened
Coulomb potential. At moderate densities, the use of
screened potentials has already been shown by an indepen- 0.1 1 10
dent calculation using pair distributions to yield the correct Compression
number of energy levelg23]. The results of Rogers, Gra-
boske, and Harwood and Roussel and O’Connell are tabL%L—2
lated in the form ofAE™ (shift in the eigenenergy of the '
level with principal quantum number and orbital quantum
number|) as a function of the Debye-Huckel screening
length A p, and the shell radil_Js”' evaluated for a net lonic Finally, the broadening of energy levels is treated using
charge. To re.nder these applicable FO _dense, strongly COUplet'He concept of degeneracy reduction or reduction in statisti-
plasmas, we introduce a new description of screening eﬁ‘ectgal weights31]. Here, we have adopted the simple formula
using a screening lengibg based on the concept of incipient of Busquet[32]. Whicfy1 yieldsTT"=1— (AE"/E™), where
Rydberg statediRS) and a shell radiu&™ governed by the 1" is the dege}weracy reduction an&™ is the shift in level
screened charg24]. The former was formulated originally energy
by Ichimaru[25] to differentiate screening effects between '
free and Rydberg states of hydrogen. For our calculations, it
is necessary to reformulate the treatment for the varidus lll. RESULTS OF CALCULATIONS
levels of aluminum. The corresponding screened potential is
represented by

<7>

[ T R N B ] o
T Tv7

FIG. 1. CalculatedZ) of Al as a function of compression at 5,
5, 40, and 58 eV.

densed matter model should be applicable. The results of our
calculation is insensitive ta=20% changes in the value of

A. Comparison with other models and observation

As a general demonstration of the University of British

—f_Onla2 _ Columbia atomic modglUBCAM), Fig. 1 shows a series of
V() ={=Q"e%rjexp{ ~r/Dg} (Z) isotherms plotted as a function of compression in alumi-
={—Q"e?/r}{Arexp(—r/\{)+ARrs num. These illustrate that at any temperature, competition
between three-body recombination and pressure ionization
xXexp(—r/\re)}, leads to a region of minimum ionization. The breadth of this

minimum is largest at the lowest temperature. Since clusters
whereQ" is the screened hydrogenic chafgé, e the elec- are not treated in the model, current calculations are limited
tron charge);={e;/6me’n;}*2 the screening length due to to densities above 1% of solid density. This, however, does
free electrons,\grs=(ao/2){(2+R"/\{)3/(8+ 12R"/\¢)} not represent a serious constraint in the study of pressure
the screening length due to IRS electroagthe Fermi en- ionization effects in dense plasmas.
ergy, n; the free electron density, arag the Bohr radiusA; Although more detailed information such as ionic abun-
and A rs describe the relative weighting of the free and IRSdances and level populations is obtained in our calculations,
electrons[25]. To partition the electrons, we have adopteda direct comparison with other wide-range models such as

the partition function of Perrdi26], the quotidian equation of sta(@EQOS [3], Sesamé¢33], and
density-functional-theory(DFT) [30] can only be made
Y=1f1+exd a(X"-1)]}, through (Z). As shown in Fig. 2, for aluminum at normal

density the values ofZ) derived from the different models
whereby the densities of the free and incipient Rydberg

states are given, respectively, hy=Yn,, nrs=(1-Y)n, 8

for a total electron density, . This partition function is pre- 7L

ferred over that proposed originally by Ichimaru because it 6

gives rise to a more abrupt transition from IRS to free elec- A

tron states consistent with explicit solutions of the Sehro N SE

dinger equation[27,28. The partition parameter " 4F

=E"/E,, where the unshifted energy of the leva!, is o P ST,
taken from OH6] and the kinetic energidsy;, from results v TXOS

of density-function-theory calculatiohg9]. The free param- 2k - ——=DFT__ |
eter o is set to 3 from a best fit of our average ionization 1 ¢ 20 20 o 30 700

values to those derived from density-functional-theory calcu-
lations[30] at a temperature of 5 eV and densities between
0.5-2 times the solid. This calibration is based on the expec- FIG. 2. Comparison ofZ) of Al at normal density as a function
tation that at low temperatures and high densities, the corsf temperature derived from different models.

T (eV)
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FIG. 3. Comparison ofZ) of Al as a function of compression derived from different modelgap6, (b) 12.5,(c) 40, and(d) 58 eV.

differ by less than 0.6 except for Sesame at a temperature One experimental test of our model calculations already
below 20 eV. For the calculation of plasma transport prop-exists for a strongly coupled plasma albeit at a low density.
erties that depend only ofZ), this small discrepancy be- Using x-ray heating of a tamped layer, Peetyal.[35] mea-
tween models might be of minor concern. However, a smalkured theK-shell photoabsorption spectrum of an aluminum
difference in(Z) may correspond to vastly different ionic plasma at 58 eV and 0.02 g/én0.74% of solid density
abundances that can impact significantly on radiative propcomparison withopAL calculations yieldedZ) of 8.1. As
erties of the plasma. _ evident from Fig. &), this appears to support predictions
Much greater discrepancies are revealed when compariom QEOS and our model in which pressure ionization ef-

sons are made at different densities, as illustrated in Fig. f.t5 are described by either level shifts or continuum low-
which includes results from UBCAM, QEOS, and Sesamegring However, the observe@) is significantly different
This clearly underlines the need for experimental tests. It i§.qy, that given by the Sesame prediction.

interesting to note that at sufficiently high temperatures, our 1o UBCAM treatment of ionization physics is based on
results appear to fall onto the low-density branch of QEOSyg caiculation of energy levels from solutions to the Sehro
and then cross over to the high-density branch of the Sesamg, e equatiorf21,27 in which the interaction potential is
model. Given the very different formalisms used in the dif- yrescrined using a modified screening length and the calcu-
ferent models, such behavior might be fortuitous. lation of level populations is governed by the self-consistent

Instead of evaluating the shifts of individual energy lev-paance hetween energy levels and collisional-radiative rates

els, pressure ionization can also be treated using the tradiy qescribed by a set of rate equations. The appropriate in-
tional method of continuum lowering, whereby the ioniza-

. A e ey corporation of our model into a complete equation-of-state
tion potentials for all levels of the same ionization stage arg.g|culation is outside the scope of this work. However, it

reduced by the same amount as pressure increases. The cQRyuid be noted that the simplad hoc application of the

cern w_ith this latter app_roach is that it assumes identical\ enl tarm from the Stewart and Pyatt model to a Saha equa-
screening effects on the inner as well as_the out_er shells. Folon together with an ideal gas equation of state has been
comparison, we have performed calcul_atlons usmg_ourCRE,:z’hOWn to lead to thermodynamic inconsistencies,37.

DCA model with the well-known continuum lowering for- g0 an approach can give rise to significant errors in pa-

mula of Stewart and PyatSP) [34], in which the ionic .y eters such as specific heats, electrical and thermal con-
charge is taken from a screened hydrogenic mgilelThe ductivities, and opacity.

results are included in Fig. 3. These differ significantly from

that obtained from level shift calculations only at high den-

sities or high temperatures. A striking feature of the con- B. lonization balance benchmarks

tinuum lowering result is an abrupt increase(#) near ten-

fold compression. This is caused by the rapid, successive With the wide variations in theoretical predictions on ion-
disappearance of the Af through to the At® stages as il- ization balance and the current lack of experimental data, it
lustrated in Fig. 4. is crucial to identify benchmarks of atomic models based on
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FIG. 4. Shifts of the ground-state energy levelg@fAl *3, (b) Al™, (c) A5, and(d) Al *® as a function of compression at 12.5 eV.
Xo is the ionization potential.

unique, observable signatures that allow an unambiguougances of 33.4% AI* and 3.0% AI® with (Z)=3.4. This

distinction between competing theories. Two examples ar@ads to nearly saturated absorption for the AK « line

presented here. plus the appearance of an™®l K« absorption line as illus-
First we consider th&« photoabsorption spectroscopy of trated in Fig. 5. Accordingly, measurements of e ab-

a dense and strongly coupled aluminum plasma at 2.5 timesorption line spectrum would readily test the suitability of

solid density and 12.5 eV. Such a plasma can be readilyhe different partition functions.

produced in the Iaboratory using a laser-driven shock wave. For the p|a3ma parameters described in the present ex-

For example, hydrodynamic simulatiof&8] indicate that by  ample, QEOS yieldéz)=4.1. Although an absorption spec-

irradiating a lowZ ablator such as CH with a 532-nm laser trym cannot be calculated without details of ionic abun-

pulse of nanosecond duration at a relatively modest irradigances, such &) is likely to lead to substantial populations
ance of 2 1014 chmz, one can launch a 15-Mbar shock in of Al +4 and A|+5 ions and the appearance of an even stron-
CH. If this shock is allowed to propagate into a thin sampleger AI*® K« absorption line than in the case Gf)=3.4

layer of aluminum sandwiched between pusher layers of siligescribed above. On the other hand, Sesame data suggest a

con, impedance mismatch between CH and silicon wouldz) of 2.4. This should result in a much lower population of
yield a 25-Mbar shock in the silicon while the ringing of the

shock in aluminum between the silicon tampers would lead ' - - T T

to the desired uniform and confined aluminum plasma. Sili- 1 === = e 1

con is both a close impedance-match to aluminum and a oS 0.8 A i

suitable window for x-ray absorption spectroscopy inthe en- &= " | A Ko@)

ergy range of the aluminuda spectrum. E Z 06l ]
The ionic abundances of this aluminum plasma calculated & & N Ichimaru

from our atomic model are 93.3% Al, 6.69% A4, and “5 04t b Perrot | 1

0.005% AI®, with (Z)=3.08. To compute the correspond- 0.2 i

. . . . . - r Ko (+4) o b

ing Ka absorption lines, we use oscillator strengths derived ¥ pL = 6.75 x 10" g/em?

from dense plasma estimaf&8] and linewidths due to elec- 0 L L 1 1 L

tron collisional broadening using impact approximatida]. 1460 1480 1500 1520 1540

The result for such an aluminum plasma with an areal mass
density of 6.75% 10 4 g/cn? is presented in Fig. 5. The
thickness of the plasma is chosen to facilitate diagnostic ac- k|G, 5. Predicted Al K« absorption line spectra from calcu-
cess. Essentially the same result is obtained from calculaations using level shift or continuum lowering with Perrot’s parti-
tions using continuum lowering to describe pressure ionization function, and from that using level shift with Ichimaru’s parti-
tion. On the other hand, level shift calculations using thetion function for an Al plasma at 12.5 eV and 6.75 gfcwith an
partition function of Ichimary25] have yielded ionic abun- areal mass density of 6.%510"* g/cn?.

Photon Energy (eV)
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FIG. 6. Predicted Al* Ka absorption line spectra for an Al
plasma with an areal mass density of 6B * g/cn? at 11.25 eV
and 6.08 g/crh with (Z)=3.04 (dotted ling, 12.5 eV and 6.75
glen® with (Z)=3.08 (solid line), and 13.75 eV and 7.43 g/ém
with (Z)=3.15(dashed ling

Al**jons and hence a very weak &1 K« absorption line.
These alternatives should be easily distinguishable in obser
vations.

The sensitivity of the Al* Ka absorption line as &2)
diagnostic is illustrated in Fig. 6. A variation af10% in
plasma density and temperature leads to readily measurabl
changes in the absorption line. On the other hand, even al
lowing for such a generous uncertainty in determining the
plasma conditions, one can still set a tight limit on the value
of (Z) between 3.04 and 3.15. This is a particularly important
aspect for usingZ) in the benchmarking of ionization mod-
els. Figure 7 shows the implications of all three different
models. The upper and the lower bounds of the(Boeon-
tours correspond to variations df10% in both the plasma o
density and temperature. It is evident that whichever model®
is correct, the result will readily rule out the other two thus ¢,
allowing the(Z) benchmark to yield an unique differentiation
of UBCAM, QEOS, and Sesame.

A similar benchmark can be obtained at even higher den-
sities. For example, by propagating two colliding, 15-Mbar
shock waves in an aluminum layer with an initial thickness 10 . i
of 0.4 um and embedded between silicon tampers, one car 01 !

. . b - Compression
access an aluminum plasma at 5.4 times solid density anu
18.2 eV[38]. The aluminum thickness is chosen to suit the  Fig. 7. (a) Contours for(Z) of 2.34 (dotted ling, 2.42 (solid
diagnostic need. Our model again predicts a clear distinctiofine), and 2.50(dashed ling (b) contours for(Z) of 3.04 (dotted
in the results obtained from different partition functid®$g.  |ine), 3.08(solid line), and 3.15(dashed ling and(c) contours for
8) and sets a limit on the value ¢Z) to within £0.13 for a  (z) of 3.95(dotted ling, 4.11(solid line), and 4.26dashed lingfor
+10% uncertainty in plasma density and temperatliig.  the different models. The density-temperature range of the plasma
9). With corresponding theoretical values ¢f) of 3.15  considered is indicated by the shaded box.
given by the Sesame model, 3.64 by UBCAM, and 5.26 by
QEOS, theKa absorption line spectrum will again be an
excellent signature to differentiate these models as iIIustrategeek an unique signature dictated by the details of level

in Fig. 10. populations. Figure 11 shows the change in energy levels of

the ground and excited states of the"Alonization stage as

a function of compression at 15 eV. Both our level shift
To test the suitability of the level shift treatment versuscalculation and the continuum lowering formula of Stewart

that of continuum lowering, an obvious approach is to probeand Pyatt show similar behavior for the ground state over a

(2) of plasmas near 10 times solid density or above 40 eV abroad range of densities. On the other hand, at near-solid

evident from Fig. 3. Such a high density or temperaturedensities only the level shift calculation indicates the persis-

might not be readily attainable in the laboratory, particularlytence of Al"® excited states. With thesé-shell vacancies

for one-dimensional experiments that allow well-definedcan be created that then allow for the appearance of an

measurements of absorption spectra. Alternatively, one cafl "3 Ka absorption line as indicated in Fig. 12. For this

T (eV)

C. Persistence of excited states
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FIG. 8. Predicted Al* Ka absorption line spectra from calcu-
lations using level shift treatment with Perrot’s partition function,
and from that with Ichimaru’s partition function for an Al plasma at
18.2 eV and 14.6 g/cfn with an areal mass density of
1.08x 10 * g/cnt.

example, an aluminum plasma with an areal mass density of

8.1x 10 ° g/cn? is sufficient to provide the proper diagnos-
tic access.

One possibility to produce an aluminum plasma at a near-
solid density and modest temperature is shock compressioi

of a layer of low-density aluminum foam embedded in a

suitable tamper material. For example, a 4.5-Mbar shock in

an aluminum foam of 15% normal densit§.4 g/cn) will

IN DENSE PLASMAS 1029

30

T (eV)

>

T (e

result in a plasma of 0.6 times normal density and a tempera:
ture of approximately 15 eV. Such a plasma might also be
produced via x-ray heating of a aluminum layer sandwiched
between lowZ tampers provided a sufficient flux of suitable
x-rays is available.

(eV)

D. An approach to line opacity measurements

Line opacity is of interest because in many plasmas, spect
tral lines are the dominant source of radiation transp#it.
Moreover, the analysis of spectral lines represents a well-
defined means of probing level population and transition
probability. An usual approach to line opacity measurement
is the use of an inertially confined plasma produced by ther-
mal, radiative or shock heating of a sample material sand-
wiched between tamper layers. For these plasmas, indeper:-

1 2 3 4 5
Compression

o7 E & ---<Z>=3.76| }

Normalized Transmission

E KG9 oL = 108 x 10 glem?® -

1490 1510

Photon energy (eV)

0.6
1470

FIG. 9. Predicted Al* and AI*® K« absorption line spectra for
an Al plasma at 16.38 eV and 13.12 gftwith (Z)=3.51 (dotted
line), 18.2 eV and 14.58 g/chrwith (Z)=3.64 (solid line), and
20.02 eV and 16.04 g/chwith (Z)=3.76 (dashed ling The areal
mass density of the plasma is taken to be X8 * g/cn?.

FIG. 10. (a) Contours for(Z) of 3.04 (dotted ling, 3.15 (solid
line), and 3.26(dashed ling (b) contours for{Z) of 3.51 (dotted
line), 3.64 (solid line), and 3.76(dashed ling and(c) contours for
(2) of 5.09(dotted ling, 5.26(solid line), and 5.41(dashed lingfor
the different models. The density-temperature range of the plasma
considered is indicated by the shaded box.

dent determinations of plasma density and temperature are
difficult. The plasma parameters are often derived only from
hydrodynamic simulations.

A new approach to determine the opacity at the line center
is to use a steady shock wave, measuring both the shock
speed and the transmitted intensity of a backlighter source.
As the shock propagates in the sample of interest, a plasma
of uniform density and temperature is produced with a thick-
ness that increases linearly with time. The resulting optical
depth, 7= 0p,Udt, would also increase linearly with time,
where ¢ is the photoabsorption cross section in the com-
pressed materiap, the initial mass density of the sample,
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B F -7 ] with a known equation of state to yield the electron density
E e T n. and temperaturd . of the plasma independent of the
= opacity diagnostic. Accordingly, the experiment yields
o(ne,Te), the value of which can be used to test theoretical
predictions of transition probabilities and level populations.
(© Compression To illustrate this approach, we consider a steady shock
wave of about 22 Mbar launched in a pusher layer of silicon
o ' - before propagating into a sample layer of aluminum. Silicon
_ 60p 2p3d PDF - ] is used to minimize the impedance mismatch and the differ-
z ence in shock temperatures in the two materials. Further-
N more, it is a suitable x-ray window for the desired spectro-
= scopic measurement in aluminum. The shock pressure in
2 aluminum will be 24 Mbar and the shock speed will be
g 3.7x10° cm/s. This results in an aluminum plasma of3.1
3
T ¥ T 15
0 . . 12F \!ﬁ )
| 0.1 - 1 g s F --i_T S0ps 10 g
(d) ompression = JF | P {; 3‘)
FIG. 11. Shifts of energy levels of the ground and excited states o E | , , , 0
of Al"3 as a function of compression at 15 eV, is the ionization 15
potential. 12F ﬂT\' ' ' -
T8 ] I
Us the shock speed, andhe time of shock propagation. The JF | p 5 g
transmitted intensity of a backlight source ik= ok i 150 ps - 0 ~
l,exp(—7), wherel, is the intensity of the source before 0.5 0 0.5 1 1.5 >

entering the sample layer. The slope of}rplotted against
yields the product { op,Us) and hencer sinceUg is mea-
sured. As the state of the shocked material lies along the FIG. 13. Snapshots of temperature and mass density profiles in a
principal Hugoniot, the observed shock speed can be usetb-Mbar shock wave through a Si-Al sample.

z (Wm)
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1a . T consequences. The 150 ps of shock propagation in the alu-
minum layer corresponds to a total optical depth of 2. This is
a sufficiently long duration of observation for the picosecond
temporal resolution typical of x-ray streak cameras.

IV. CONCLUSIONS

Ideal
o _Corrected In conclusion, we have described an atomic model that
0.1 =5 T o allows Qetai_led calculations of ionic abundancg and level
) populations in strongly coupled plasmas over a wide range of
Time (ps) temperatures and densities. The use of a CRE-DCA frame-
FIG. 14. Calculated transmitted intensity of the'AlK« ab- ~ WOrk and eigenvalues for a screened hydrogenic system ren-
sorption line as a function of time. ders the model readily adaptable to describe other materials,
giving the model a high degree of versatility and practicality.
solid density and 12 eV. Figure 13 shows snapshots of thehe critical aspect is the interpretation of screening length
temperature and mass density profiles in the shock wave calsing a modified prescription of incipient Rydberg states.
culated from hydrodynamic simulations using a quotidianThe choice of partition function and the use of hydrogenic
equation of statd3] and dense plasma conductivitit$].  screened charges are crucial only at high densities and low
The small gradients of temperature and density near thgemperatures. From the results of our calculations, we have
silicon-aluminum interface is the result of impedance mis-shown thatk « absorption spectroscopy can be used to ob-
match. For the shocked aluminum, our model yields ionictain the experimental benchmark of ionization balance to dif-
abundances of 80.8% At and 19.2% Af* with a (Z) of  ferentiate our model from QEOS and Sesame. The treatment
3.20. This leads to a well-defined A} Ka absorption line  of pressure ionization from level shift calculations can be
similar to that presented in Fig. 5. The calculated transmittegested from evidence of AF Ka absorption line. A new

intensities corresponding to this absorption line are presentegbproach to measuring the opacity oKa absorption line
in Fig. 14. The idealized results assumed uniform temperahas also been illustrated.

ture and density in the shocked aluminum. As a simple esti-
mate of thermal conduction effects, the “corrected” trans-
mitted intensity is calculated by assuming that the
nonuniform region near the silicon-aluminum interface is
maintained at the averaged temperature across the gradient. This work was supported by the Natural Sciences and
Evidently, thermal conduction appears to have negligibleEngineering Research Council of Canada.

Normalized Transmission
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