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Phase behavior of associating liquid mixtures
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We present computer simulation results for the phase behavior of a liquid mixture with nonspecific disper-
sive interactions and directionally specific hydrogen bonds. The mixture exhibits complex closed loop phase
behavior, which is in good qualitative accord with past theories. In addition, the model predicts the formation
of self-assembled supramolecular structures at low temperatures in agreement with experiment.
[S1063-651%98)51307-4

PACS numbegps): 61.20.Ja, 64.75:.g

Liquid mixtures generally are homogeneous at high tem+teractions. We find that closed loop phase behavior is a ubig-
peratures and only demix when cooled below an upper critiuitous feature of these models, in qualitative agreement with
cal solution temperatur@CST) [1]. This behavior reflects a mean-field theorief4—7]. In addition, we find a previously
dominance of entropy at high temperature, which preferginanticipated formation of self-assembled ordered phases at
mixing, but the control of unfavorable unlike pair interac- low temperatures. These results rationalize recent experi-
tions at low temperature, which cause demixing. In contrastnents that demonstrate that molecules with multiple hydro-
the behavior of liquid mixtures that phase separate on heagen bonding sites spontaneously self-assemble into myriad
ing, i.e., ones showing lower critical solution temperaturessupramolecular structur¢$5-18.

(LCST), cannot be explained in this framewdik,2]. Some As in our past work on surface behavior we consider a
other factor, e.g., hydrogen bonfi3-9|, or differences in completely filled cubic lattice with its sites occupied by ei-
shape, size, or compressibilities of the constituf2s0,11,  ther A or B molecules[19]. We modelsymmetricmixtures
has to be evoked to explain this more complicated behavioivhere the interactions between any pairfofmolecules and

The phase coexistence of pure materfa®-14 and mix-  any two B molecules are identical. The molecules interact
tures [3—9] with site-specific hydrogen bondddiB) have through isotropic nearest neighbor interactions characterized
been of continuing interest. Mean-field mod|s-7] incor- by the energy scaley=(d/2kgT)(2eag— €papn—€gp). d is
porating the essential ingredient of a HB system, i.e., that &he coordination number=6), ande;; is the interaction en-
molecule can participatat mostin a certain number of HB ergy between a nearest neighbiorj pair. Therefore,y
interactions, have been constructed. This “saturation” fea=6/T* where T*=KkgT/(exg— €an). In this work we con-
ture crucially accounts for the collective nature of HB sys-sider the case wherg>0, i.e., the dispersive interactions
tems, as can be illustrated in the case of molecules which cdvetween unlike molecules amnfavorable Each molecule
form exactly one HB. The formation of a HB between two has one “donor” and one “acceptor” that can participate in
molecules immediately precludes the formation of any othenearest neighbor HB. Since the molecules are structureless,
HB by the molecules of interest. In other words, the interacthe donors and acceptors do not have prespecified locations.
tion between molecules is not pairwise. While these model3he HB interactions are described by two equilibrium con-
have predicted rich behavior, including LCST and closedstantskaa(=kgg) for the bonds between af (B) donor
loop phase diagrams, it is unclear if these are artifacts ond anA (B) acceptor on different molecules, akgg for
their mean-field character. A second approach, which avoidsonds betweer and B particles(either one being the do-
the mean-field approximatioi8], involves mapping the HB  nor). k;;=P;;e” Eij kT The Helmholtz energy change in the
system into the Ising model by using a decorated lattice forformation of anij HB is AA;;(HB)=—kgTInk;. We have
mulation. An auxiliary sublattice, representing the hydrogenintroduced the prefactoR;;, in the definition ofk;; to ac-
bonds, is introduced. Summation over this sublattice yieldgount for the loss of entropy associated with the formation of
the effective coupling between the spins of the main latticeHB. This factor is not accounted fa priori in our model
J, which is a function of the temperature. Since the behaviosince the HB sites can assume arbitrary positions on the un-
of an Ising system is known, we have “exact” information structured molecules without any penalty.
about this model. However, the cooperativity inherentin HB  The simulations employ periodic boundary conditions in
systems is lost when the sublattices are summed out. Thall three directions. Phase coexistence is located through the
point to be stressed is that, while there has been consideratdemigrand ensemble methf20] by scanning the exchange
interest in HB systems, their theoretical understanding is inehemical potentialA u=u,— ug, in a series of simulations.
complete at this time. wi is the chemical potential of speciesThe composition of

Here we present results derived from Monte C4NtC) the mixture xa=Nu/(Na+ Ng), whereN; is the number of
simulations for the phase behavior of lattice mixtures whichparticles, is variable and the binodal is determined from his-
incorporate hydrogen bonding and nonspecific dispersive intograms of its distributionP(x,). P(x,) has a single maxi-

mum in the single phase. In the immiscible regime two
maxima, each corresponding to one of the coexisting phases,
*Electronic address: kumar@plmsc.psu.edu are observed. An elementary MC move is to change the iden-
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TABLE I. Potential parameters and critical transition temperatures.

Set Kaa Kag ucsT LCST Teq
1 0.0134expL.8/T) 0.0134exf2.0/T) 2.20+0.10 No No

2 0.0275exfL.8/T) 0.0134ex(3.824/7) 2.20+0.10 No 0.64-0.02
3 0.0275exfL.8/T) 0.0134exp4.5/T) 1.94+0.04 1.02-0.02 0.78-0.02
4 0.0134exfL.8/T) 0.0134ex(5.0/T) No No 0.80+0.02

tity of a randomly chosen particle. Another elementary move At high temperatures entropy dominates and the system is
consists of the creation or elimination of a HB. The moveshomogeneous. As the temperature is decreased, unfavorable
are accepted following the Metropolis criterip®0]. In the  dispersive interactions become important and the system
case where only dispersive interactions are changed by grhase separates with a well defined UCST. As the tempera-
elementary move, the probability of its acceptancecéxp  ture is decreased further, HB interactions, which increase
(—BAU), whereAU is the energy change amg=1/kgT. In  exponentially with 1T*, become more relevant. Sind&B
contrast, when a HB interaction is created without anyHB are strongly preferred oveXA and BB HBs in Set 3 of
change in dispersive interactions then the acceptance probaable |, they can overcome the unfavorable dispersive inter-
blity is «exd—pBAA;(HB)]=k;;. Far from the critical actions and cause the system to remix at temperatures below
points the MC runs consisted of 2.88(° identity ex- the LCST.
changes, and an equal number of HB creation/destruction With further reductions in temperature the conflict be-
moves per site. Near the critical points the runs were tetiween the HB'’s, which prefeAB contacts, and the dispersive
times longer. The critical temperatures, which are defined awteractions, which would cause phase separation, become
the maxima of susceptibilitj21], are shown in Table I. We more important. The ground state of this systge, T*=0),
have considered system sizes of <8 and 16<16x16, which would be obtained by minimization of the toteih-
and the difference in critical temperatures between the twergy, corresponds to a bilayered structure as shown in Fig. 2.
sizes are smaller than the reported uncertainty. A systematia this ordered structure each site has all neighbors, except
study of the finite-size effect is planned for future work. A one, of its own kind. The dispersive interaction with this one
system with no HB interactions would correspond exactly tounfavorable contact is compensated by the formation of the
a three-dimensional Ising model with a critical temperaturetwo favorable AB HB'’s. This layered phase is in equilibrium
of Ty~ 2.25. This simpler system would Ipartially miscible ~ with a disordered phase rich in either one of the two pure
at all lower temperatures. components for all temperatures lower thgg,, the equal

In Figs. 1 the binodals for all cases in Table | are shownconcentrations poinas defined by Landau and Lifshit22].
We shall focus on Fig. (t), which displays the richest phase At T¢q the compositions of the coexisting phases are equal,
behavior, i.e., a closed loop phase behavior. but they are distinguishable because of their different sym-
metries. Note that the binodals of this first order transition
are symmetric abouk,=1/2, and occur at\ u=*|Au|

@
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FIG. 1. Binodal curves for the four different sets of parameters
listed in Table I. The points are Monte Carlo results and the thin
lines are guides to the eye. The error bars are smaller than the
points. The heavy lines are predictions of the theory of Veytsman
[6]. The four different plots correspond to the four different sets
shown in Table I: a corresponds to Set 1, b to Set 2, c to Set 3, and FIG. 2. Snapshot of ordered phase for Set 3 in Table | at
d to Set 4. T*=0.55.
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+0, corresponding to coexistence withAarich or aB-rich ~ back, the mean-field approximation only serves to cause
phase. To provide a zeroth order estimatd gfwe consider quantita.\tivei.naccuracies in predicting the phase diagrams in
the following facts. AtT,, a system wittk,=1/2 can either ~these situations. _ _ _

exist as a disordered structure, or as the layered phase in Fig. Neéxt we note that incompressible mixtures on a lattice are
2. For simplicity, we assume that all HB are only of tAB  isomorphic with compressible pure components. This map-
type and are identical in number in both phases. Since &achping is particularly relevant since recent calculations have
molecule has, on average, thi@eontacts in the disordered shown that compressible lattice models, with dispersive in-
state but only on® contact in the ordered phase, each mol-teractions and site specific bonds, could capture the liquid-
ecule gains a nonspecific energy @fg— exn) On ordering.  liquid phase equilibria observed for pure water and silicon
However, it losekgIn2 in translational entropy ankkIn3 in [13]. Two points need to be stressed here. The model used by
rotational freedom in picking unlike HB sites when it orders. us is simpler than those utilized previously for these pure
Therefore, kgTe(IN(6)=€eag—€an, Which yields that T,  materials, since it does not involve two hydrogen bonded
~0.55. While this procedure underestimates the real equaublattices[12]. Consequently, our simpler model demon-
concentrations temperatufgee Table), several approxima- strates the generality of the existence of liquid-liquid coex-
tions have been made. These include the assumption that thence for pure materials. Second, our calculations show that
number ofAB HB do not change on ordering, as well as thetransitions between ordered and disordered states occur at
fact that all unlike neighbors of a molecule, assumed to bwer temperatures. Such ideas could be relevant to under-
three in the disordered phase, are open for HB interactiongianding the crystallization of associated liquids at low tem-

with the molecule of interest. However, this estimateTef  heratures. To our knowledge, such calculations have not
is a reasonable descriptor for the physics of this situation. been conducted to date

We now consider the other sets in Table I. As the HB
between dissimilar monomers are made less favorable th
in Set 3, the LCST disappears. This is becauseABeHB

A final point is the connection of the self-assembly in HB
ag]ystems to those observed in block copolynj@d, surfac-

. tants[24,25 and in charge frustrated systef®6]. In the

are not strong enough to overcome the unfavorable d'SpeBIOCK copolymer and surfactant sets the constraint that over-

sive mteractlons. and miscibilize the. m|xtgre. In set 2 .thecomes the “dislike” between the head and the tail moieties,
system merely d|§plays l.JCST behavior which merges with 4nd ensures the formation of mesophases, is the covalent
equal concentrations point at low temperatures. Further re- i

i ; connectivity between the two group24,25. Similarly, in
dyctlon_s in theAB HB stren.g.th prevents the system from charge frustrated systems the constraint of electroneutrality
displaying an ordering transition as wédlet 1. In this situ-

ation the unfavorable dispersive interactions dominate an§nsures that these systems assemble spontaneously into me-
persi : . ’ ophase$26]. In the sets considered here, the HB may be
the system behaves very similar to a mixture with no HB.

thought of as bonds between dissimilar molecules whose

Evidence of the unimportance of the HB is the fact that thestrength becomes stronger with decreasing temperature. Con-

UCST in Set 1 is approximately equal to that obtained fromsequently, the self-assembly in all of these cases is a com-

the three-dimensional Ising model. In the opposite case whegromise between two competing interactions,

AB HB are made even stronger than in Set 3, the closed loo In summary, we have presented the phase behavior of

becomes smaller and can even disappear as shown in set 4, - . ; : :
In this situation the HB betweeAB pairs is too strong rela- associating fluid mixtures. Experimentally observed closed

tive to the dispersive interactions at all high temperaturesIOOp phase diagrams and formation of self-assembled phases

However, we have an ordering transition at low tempera—are reproduced by this simple model. Since past theories are

. ” able to qualitatively reproduce the location of the critical
tures, which reflects the competition betwedHB and the . .
unfavorableAB dispersive interactions. Notice that all of the points of the closed loop phase diagrams we conclude that

L the mean-field approximation evoked by these models do not
S|tuat_|ons whgr_eAB HB are stronger than Set 1 have an introduce artifacts. A previously unanticipated formation of
ordering transition, since the ground state always prefers th

. A . Self-assembled supermolecular structures is in good agree-
formation of these ordered phases in this region of parameter-Tr]ent with experimental finding). Of course, the particu-

... lar layered symmetry of the self-assembled phases is im-

. X ; %osed by the cubic lattice and the fact that particles are
agreement with the mean-field model of Veytsrj@hwhich “structureless.” This prompts further study of the effect of

E'\nglcl_l?y ?_C(l:\looutgtih;otrt::aerrslztaunriit:atl)g ;?gélérlev(v);i?r? assisjfnn;:molecular structure on the symmetry of the self-assembled
that aIIg.h . . ' %hase, an issue we shall focus on in future work.

phases are isotropic, cannot capture the presence of
ordered phases. Consequently, this model does not offer any Financial support from the National Science Foundation
explicit prediction forT,, as well as any equilibrium be- under Grant Nos. CTS-9311915 and CTS-9704907 is grate-

tween order and disordered phases. Apart from this drawfully acknowledged.
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