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Efficient Monte Carlo methods for the simulation of catalytic surface reactions
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Monte Carlo methods for the simulation of the dynamic behavior of surface reactions are developed, based
on the chemical master equation. The methods are stated in a general framework which makes them applicable
to a variety of models. Three methods are developed. A comparative analysis of the performance of the three
methods, both theoretically and empirically, is included.@S1063-651X~98!08207-5#
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I. INTRODUCTION

With the advent of fast computers, Monte Carlo simu
tions have become an increasingly popular method to a
lyze the behavior of adsorbates on a surface. In experime
fascinating phenomena have been observed in surface
tions, like the formation of patterns, oscillatory behavior
reaction rates, and the occurrence of reaction wave front
the surface. In order to analyze the connection between
microscopic reaction steps and the observed macroscopi
havior, simulations are conducted. For some 40 years, Mo
Carlo methods have been successfully employed to s
systems at equilibrium. Because the observed phenomen
typical for systems not at equilibrium, these classical Mo
Carlo methods are not well suited. So-calleddynamical
Monte Carlo methods, in which the behavior of the syst
over time is simulated, are used instead. In order to perf
such a simulation, a stochastic model of the chemical sys
is built. Elements of such a model are the crystal surface,
adsorbates, and the microscopic reaction steps that ch
the surface configuration over time. The behavior of this s
tem over time is determined by the rates of these reacti
These rates are specified as probabilities and the surface
figuration over time is then given by a master equation,
scribing the time evolution of the probability distribution o
system configurations. Since the simulation follows the r
time-dependent behavior, experimental results can be re
duced if the model is precise enough, in particular the re
tion between macroscopic and microscopic reaction rate c
stants can be investigated. Another interesting applicatio
the investigation of systems at nonequilibrium phase tra
tions.

In the literature, numerous experiments with dynam
Monte Carlo simulations have been reported in various c
texts @1–8#. The methods used are commonly presented
algorithms intertwined with the model under investigatio
which makes it sometimes difficult to distinguish the tw
Actually, only few methods are used. In this paper we inv
tigate and compare three efficient methods for perform
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these dynamic Monte Carlo simulations. For a given mod
all methods give the same results but they differ substanti
in their use of computer resources, like computational pow
and memory. We demonstrate that the method of choice
pends on the model that is being simulated and we ana
quantitatively what the difference is between the metho
with respect to computational speed and memory use.
also show that it is possible to combine the methods, t
decreasing the use of resources even more.

This research has been used to build a general-purp
program for this type of simulation. The reasons for dev
oping such a program are threefold. First, if there is an
isting framework available, it is easier to try out new mode
and to modify existing ones. It gives a clear separation
tween the simulation method and the model. Second, it
difficult and error-prone task to develop a special-purpo
program for a particular model when the number of reacta
and reactions is large. Third, the simulation of larger syste
requires much memory and much processing capacity. T
places a limit on the scale of the simulations in terms
lattice size and number of microscopic reactions. Rather t
improving this for each simulated system in isolation, this
done at the higher level of the simulator. A requirement
the program follows from this: with respect to memory u
and speed it must compete well with hand-coded, spec
purpose programs for simulating the same model. In orde
achieve this, it must support several different Monte Ca
methods.

The paper is organized as follows. In the next section
give the theoretical background for the simulations. In S
III three methods are developed. Two of these methods
described and used in literature; to the author’s knowle
the third and most efficient one is novel. We pay particu
attention to the exact time dependence of the simulations
point out how this relates to the notion of Monte Carlo ste
In Sec. IV we give an analysis of the three methods w
respect to speed and memory use. Based on this we poin
some improvements. A major improvement is the idea
combine two different methods in one simulation. Section
describes experiments with several models. We end w
some conclusions and recommendations for further resea
2598 © 1998 The American Physical Society
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II. THEORETICAL BACKGROUND

We describe systems of catalytic reactions by a stocha
model. The surface is represented by a lattice: each la
point corresponds to a surface site. In the rest of the pape
will use the term ‘‘site’’ also for lattice points. A lattice poin
can assume a number of distinct values that stand for
various adsorbates~an empty site is represented by a spec
adsorbate!. The lattice together with values for all its poin
is called aconfiguration. A reactionchanges a configuratio
into a new one. We characterize a reaction by these
configurations@9#. If in a certain configuration a reaction i
possible we say that it isenabled. The evolution of the sys-
tem over time is described by the chemicalmaster equation,
which is derived from first principles@10–12#.

dP~c,t !

dt
5 (

c8Þc
@P~c8,t !kc8c2P~c,t !kcc8#. ~1!

In this equation,P(c,t) denotes the probability to find th
system in configurationc at time t; kcc8 is the transition
probability of the reaction that transfersc into c8 ~kcc8 is
zero if there is no such reaction!. One may interpret this
transition probability as a microscopic analog of a rate c
stant and we will use the term interchangeably. Genera
this rate constant depends on the temperature, expre
through an Arrhenius expression.

kcc85ncc8 expS 2
Ecc8
kBT D . ~2!

Here,Ecc8 is the activation energy andncc8 the preexponen-
tial factor. In this paper we assume that the rate constant
not change over time.

In order to show the correctness of the methods that
develop, we have to show that the simulated system ob
Eq. ~1!. However, Eq.~1! is not of a very algorithmic nature
Therefore we choose as the basis for our simulation meth
the slightly stronger formulation given by Gillesp
@11,13,14# in his hypothesis for chemical kinetics: ‘‘Suppose
that the system is in configurationc. The probability that a
particular enabled reactionc→c8 occurs in an infinitesima
perioddt is given bykcc8dt. ’’ We show that a simulation
that obeys this hypothesis also obeys Eq.~1!. From the hy-
pothesis we derive the distribution function that determin
the time until the actual reaction takes place. Assuming
there is only a single enabled reactionc→c8, let stochastic
variableT denote the time that it occurs. Then,

P~T>t1dt !5P~T>t !~12kcc8dt !.

Rewriting and taking the limitdt→0 gives

dP~T>t !

dt
52kcc8P~T>t !.

Integration yields

P~T>t !5exp~2kcc8t !.

Hence, with this hypothesis the time until the next react
has a negative exponential distribution, for each individ
tic
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reaction. The following analysis is therefore strongly bas
on properties of this distribution. The following two are qui
fundamental@15#.

Property 1.The negative exponential distribution with pa
rameter~‘‘rate’’ ! l is memoryless in the following sense,

P~T>t1t0uT>t0!5
P~T>t1t0 and T>t0!

P~T>t0!

5
exp@2l~ t1t0!#

exp~2lt0!
5exp~2lt !.

Property 2.Let Ti , 0< i ,N be a sequence of random
variables.Ti has a negative exponential distribution with p
rameterl i . Then

P~min
i

Ti>t !5expS 2(
i

l i t D .

In a certain configurationc of the lattice many reactions
are enabled. According to property 2, the total rate of cha
is given by the sum of the rate constants of all these re
tions, denoted by(c8Þckcc8 . According to property 1 it is
not necessary to take the time into account when these r
tions became enabled, hence we can fix our discussion to
situation at a certain timet. Let dt be such that at most on
reaction occurs withindt. The probability to find the system
in configurationc at time t1dt is the sum of two terms:~1!
the probability to find the system in configurationc at timet
multiplied by the probability to stay in this configuratio
during dt and ~2! the probability to find the system in som
other configurationc8 at timet multiplied by the probability
to go fromc8 to c during dt,

P~c,t1dt !5P~c,t !S 12dt (
c8Þc

kcc8D
1 (

c8Þc

P~c8,t !kc8cdt.

By taking the limitdt→0 this equation reduces to~1!.
The derivation of the master equation from the hypothe

is similar for time-dependent rate constants. Time-depend
rate constants are useful, for example, in the simulation
temperature programmed desorption@11# or in simulations of
voltammetry experiments@16#.

III. THREE METHODS

With the formulation of the preceding section the proble
is essentially stated as a discrete event simulation, where
events are the occurrences of reactions. Standard met
from this research area may be applied. Therefore the
method we discuss is the regular discrete event simula
~DES! @17# algorithm. In the DES algorithm a tentative tim
is computed for all reactions that are possible at time
For reaction c→c8 this time has to be drawn from 1
2exp(2kcc8t). All reactions together with their tentativ
times are stored in an event list. The algorithm then proce
by repeatedly performing the following steps: select the
action with minimal time from the event list, advance th



ic
h

w
ing
nc
d

If

t
ly
n

th
m
le
il
m
ed
th
is
ha
li
til
h
h
du
ac
is

sti
o
s
d
a

t

e

i-
m
g
t

If

t

xt
dis-
y 2.

to

t

ent
ly a
of
ly a

of

is
h

xt

pe

ib-
e-

re-
re-

2600 PRE 58LUKKIEN, SEGERS, HILBERS, GELTEN, AND JANSEN
system time to the time of this reaction, adjust the latt
according to the reaction, and recompute the event list. T
method is also known as thefirst reaction method@11,13#
~FRM!.

Two aspects in this algorithm need more attention: dra
ing a time from an exponential distribution and recomput
the event list. Drawing a time is done using the inverse fu
tion method@17,18#: if U is a random variable distribute
uniformly on ~0,1! and random variableY has distribution
function F that has an inverseF21, then

P„F21~U !<y…5P„U<F~y!…5F~y!5P~Y<y!.

HenceY has the same distribution function asF21(U). As a
result, generating a random number from 12exp(2kcc8t) is
equivalent to computing

2
1

kcc8
ln~12u!,

whereu is a number drawn from the uniform distribution.
U is distributed uniformly, 12U is uniform as well and we
may replace 12u by u.

With respect to the event list, it is usually not necessary
recompute it completely, since a reaction comprises on
small, local change of the lattice. Hence, if in a certain co
figuration c two reactionsc→c8 and c→c9 are enabled,
either one of them may still be enabled after execution of
other. According to property 1 it is not necessary to reco
pute the tentative times for reactions that remain enab
We conclude that recomputing the event list actually bo
down to updating it: inserting reactions that have beco
enabled and deleting reactions that have become disabl

Deleting the disabled reactions requires searching
event list. In particular for larger simulation models, this
intolerable for reasons of performance. Hence, rather t
searching this list, we retain the disabled reactions in the
and verify, before execution of a reaction, whether it is s
enabled. To that end it is not sufficient to just check t
current configuration; it may be the case that the reaction
become disabled and then enabled again. For each sche
reaction we record the time it was scheduled and for e
lattice point we record the time it was last modified. Th
information is enough to determine whether a reaction is
enabled. The price is an extra amount of memory, prop
tional to the number of lattice points and some extra proce
ing time for the comparison. We refer to this improve
method as FRMb and to the standard DES algorithm
FRMa.

FRM can be regarded as the most general method in
sense that few properties of the model are used. It can
used for time-dependent rate constants as well@11#. In the
two other methods below we use properties of both the
ponential distribution and the model.

Property 3.Let Ti , 0< i be a sequence of random var
ables.Ti has a negative exponential distribution with para
eter l i . In addition, letl be a positive number satisfyin
l i>l for all i . For eachi we define a Bernoulli experimen
@19# with parameterl/l i . Random variableB represents
the number of Bernoulli trials until the first success.
P(B5`)50 @20# then
e
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Ti

has a negative exponential distribution with parameterl.
@The interpretation is that in stepi a time until the next even
is selected from 12exp(2lit) which is then accepted with
probability l/l i .#

Proof.An intuitive argument is as follows@21#. The prob-
ability that an event occurs in the period@ t,t1dt) is given
by (l/l i)l idt for some 0< i . Hence,

P~T>t1dt !5P~T>t !~12ldt !.

A more precise calculation is found elsewhere@22#.
Property 4.In the context of property 2, interpretTj as the

time that eventj occurs. Assume that a time of the ne
event is selected according to the negative exponential
tribution of the sum of the rates, as suggested in propert
Next, select eventj with probability l j /( il i . If event j is
selected, the time of occurrence is distributed according
Tj .

Proof. Let stochastic variableF j denote the time tha
eventj occurs using this algorithm. We have to show thatF j
has the same distribution asTj .

P~F j>t1dt !5P~F j>t !~no event j in t1dt !

5P~F j>t !S 12
l j

(
i

l i

(
i

l idtD
5P~F j>t !~12l jdt !.

Next, we observe that, although there are many differ
enabled reactions in a certain configuration, there are on
few reaction types; the enabled reactions are instances
these reaction types at different sites. Hence, there are on
few distinct values for thekcc8 , corresponding toM differ-
ent types. We denote the rate constants byki , 0< i ,M and
we useni(c) to denote the number of enabled reactions
type i in configurationc. In this way we can simplify the
expression for the total rate as follows. When the system
in configurationc, it changes to another configuration wit
rate

C~c!5 (
c8Þc

kcc85(
i

ni~c!ki .

According to property 2 the time increment until the ne
reaction has to be drawn from 12exp@2C(c)t#; the corre-
sponding reaction can then be selected by choosing tyi
with probability ni(c)ki /C(c) and, if typei is selected, one
of the enabled reactions of this type with probability 1/ni(c).
Then the times of the individual reactions are again distr
uted correctly according to property 4. This method is som
times called thevariable step size method~VSSM! and is
mentioned by several authors@1,2,11,13,21#. In this formu-
lation it requires the numbersni(c) and their sum to be
known. For the purpose of selecting one of the enabled
actions of the selected type, one has a choice between
cording these reactions explicitly~VSSMa! or trying the se-
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lected reaction type at random on the lattice until a match
site is found~VSSMc!. The latter has the advantage that
expensive modifications~deletions! of relevant data struc
tures are necessary.

Method VSSMa could be improved if the disabled rea
tions were not removed from the data structure. Suppose
do so, and consider the system in configurationc at some
instant. Letl i

0 denote the number of recorded typei reac-
tions, some of which may be disabled, and letD05( i l i

0ki .
Notice thatl i

0>ni(c) henceD0>C(c). If we use the above
procedure for selecting a reaction withni(c) replaced byl i

0

andC(c) replaced byD0, we have the following probability
of finding one that is enabled.

(
i

l i
0ki

D0

ni~c!

l i
0 5(

i

kini~c!

D0 5
C~c!

D0 . ~3!

It is, of course, possible that a disabled reaction is selec
Then we remove this reaction, adjusting thel i

0 into l i
1 and

repeat the procedure. If, however, an enabled reaction is
lected we execute it. In this way we obtain a sequencel i

j ,
j >0 and corresponding sequenceD j until an enabled reac
tion is selected. From property 3 it follows that the time un
the next reaction is distributed as 12exp@2C(c)t#. If the j th
of such a trial leads to an enabled reaction, a specific ena
type i reaction is selected with the following condition
probability,

P~ the j th trial is a specific typei reaction!

P~an enabled reaction is selected in thej th trial!

5
l i

j ki

D j

1

l i
j Y C~c!

D j 5
ki

C~c!
.

Hence, according to property 4, the individual reactions
selected with the correct probability. As far as we know, t
method is novel. We call it VSSMb.

Method VSSMc is nice because there is no need for
cording the enabled reactions. However, it requires the
uesni(c) to be known by the program. We can avoid th
and use randomization once more to obtain them. LetK de-
note the sum of the rate constants of the reaction types,
K5( iki , and letN denote the total number of sites on th
lattice. We assume that at any site at most one instanc
each reaction type can be enabled. Then we haveNK
>C(c). We use the same method as in VSSMb above
advancing the time. A time increment is selected from
2exp(2NKt). Then an enabled reaction is executed w
probability C(c)/NK. This is done by selecting one of th
sites, each site with probability 1/N, and reaction typei with
probability ki /K independently. The probability that an e
abled reaction is found at the selected site is then

(
i

ni~c!

N

ki

K
5

C~c!

NK
. ~4!

The probability that a specific typei reaction is selected is
again given by a conditional probability,
g

-
e

d.

e-

l

ed

e
s

-
l-
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r

1

N

ki

KY C~c!

NK
5

ki

C~c!
.

This is once more in accord with properties 3 and 4. We c
this therandom selection method~RSM!.

Method RSM has become quite popular in the literatu
although the connection with real time is usually not me
tioned. Since the method decouples the notion of time co
pletely from the simulation~the time increment is drawn
from a fixed distribution! there is a tendency to measure tim
in Monte Carlo~MC! steps. One MC step then correspon
to one trial per lattice site on average, i.e, one MC step isN
trials. This definition of MC steps also allows a comparis
with other simulation techniques. From our analysis we o
tain that one MC step is equivalent to a time lapse tak
from the following distribution,

(
j 50

N21

Tj , with P~Tj<t !512exp~2NKt!.

This value can be drawn at the end of a MC step or a va
from a similar distribution can be drawn at the end of t
entire simulation. If we take forTj the expected value, i.e.
1/NK, we obtain the following relation: One MC step co
responds to 1/K seconds. Because of the equivalence of
three methods, this relation can be used to estimate the n
ber of MC steps corresponding to a given amount of sim
lated time, for all three methods. This is of particular impo
tance if the exact simulation parameters~the rate constants!
are not known or if the exact time dependence is of no
terest. In those cases the rate constants are usually resca
define a probability distribution, i.e., only the values ofki /K
are given, not theki themselves. The relation between M
steps and simulated time becomes meaningless if ti
dependent rates are used.

Without using the negative exponential distributio
method RSM can also be regarded as a time discretizatio
Eq. ~1!. The time step is then 1/NK. Since the total rate of
change isC(c), the probability that an enabled reaction o
curs in a time step is approximated byC(c)/NK.

Method RSM can be compared to acellular automaton
@23#. In a cellular automaton,all sites can make a transitio
in each step of the simulation. Such a step in the simula
includes conflict resolution for transitions that may disab
each other. For a standard cellular automaton the notion
real time is discarded: the decision of whether to mak
transition is based only on information local to that site. As
result, a slowly evolving reaction at some part of the latt
has the same probability to occur as a fast reaction at ano
place. In order to introduce the real-time dynamics, the
cision of whether to make a transition is taken with a pro
ability that depends on the rate constant resulting in anon-
deterministic cellular automaton. In this case the conflict
resolution must be done carefully, such that Eq.~1! is still
satisfied. This nondeterministic automaton resembles me
RSM best.

IV. ANALYSIS AND IMPROVEMENTS

We analyze and compare the three methods with res
to two performance measures: simulation speed and mem
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use. Both measures are determined by the simulated m
and the size of the lattice. In our analysis we abstract fr
the simulated model by choosing some characteristic par
eters. We compare FRMb, VSSMb, and RSM because th
are obviously the best candidates. During our analysis
describe in some more detail the basic steps of the a
rithms. We use the results to point out some improveme

A. Memory use

In all three methods, the reaction types and the curr
configuration of the lattice must be stored. Method RS
requires nothing else; for FRMb and VSSMb it is also ne
essary to record for each site the time of the last modifi
tion. Since recording such a time is more expensive t
recording just the configuration, this extra overhead is s
nificant. For example, ifN510242 and each site requires on
byte to record the adsorbates, we need 1 Mbyte to store
configuration. Storing a time of last modification requires
least 4 bytes per site giving an extra 4 Mbytes.

Besides this, methods FRMb and VSSMb both rely
storing the enabled reactions in a data structure. This
structure may contain disabled reactions as well. Impor
questions are~1! Does the size of this data structure influen
the performance of the algorithm?~2! How large can it
become? Is it possible that it grows beyond limit? W
respect to the second question, we note that the numbe
enabled reactions is limited to at most one of each type
site. If M is the number of types this limit is given byNM.
Therefore we try to relate the number of stored reaction
the number of enabled reactions. If necessary, we can e
tively limit the number of stored reactions by performin
‘‘garbage collection’’ at regular intervals. During a garba
collection, all disabled reactions are removed from the d
structure. Later, we will find that garbage collection also
creases the speed of the algorithm.

In order to answer the first question, we analyze the
havior of VSSMb in more detail. We do this by looking
averages and assuming that the simulated system is at
librium so that we can reason about the average numbe
enabled reactions@24#, denoted bye* 5( ini* . In addition,
let ne denote the average number of reactions that bec
enabled andnd the average number of reactions that beco
disabled when a reaction is executed. Each time a reactio
executed,ne enabled reactions are added toe* and nd11
are subtracted. Since this should not altere* we obtain

ne5nd11. ~5!

The value ofe* is proportional to the size of the lattice
Furthermore it will depend strongly on the model, in partic
lar, on the number of reaction types that can be enabled
site at the same time. If two different models for the sa
system exist we prefer the one where this number is sma

e* 5j0Ng~M !, ~6!

wherej0 is a constant of proportionality andg is an increas-
ing function. The increase ofe* as function ofM corre-
sponds to an increase ofne with M , resulting in more work
per executed reaction and, hence, in a slower simulat
Notice that properties concerning this~average! number of
del
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enabled reactions are properties of the model and do
depend on the simulation method.

Next we analyze the relation between these model par
eters and the size of the data structure. Initially, the d
structure is filled with the enabled reactions only. In ea
step of the procedure, a reaction is selected and remo
from the data structure. The probability of selecting an e
abled reaction is given by Eq.~3!, which we call theenabling
efficiency, e. Its value depends on the contents of the d
structure,

e5

(
i

ni* ki

(
i

l iki

. ~7!

Let hj denote the average number of stored reactions~i.e.,
( i l i!, after j trials ande j the corresponding efficiency. From
the description we obtain the following recurrence:

h05e* , hj 115hj1e jne21. ~8!

From Eq.~7! we observe thathj is inversely proportional to
e j . From this negative feedback we conclude thathj tends to
or oscillates around some stable valueh* 5( i l i* . From Eq.
~8! we obtain that in the limit

e5
1

ne
. ~9!

Hence,h* is obtained as a solution of

1

ne
5

(
i

ni* ki

(
i

l i* ki

. ~10!

The behavior of method FRMb is more difficult to an
lyze but because of the algorithmic equivalence of the t
methods we assume that the same results hold@i.e., Eqs.~9!
and~10!#. In fact, the only difference between the two met
ods is that in FRMb the distribution of the reaction times
stored together with the reactions themselves.

Methods FRMb and VSSMb differ in the way data
stored. For FRMb, we need to store the following per e
abled reaction: ~1! ~a reference to! the reaction type,~2! the
site where it is enabled,~3! the time it is scheduled to be
executed, and~4! the time it became enabled.

In order to allow efficient access to the reactions, th
need to be stored in apriority queue@25#. Such a data struc
ture allows inserting an element and selecting one with
minimum time in a time proportional to the logarithm of th
size of the queue. Depending on the implementation ther
some memory overhead for the implementation of the pr
ity queue itself.

For VSSMb we do not need to store the type or the re
tion time. The reactions can simply be stored in an array
type containing the site and the time it became enab
Therefore VSSMb uses significantly less memory th
FRMb.
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Summarizing, we have established that RSM consum
the least amount of memory. Both FRMb and VSSMb nee
potentially large but finite data structure to store the enab
reactions. Since FRMb needs to store more information
reaction it requires more memory. Finally, even if there
many disabled reactions in this data structure, the enab
efficiency is constant according to Eq.~9!. Garbage collec-
tion is thus useful to limit the size of the data structure,
speed up access to the elements, and to increase the ena
efficiency temporarily.

B. Processing time

All three methods use a number of basic operatio
drawing a random number, pattern matching, modification
the lattice, and adaptation of data structures containing
enabled reactions. We express the expected processing
per reaction of the three methods as functions of the tim
associated with these basic operations, and simplify wh
ever that seems appropriate.

We start again with method RSM. In each step~trial! of
the method, we have the following operations.

~1! Select a site.
~2! Select a reaction type.
~3! Check if the reaction is possible at the selected site. If

change the lattice accordingly.
~4! Advance the time.

Per trial in method RSM we need to select two random nu
bers, select a reaction from a collection ofM , compare the
pattern at the selected site, and adjust the lattice if a matc
found. The probability of finding such a match is@cf. Eq.~4!#
given by C* /NK, whereC* 5( ini* ki , the average rate o
change of the system at equilibrium. We call this probabi
thematching efficiency. This means that the average numb
of trials per executed reaction is given byNK/C* . Selecting
a reaction out ofM possible ones can be done in a tim
proportional to lnM, either by storing the reaction types in
binary tree or by using ‘‘binary search’’@25,26#. For the time
per simulated reaction we obtain

TR5
NK

C* S 2t r1te1t t log2 M1tp1
C*

NK
tpD ,

where thet’s are the average times associated with the
lowing computations.

t r : draw a random number;
te : draw a number from the negative exponential dis

bution;
t t : one step in a tree walk~left or right branch!;
tp : pattern match or modification of lattice according

pattern.
For method FRMb, we have the following operations.

~1! Select and remove the stored reaction with minimal ti
stamp.

~2! Verify whether the selected reaction is still enabled.
~3! If so, adjust the lattice, adjust the time, search for n

enabled reactions, select a time for them and store th

The time required to select a reaction from the prior
queue is proportional to the logarithm of its size,h* .
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Both enabling checking and adjusting the lattice tak
time tp . In a fraction 1/ne @cf. Eq. ~9!# of the cases, the
reaction is actually possible. Then,ne new reactions be-
come enabled that have to be stored in the queue and
which times have to be determined. The remaining te
is the computational effort in searching these new
abled reactions. In order to evaluate that we must
more precise about the representation of reaction typ

~4! A reaction type is specified by two patterns: thesource
pattern and thetarget pattern. A reaction is enabled at
certain site when this source pattern matches; if it
executed, the source pattern is replaced by the ta
pattern. An example is given in Fig. 1. It concerns t
adsorption of a speciesB with rate constantk. The re-
action is enabled only if an empty site, denoted by
asterisk, has fourA’s as next-nearest neighbors~this is
an example of a reaction where lateral interaction play
role!. The A’s are not modified by the reaction; the
occur in the pattern only to specify the conditions und
which the reaction takes place. Presumably, the comp
specification would contain reactions for all possible o
cupations for these next-nearest-neighbor sites but w
different values fork. When a reaction is executed, w
have to look at the sites that were modified. As a res
of this modification, some other reaction may have b
come enabled, viz., if the site occurs in its source patte
Therefore we have to match each source pattern w
each modified site at all possible places in this patte
~If there are multiple modified sites we have to be care
with duplicates but we ignore that for simplicity.! The
total number of pattern matches therefore amounts to
average number of modified sites per reaction (nm) mul-
tiplied by the sum of the sizes of all source pattern~
Mns , with ns the average size of a source pattern!. Put-
ting this together, we obtain the following expression f
the time per simulated reaction.

TF5neS t t log2 h* 1tp

1
1

ne
@tp1nmMnstp1ne~t t log2 h* 1te!# D

5ne~2t t log2 h* 1te1tp!1tp~11nmMns!.

Finally, we look at VSSMb. Per trial in VSSMb the fol
lowing operations are performed.

FIG. 1. An example of a reaction specification. This reaction
enabled at a certain site if the left pattern matches: an empty
~‘‘ * ’’ ! with the next-nearest-neighbor sites inhabited by speciesA.
Then an adsorption of speciesB takes place with rate constantk.
Notice that only the empty site changes; theA’s in the specification
are used to specify lateral interaction.



.

n

n
e
o
in
be
e
o
or

th
ug
th
f

hi
ra

f
ly
fo

on
tio
si
re
t

po
ed
da
he
th

ra
ov
ifi

,
a
e
w

ul
e

the
is
k

m-
at-
re-
t at
ill

ions
be-
Ad-
ari-
ces

e
,

t
site.

ach
ula-
lue

ive
us-
te

e
ame
y
oup
two
he

trial
for

a-
c-

s

. If

2604 PRE 58LUKKIEN, SEGERS, HILBERS, GELTEN, AND JANSEN
~1! Select a time till the next reaction and adjust the time
~2! Select a reaction type.
~3! Select and remove a reaction of the selected type.
~4! Verify whether it is still enabled.
~5! If so, adjust the lattice, search for new enabled reactio

and store them.

Selecting a reaction type can be done in a time proportio
to log2 M if the reaction types are stored in a binary tre
Selecting a reaction of the selected type can be done in
step. However, assuming that the reactions are stored
tree, removing the reaction means adjusting the tree la
that represent the rate constants of the corresponding r
tions @the l i in Eq. ~3!#. This takes a time proportional t
log2 M. A similar remark holds for storing a reaction. F
VSSMb we therefore have the following expression:

TV5neS te12t r12t t log2 M1tp

1
1

ne
~tp1nmMnstp1net t log2 M ! D

5ne~3t t log2 M1te12t r1tp!1tp~11nmMns!.

When comparing the three methods we observe that
speed of method FRM depends on the lattice size thro
ln h* ; the speed of neither RSM nor VSSMb depends on
size of the lattice. This is an important characteristic o
method. Method RSM depends strongly on the value ofC* .
If this is small compared to the maximal rate of change,NK,
a large number of trials per reaction will be performed. T
is the case when few reactions are enabled or when the
constant of one reaction type dominates the other ones
orders of magnitude. In general such a situation occurs
complex models with many reaction types. Then it is like
that two or more reactions proceed with a different speed,
example, in models containing both reaction and diffusi
Another source of inefficiency is the case that the reac
types exclude each other, resulting in few reactions per
that can be enabled. We expect this method to perform
sonably for particular, well-chosen models but we expec
to perform badly in general.

Methods FRMb and VSSMb have the same time com
nent for finding the newly enabled reactions. VSSMb ne
more random numbers per trial; access to the relevant
structures will in general be faster for VSSMb, since t
number of enabled reactions will be much larger than
number of reaction types.

We conclude that method VSSMb is the best gene
method of the three when rate constants do not change
time; otherwise, FRMb should be chosen. In some spec
cases it may be better to use RSM instead of VSSMb
particular if memory is a problem or if the model is such th
only few trials are performed per reaction. There is, howev
much room for improvement in these two methods as
discuss below.

C. Improvements

The simulated model determines the speed of the sim
tion, for each of the methods. However, there may be diff
s,
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ent formulations for essentially the same model and then
formulas give some hints which formulation to choose: it
important to havene andM as small as possible, and to wor
with small neighborhoods.

For VSSMb and FRMb a substantial amount of the co
putation time goes into pattern matching. Much of this p
tern matching is superfluous since, in general, not every
action type can enable all the other ones, and certainly no
all modified points. For example, the reaction in Fig. 1 w
not enable reactions that do not have aB in their source
patterns. The time spent in searching for enabled react
can then be reduced by computing this enabling relation
tween reaction types before the actual simulation starts.
ditional improvements through preprocessing avoid comp
sons of which the outcome is already known. This redu
the computation time substantially as we will show later.

An improvement for RSM would be the reduction of th
total rate,NK. Suppose that there are two reaction typesi
and j with the same rate constant,ki5kj , and suppose that i
is impossible that both of them are enabled at the same
Hence,ni(c)1nj (c)<N, for all configurationsc. This im-
plies

C~c!<N~K2ki !5NK8.

We make a new reaction type: ‘‘i or j ’’ with rate constantki
and remove both typesi and j . The probability to find an
enabled reaction is now as follows.

(
l ,lÞ i ,lÞ j

nl~c!

N

kl

K8
1

ni~c!1nj~c!

N

ki

K8
5

C~c!

NK8

and the probability to select a specific typel reaction

1

N

kl

K8
Y C~c!

NK8
5

kl

C~c!
.

Hence, we may combine reaction types that exclude e
other, decreasing the total rate thus speeding up the sim
tion. It must be noted, however, that this increases the va
of tp . In case the rate constants of two mutually exclus
reactions are not equal we may combine them partially,
ing the fact that if we include a reaction type twice with ra
constantsk1 and k2 this is identical to including this type
only once with rate constantk11k2 .

Finally, a considerable reduction of computation tim
may be obtained by using more than one method in the s
simulation. Two ~or more! methods may be combined b
separating the reaction types into two groups, each gr
being simulated with a separate method. For each of the
groups the time of the next event or trial is determined. T
group with the smallest time is selected and an event or
is executed. If an event occurs, new times are determined
both groups.

An example of when this is useful is the following situ
tion. In a system simulated with VSSMb we have two rea
tion types,x and y, with rate constantskx and ky . Type x
may enable typey, kx is much larger thanky , andx appears
to occur frequently. As a result,y is matched as frequently a
x occurs. However, ify is simulated using RSM it is
matched onlyNky times per simulated second, on average
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the latter is smaller there is too much pattern matching a
probably, much disabling and superfluous storage in
simulation using VSSMb only. Hence, we save both mem
and simulation time by using RSM fory and VSSMb forx.
An example of this is the simulation of a model with rap
diffusion.

V. PERFORMANCE ANALYSIS FOR SOME
EXAMPLE MODELS

We present three example models, two of which we h
taken from literature. We show how the models can be
pressed in our terminology of reaction types and correspo
ing rate constants. Then we give performance figures
tained from simulations with these models. Our prim
interest is in validating the theoretical results derived in
preceding section. The models serve as examples and
detailed discussions on the models themselves we refer to
relevant papers. The results we obtained from the simula
were the same as the results described in the papers.
three examples are chosen such that each highlights a pa
the above discussion.

The first two models were simulated using a Toshiba S
ellite Pro 430 CDT with a Pentium 120 MHz processor a
32 Mbytes of internal memory. The third model was sim
lated using a SUN Ultra2 with 256 Mbytes of intern
memory. The simulations were done using the develo
program namedCARLOS. As for the current study we are no
interested in the models themselves but rather in the gen
behavior of the methods used, we did not do extensive
tistics. We present results from a few runs for lattice dime
sions that are powers of 2.

In order to allow a comparison between the methods,
simulated exact time dependence, in all cases. We can
prove the speed of method RSM significantly by simulat
MC steps when exact time is of no interest. This improv
the performance up to 25%, in particular if the matchi
efficiency is low.

Some general results obtained from the simulations
the following. The assumption that the behavior of FRM
and VSSMb with respect to memory use and efficiency is
d,
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same was found to be correct. In addition, the efficienc
~matching efficiency and enabling efficiency! were found to
be independent of the lattice dimension, as expected.

A. CO oxidation on a single crystal surface

The model

Ziff, Gulari, and Barshad present the following model@6#
for the oxidation of CO on a single crystal surface,

CO1*→CO~ads!, ~11!

O21**→2O~ads!, ~12!

CO~ads!1O~ads!→CO21** . ~13!

Here, the asterisk denotes an empty site on the crystal
face, represented by a square lattice. CO and O2 adsorb irre-
versibly on the surface, the adsorption of O2 being dissocia-
tive. A neighboring CO-O pair reacts and desor
immediately. The reaction is controlled by a single parame
yCO, representing the CO concentration in the gas pha
The following Monte Carlo algorithm is given.

~1! Select a molecule: CO with probabilityyCO and O2
with probability 12yCO.

~2! If the molecule is CO:
~a! Select a site.
~b! If the site is unoccupied,

~i! CO adsorbs,
~ii ! the four neighbors are checked in random ord

and if a CO-O pair is found they react and de
orb.

~3! Else ~the molecule is O2!:
~a! Select a pair of adjacent sites.
~b! If both sites are unoccupied,

~i! O2 dissociates and adsorbs,
~ii ! the six neighbors are checked in random ord

and if a CO-O pair is found they react and de
orb.
FIG. 2. Patterns~reaction types! corresponding to Eqs.~11! ~one pattern!, ~12! ~two patterns!, and~13! ~four patterns!. The probability
is distributed evenly over the possibilities.
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The CO2 production rate~defined as the number of CO2 pro-
duction steps per site per MC step! as a function ofyCO
exhibits two phase transitions: a first order phase transitio
yCO50.52560.001 and a second order transition atyCO
50.38960.005. The surface becomes poisoned with eit
CO or O, respectively, whenyCO falls outside this region.

This algorithm can be rephrased as follows. Equatio
~11!–~13! give rise to seven reaction types in total. For E
~12! we have two distinct reaction types, corresponding
the situation that the pair of vacant sites is horizontally
vertically arranged. For Eq.~13! we have four such situa
tions. This is captured in Fig. 2.

Simulation results

The programCARLOS @27# takes a model as input. Th
model is denoted in a similar way as the above list of re
tion types. In Fig. 3 we have plotted the speed of the sim
lation as a function of the lattice dimension and ofyCO, the
concentration of CO in the gas phase; the graphs are ma
with the first letter of the method. We expected this speed
be independent of the size of the lattice for methods VSS
and RSM; for FRMb it should decrease with the lattice si
This is confirmed by Fig. 3. The most important aspect of
dependency on the lattice size is that already for small
tices, log2 h* is an order of magnitude larger than log2 M
hence VSSMb is to be preferred. Therefore we do not d
cuss FRMb anymore. We observe also that there is a cr
over point for preferring method VSSM above RSM. This
because variations inyCO have a dramatic impact on th
performance of method RSM. As we have derived, this
pendence is through the enabling efficiencyC* /NK. When
yCO decreases, this value drops steeply~Fig. 4! which con-
firms the weakness of this method. For the other two me
ods we have a less profound fluctuation. For small value
yCO the activity on the grid degrades. This results in a som
what smaller value forne , giving a higher simulation speed

Next we look at memory use. The results in Fig. 3 a
without using garbage collection. For the 1282 lattice we
used some 40 kilobytes for method RSM and 2 Mbytes
VSSMb and 4 Mbytes for FRMb. By restraining the ava
able memory of the VSSMb simulation we enforced garba

FIG. 3. Simulation speeds for the three methods, for three
ferent values ofyCO and varying lattice sizes. The labels of th
graphs indicate the method. FRMb performs worst, showing a d
radation as the lattice size increases. RSM and VSSMb speed
not depend on the lattice size. For lower values ofyCO, VSSMb
performs better than RSM. All results are obtained without us
garbage collection.
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collection. Results are summarized in Table I. As expect
using garbage collection also contributes significantly to
speed of the simulation because deleting reactions thro
garbage collection is more efficient than through the VSS
algorithm. In Fig. 5 we have shown the number of stor
reactions during a part of these two simulations. This num
tends towards an equilibrium value as predicted; the pe
correspond to garbage collection. In the right picture
have shown the enabling efficiency. A garbage collect
increases this efficiency temporarily; frequent garbage c
lection increases the average value.

B. Oscillations in A1B˜AB

Fichthorn, Gulari, and Ziff@7,8# investigate the following
model for simulating oscillatory behavior in reaction rates

A1*
A~ads!, ~14!

B1*
B~ads!, ~15!

A~ads!1B~ads!→AB1** . ~16!

The behavior of the system is assumed to be reaction limi
The rate of adsorption is taken to be infinite. The sing
parameter controlling the system is the rate constant of
sorption,pd . We refrain from repeating the used algorith
but only give the reaction types and rate constants in Fig
For relatively large values ofpd a steadyAB production rate
is observed. When the value ofpd is decreased, this rat
starts to oscillate; whenpd approaches zero, the syste

f-

g-
do

g

FIG. 4. The enabling efficiency is determined experimentally
the fraction of the stored enabled reactions that are actually
ecuted@cf. Eq. ~9!#. This value must be~and is found! the same for
methods VSSMb and FRMb. The matching efficiency is the fr
tion of trials on the lattice that lead to a reaction. This determin
the performance of method RSM.

TABLE I. The effect of garbage collection is that disabled r
actions are discarded more efficiently than through the regular
gorithm. This gives a trade-off: garbage collection~GC! must be
frequent enough to ensure an increase in the enabling efficie
~see Fig. 5! but if performed too often it slows down the simulatio
A gain of more than 25% is found here.

No GC A few times GC Frequent GC

Memory use 2000 kbytes 850 kbytes 400 kbytes
Reactions/sec 30158 34876 38254
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FIG. 5. The left graph gives the number of stored reactions during a part of the simulation on a 1283128 lattice. This number tends t
some fixed value. When frequent garbage collection is used, this value is never reached, effectively increasing the enabling efficie~right
graph!.
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switches irregularly between two configurations: entire
covered withA or entirely covered withB. For pd50, poi-
soning with one of the adsorbates occurs.

We include this example in order to analyze the effect
the formulation of the model on the performance of the
gorithms. To that end we give a different, but equivale
model. The interesting results obtained from the origi
model are theAB production rate and the surface coverag
For this purpose the notion of an empty site is actually
perfluous. Instead of using the infinite-rate reactions we m
collapse them into the patterns of Fig. 7. This reformulat
increases the number of reaction types, which is harmles
method RSM but bad for the other methods. For meth
RSM we should also combine reactions that exclude e
other. We may, for example, combine theA→B with the
B→A reaction as has been done in the algorithmic desc
tion @8#. Also the possibleAB production steps can be take
into four groups.

Experiments for a 64364 grid withpd50.02 are given in
Table II. Clearly, whenpd50.02 RSM is superior for this
model. Notice that in the new model the efficiency for RS
is lower. However, because fewer steps are required in
AB reaction, the simulation runs faster. The memory requ
ments for VSSMb were kept minimal through frequent g
bage collection. If this is not done, the low efficiency a
large number of enabled reactions per site lead to a la
memory requirement. The dependence of VSSMb for
way the model is formulated is impressive. It suggest
method for developing models that allow an efficient sim
lation with VSSMb: if many reactions per site can be e
abled, develop an equivalent model through the introduc
of intermediate states~like the empty site above! and dummy
reactions that execute infinitely fast.
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C. Oscillations and pattern formation during CO oxidation on
Pt„100…

One of the reasons to investigate the more complica
methods VSSM and FRM was that we wanted to simul
models of much larger complexity than the ones giv
above. Within our project, a model for the oscillation of C
oxidation on a Pt surface has been developed; it is descr
elsewhere@28#. It is not our intention to discuss the model o
the results in detail. We only want to introduce it as an e
ample of a more complicated model.

Oscillations in the CO oxidation on a Pt surface have be
attributed to numerous mechanisms, one of them being
131
hexagonal reconstruction of Pt~100! @29,30#. Based
on this mechanism, the following model is built. Initially, th
Pt surface is empty and reconstructs to the hexagonal ph
CO adsorbs on the surface and reconstruction to the 131
phase occurs locally if the local concentration of CO is hi
enough. O2 dissociates and adsorbs only on the 131 surface;
then it rapidly reacts with CO after which CO2 desorbs from
the surface. Reconstruction to the hexagonal phase occur
131 sites with a certain rate. The start of an oscillation
induced by desorption of two neighboring CO atoms fro
the 131 surface; this allows the adsorption of O2.

Initially, we investigated a model without diffusion. Al
though a global synchronization mechanism was not par
the model, we found oscillations and pattern formation w
parameter values chosen close to experimental values an
a temperature range close to the range found in labora
observations@28#.

For our current discussion, we want to focus on the infl
ence of the choice of the method and of computing the
pendency relation on the performance of the algorithm.
y over the

FIG. 6. Patterns~reaction types! corresponding to Eqs.~14! ~two patterns!, ~15! ~two patterns!, and~16! ~four patterns!. A pattern on the

one side is replaced by the corresponding pattern on the other side if the reaction is executed. The probability is distributed evenl
possibilities.
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FIG. 7. Alternative formulation of the model of Fig. 6. Formation of an empty site and adsorption of a particle is taken togeth
single step. Because of the possible outcomes, this increases the number of patterns significantly.
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compared four different simulation methods: RSM on
VSSMb only, VSSMb after precomputing the dependenc
between reaction types, and combine VSSMb and RSM
ing the latter for selected reaction types. The simulatio
were conducted on a 2563256 lattice using a temperature o
490 K. The model consists of 31 patterns~reaction types!.
The results are given in Table III. The column ‘‘memory
refers to the amount of memory required to store the re
tions in VSSMb so we ignore here the amount that is nee
to store the dependency relation and the extra amount
lattice point that is required to use VSSMb. Apparently,
this model method RSM is no good at all. An importa
reason for this is that at the given temperature the rate c
stants of the reactions are not in the same range. In par
lar, CO2 desorption is significantly faster than the other on
but since it does not occur very frequently most time is sp
in useless pattern matching for this reaction. VSSMb ha

TABLE II. The effect of the formulation of the model. Two
formulations for theA1B→AB model differ substantially in per-
formance. Method VSSM is sensitive for the number of enab
reactions per site; this determines the number of enabled reac
per executed reaction. Method RSM is sensitive for the match
efficiency. Although this number is lower in the new model, mo
AB productions can be simulated per second since fewer mi
scopic steps are needed.

Original model New model

RSM VSSM RSM VSSM

AB production/sec 32729 14985 52940 6765
Efficiency 0.227 0.318 0.190 0.063
Memory use 4 kbytes 200 kbytes 4 kbytes 300 kbyt
,
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rather good performance, in particular when preprocessin
used to determine the dependencies between reactions. S
this model is much larger than the ones studied above,
analysis contributes significantly in the performance. Fina
by studying the results of the simulations we can find o
which patterns are matched more often in VSSMb than t
would have been using RSM for them only. This gives
indication to use RSM for such a reaction. For this mod
the gain in speed was marginal; however, the memory
quirement decreased.

In a second model we included diffusion of CO over t
lattice. Since diffusion is much more rapid than the oth
reactions it becomes the dominant part in the simulation. T

d
ns
g

o-

TABLE III. Comparing the performance of several methods f
the model describing oscillations and pattern formation during
oxidation on Pt~100!. Without diffusion in the model RSM per-
forms badly, mainly because CO2 production dominates in spee
but does not occur very frequently. In VSSMb we see clearly
influence of precomputing the dependency relations between r
tions~the rows marked w.p. in the table!. When diffusion is present
RSM performs a lot better: diffusion is the fastest reaction a
occurs often. Because of this rapid diffusion, disabling of reacti
also occurs frequently, which is why combining the two metho
pays.

No diffusion With diffusion
Reactions/

sec
Memory Reactions/

sec
Memory

RSM 107 0 5464 0
VSSMb 6078 1 Mbyte
VSSMb w.p. 30 409 1 Mbyte 17678 3 Mbytes
VSSMb w.p. 34 844 160 kbytes 29555 1.5 Mbyte
1RSM
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model grew to 51 reaction types. Now method RSM appe
to perform much better, the reason being that the most
lected reaction is diffusion and that diffusion is often e
abled. We conducted three simulations~see Table III again!:
RSM only, VSSMb only~with preprocessing!, and a hybrid
simulation. Now it appears that switching to RSM for som
reaction types improves the speed significantly. Notice a
that, since all methods give a reasonable speed, this allo
trade-off between memory use and speed.

VI. CONCLUSIONS

We have presented three Monte Carlo algorithms for
dynamic, time-dependent simulation of chemical proces
We have restricted ourselves to time-independent reac
rate constants; a generalization to time-dependent rate
possible@11#.

The algorithms were clearly separated from the simula
models. We think that this separation is important. In
literature many methods for Monte Carlo simulations a
presented without a clear reference to a common basis.
some of these methods we have shown how they can be
in the general framework of a stochastic process, prese
in Sec. II. The separation has a second advantage. It al
the development of a general-purpose program and, a
that, allows one to focus more on developing the mod
rather than a combination of a model and a method. T
supports the construction of more complicated simulat
models as well.

We have compared the three methods with respec
memory use and speed. For simple models with tim
independent rate constants, not too much variation in re
tion speeds, and with a high activity, method RSM giv
good results. Further advantages are that it needs
memory and admits a simple implementation. Meth
VSSMb is a good alternative though its implementation
more elaborate and it needs more memory. For larger m
els, VSSMb is the better choice. If the variety in reacti
speeds is large, a significant improvement is obtained
combining VSSMb and RSM into one simulation. In fac
our analysis demonstrated that each model requires its
method. The third method, FRMb, though slower is the m
general because it allows the simulation of systems w
time-dependent rate constants. In this respect, each o
three methods has a particular contribution. We have sh
the impact on the performance of garbage collection and
the way the model is formulated. For larger models a dep
s.
rs
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dency analysis of the reactions also yields a significant
provement.

The developed methods are applicable to a wider clas
systems than just chemical surface reactions. They are
ticularly efficient for surface reactions because of the f
that events can be classified into types.

The developed program is a general tool for this type
Monte Carlo simulation. The input is a MC model as d
scribed in Sec. III, together with the method to be us
which is quite flexible. However, the method of using patte
matching for determining the enabled reactions is not alw
suitable. Consider, for example, the problem of simulat
diffusion of the adsorbate where the diffusion rate of a p
ticle depends on the occupation of its neighbor and near
neighbor sites. This results in a large set of reaction typ
corresponding to all possible patterns. An alternative is
treat diffusion as a special case. This is done by sev
authors@31,32#.

For large lattices the simulation time and the memo
requirement grow to be very large. An implementation on
parallel platform would allow us to perform simulations fo
these larger systems. The difficulty then is that the desc
tion of the stochastic process is intrinsically sequential
nature and this is reflected in the methods. Only meth
RSM possibly allows some parallelism, since the choice
reaction and site does not depend on the current config
tion. A parallel algorithm for the model of Ziffet al. @6# has
been developed@33#, based on this observation. Some oth
work has been done exploiting this potential, based on
assumption of homogeneity@34#. Parallel simulation tech-
niques likeTIME WARP @35# seem to be less applicable fo
this type of simulation because of the high disabling ra
Currently we are investigating a parallel implementation
VSSMb based on a similar technique as described in
work mentioned above.

Note added in proof.Recently, we learned that selectin
one reaction type out ofM possible ones can even be done
constant time using the method of ‘‘aliasing,’’ described
Ref. @26#. In our analysis of RSM and our experiments w
did not use this and, sinceM is rather small in the models w
studied, we do not expect much improvement for those m
els. For VSSMb we cannot use this method of aliasing si
in VSSMb the weights used in the selection are not cons
during the source of the simulation. The algorithm sugges
in Ref. @26# to deal with varying rates will be an improve
ment only for very large values ofM .
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