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Phase transition in a computer network traffic model
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~Received 5 February 1998!

We propose and study here a simple model of computer network traffic that can exhibit a phase transition
from a low to high congestion state measured in terms of average travel time of packets as a function of the
packet creation rate in the network. In the model, packets are generated with destination addresses, and are
transferred from one router to another toward their destinations. The routers are capable of queuing packets and
autonomously selecting a path to the next router for a packet. Through simulations on a two-dimensional lattice
model network, we found that the phase transition point into the congestion phase depends on how each router
chooses a path for the packets in its queue. In particular, an appropriate randomness in path selection can shift
the onset of traffic congestion to accommodate more packets in the model network.@S1063-651X~98!04107-5#

PACS number~s!: 05.70.Ln, 89.40.1k
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I. INTRODUCTION

The phenomenology of the nature of computer netw
traffic has commanded much attention recently. Analy
simulations, and experiments based on such concept
‘‘phase transitions’’ and ‘‘self-similarity’’ are active researc
topics in physics as well as in computer science~see, e.g.,
@1#!. Against this background this paper also addresses
phase transition nature of computer network traffic. O
main focus, however, is not so much on understanding
nature of traffic itself, rather we concentrate on shifting
phase transition points from a low to high congestion state
we change path selection strategy for packets. Our appro
is first to create a simple simulation model of network traf
that shows phase transition for the average travel time
packets as a function of packet generation rate in the
work. We then propose a probabilistic routing strategy t
can shift the phase transition point. We show that, with
suitable value for a parameter to control randomness in
path selection, onset of the phase transition into the con
tion phase is ‘‘eased,’’ i.e., the network can accommoda
higher rate of packet generation before it goes into t
phase. To gain more insight into this effect, we vary t
number of routers that take this probabilistic strategy. W
found that the effectiveness of the model shows a nonlin
response as a function of the proportion of probabilistic ro
ers. From this result we infer that the shifting of the pha
transition point is due to interactions between these adap
routers rather than as a sum of separate contributions f
individual units. We conclude with a discussion of this sim
lation model.

II. THE MODEL

The network architecture considered in the model cons
of nodes placed as a two-dimensional lattice@Fig. 1~a!#. It is
a square withN nodes~routers! on each side andN2 nodes as
a whole. Packets are generated and destroyed on node
the boundary of the lattice~squares in the figure!, but not on
inner nodes~circles!. Inner nodes only forward packets re
PRE 581063-651X/98/58~1!/193~3!/$15.00
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ceived from neighbor nodes. A node on the boundary gen
ates a packet according to the Poisson arrival withl and
sends it to a destination node selected randomly from am
the nodes on the boundary~including itself!. Each node has a
receiving queue of unlimited length through which pack
are forwarded to the destination and then destroyed.

During each unit time, each node goes through the follo
ing process in order to forward packets. It picks the packe
the head of its queue, decides to which node among
neighbors it will forward the packet, and then puts it at t
end of the queue of the selected node. The next nod
selected so that the packet is delivered to its destina
along the shortest path. If more than one candidate of
next node exist, a strategy is needed to select the recipien
our simulation we consider two strategies. One of th
makes the decision deterministically, which we call ‘‘dete
ministic routing,’’ and the other does so probabilisticall
which we call ‘‘probabilistic routing.’’ With deterministic
routing, the node among the candidates to which the le
number of packets has been forwarded so far is selecte
the next node.

The probabilistic routing strategy that we compare w
this deterministic routing is given by introducing a particul
form of routing probability function. When we have multipl
routesA andB based on the destination address, we ass
the probability to choose a routeA or B by the following
equation:

P~A!5
e2bXA

e2bXA1e2bXB
, ~1!

P~B!5
e2bXB

e2bXA1e2bXB
, ~2!

15P~A!1P~B!, ~3!

whereb is a parameter.XA andXB are the number of pack
ets the router has already sent in the direction ofA andB.

We note a couple of points about this probability functio
First, the main difference with the deterministic routing
193 © 1998 The American Physical Society



g
e-

he

ge
-

f

ri-
p
b

,
on
s
rk
ra

me

in-
e

et of

re

of

e

of
s of

be
ter.
al-
g of

that
ru-
.
e
ges
tic
; a

nd
bi-
re-
the
ably
tic.
vior
im-
er,
ed
ive

l is
al-

a
a

ce

de-

r

194 PRE 58TORU OHIRA AND RYUSUKE SAWATARI
that even ifXA.XB , there is some probability of choosin
and sending a packet toA. Second, we can recover the d
terministic model by lettingb→`. Also, if we setb50, we
have a completely random choice ofA andB, i.e., A andB
will be chosen with equal probability of 0.5 regardless ofXA
andXB . Hence,b is a control parameter that determines t
degree of randomness of path selection.

III. SIMULATION RESULTS

We quantify network traffic congestion by the avera
‘‘lifetime’’ of a packet ^L&, which is the average time be
tween the sending and receiving of a packet.~Averages are
taken over packets.! In Fig. 1~b! we show the behavior o
^L& as we change the creation ratel of the packet using the
deterministic routing. The simulation is performed with va
ous system sizes ofN, and the system is run up to time ste
10 000. The phase transition behavior is clearly observa
asl increases beyond a ‘‘critical rate,’’lc . This transition
into the congestion phase is sharper with increasing size
seen in other physical systems showing phase transiti
Such sudden change into a congestion state with increa
flow of packets is observed in a real computer netwo
Thus, even though our model is simple, omitting seve

FIG. 1. Model network architecture and phase transition beh
ior with deterministic routing measured in average lifetime of
packet^L& as we vary packet creation ratel. The system size is
varied asN5 25 ~diamond!, 50 ~star!, 100 ~square!, 150 ~triangle!,
and 250~circle!. The lines are drawn for the reader’s convenien
le

as
s.

ing
.
l

properties of real computer networks, it can capture so
qualitative behavior of the traffic.

We now turn our attention to comparison of the determ
istic routing with the proposed probabilistic routing. On
such example is shown in Fig. 2. We can see that the ons
phase transition is moved to higherl, showing that the
model network with probabilistic routing can tolerate mo
packets before going into a congestion phase.

To examine the effect of randomness for this shift
phase transition point, we plot in Fig. 3~a! the phase transi-
tion points as a function ofb. We see that we need to choos
b appropriately@'0.01 in Fig. 3~a!# to have the optimal
phase point shift. This existence of an optimal amount
randomness for system performance is similar to the case
‘‘stochastic resonance’’@3# and ‘‘simulated annealing’’@4#.
For individual routers, the deterministic routing appears to
the most balanced way of sending packets to the next rou
Use of the probabilistic routing strategy means that this b
ance is sometimes intentionally upset. The fact that easin
the phase transition point nonetheless takes place means
an emergent collective behavior of routers is playing a c
cial role in deciding the congestion nature of the network

To gain more insight into the collective behavior of th
model, we investigate how the phase transition point chan
when only a portion of the routers have the probabilis
routing and others operate using the deterministic routing
representative example is shown in Fig. 3~b!. We see that the
critical points of phase transition change nonlinearly a
show saturation as a function of the proportion of proba
listic routers. From a system design point of view, this
sponse shape indicates a possibility of fault tolerance:
effectiveness of the system does not deteriorate appreci
until a certain proportion of routers become nonprobabilis
This nonlinear shape together with phase transition beha
suggests that the collective behavior of the model is not s
ply an aggregation of the effect of individual routers. Rath
the interaction among routers, which is indirectly mediat
by packets passing through, is playing a role in the collect
behavior of the model system.

IV. DISCUSSION

The emergent behavior observed here with our mode
rather intricate to analyze theoretically, particularly in de

v-

.

FIG. 2. Comparison of the phase transition behavior of the
terministic~a! and the probabilistic (b50.008) ~b! routing for ^L&.
The system size isN525. A similar graph is obtained for othe
values ofN.
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ing with packet destination information. Hence, we are
this point relying on computer simulations to find a shift
phase transition points and effectiveb. We can, however,
qualitatively view the model behavior as a result of intera

FIG. 3. ~a! Change of ‘‘critical rate,’’ lc as b is varied for
probabilistic routing. The system size isN525. ~b! Change of criti-
cal rate,lc , as the proportion of the probabilistic routers is vari
in the system. The system size isN520 andb50.008.
,
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tion between packet flow and routers collectively: pac
flow affects the behavior of routers, which in return regula
the flow. We are currently studying a dynamic traffic patte
formation for this two-dimensional model as well as sear
ing for an analytical framework in which to study it.

As a related topic, the traffic flow problem on motorwa
has also been investigated through theoretical modelin
There are models using fluid dynamics analogy, cellular
tomata, and so on@2#. There is also a series of resear
reports on controlling automobile traffic@5#. We have re-
cently proposed an autonomous distributed signal con
model in that context@6#. We report here briefly that averag
velocity of the model traffic with signals has shown improv
ment with an autonomous adaptive dynamics strategy
signal periods. There, as in this network traffic model, a c
lective behavior is important, and a self-organized perio
pattern of traffic emerged.

It should again be noted that the probabilistic routi
scheme proposed here does not explicitly contain a pro
dure to adjust for better performance, and individual rout
occasionally send packets to a direction that appears to
crease congestion. Hence, the effectiveness of the rou
scheme only emerges as the collective behavior of the en
system. In this sense these models belong to a class of m
els often termed emergent computation models@7,8#. These
models aim to derive effective computation from the inte
action of autonomous local actions from each unit in t
system rather than by top-down style algorithms or by hi
archical controls with or without feedbacks, which are co
monly seen with more realistic network traffic contr
schemes.~See, e.g.,@9,10#.! Even though the guiding prin
ciples of designing such emergent computation models v
experience, concepts, and insight gained from studies of
tems showing emergent behaviors such as in neural netw
modelings@11# can be a useful guide for theoretical unde
standing of this routing model and its behavior, and rema
to be undertaken in the future.
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