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Time-resolved photon-scattering measurements from scattering media fitted to non-Euclidean
and conventional diffusion models
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Institute for Ultrafast Spectroscopy and Lasers, New York State Center of Advanced Technology for Ultrafast Photonic Mate

and Applications, Departments of Physics and Electrical Engineering, The City College and Graduate School
of the City University of New York, New York, New York 10031

~Received 30 May 1997!

Time-resolved light scattering profiles were measured from highly forward-scattering media in the spatial
range of 5–15 transport mean free paths (l t). Experimental profiles were compared with theoretical predictions
based on the non-Euclidean diffusion~NED! and conventional diffusion approximation~DA! equations. The
NED model was found to be better in predicting scattered photon distribution over various temporal and spatial
scales than the DA approach.@S1063-651X~98!08406-2#

PACS number~s!: 42.25.Bs, 42.25.Fx, 05.60.1w
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I. INTRODUCTION

Understanding photon migration in scattering media
important for its implementation in many light based ima
ing applications, ranging from optical tomography and m
detection, to remote sensing. The radiative transfer Bo
mann equation can describe photon migration in a rand
medium; however, because of its complexity several
proximations have been developed, such as the diffusion
proximation~DA!, the telegrapher’s equation@1#, and higher
order approximations to the Boltzmann equation@2#. These
approximations with the help of fitting techniques have be
used to determine the values of some key optical parame
that describe the scattering medium such as the trans
mean free path (l t) and the absorption length (l a). The de-
termination of these key optical parameters is importan
order to predict the photon temporal distribution at a fix
point inside a scattering medium or the photon spatial e
lution between two or more different points. The limitatio
of the DA are its inaccuracy in predicting the intensity
early arriving light and the location of the maxima intens
peak position. This inaccuracy leads to a failure in fitti
experimental intensity temporal profiles obtained in t
prediffusive regime~distances<5 to 7—transport mean fre
path—that is, 10–15 mm for human breast tissue in the n
infrared ~NIR! region!. The DA deficiency in predicting the
nature of photon migration in a close spatial region has b
shown in Refs.@3, 4#. Further improvements in this onse
regime should prove useful in the detection of hidden abn
malities in medical imaging and optical tomography. It is n
the distance between source (S) and detector (D) that deter-
mines the applicability of DA in optical tomography, but th
distance between hidden objects~tumour! and the source~or
detector!. In this context, recently introduced@5,6#, the non-
Euclidean~NED! model in contrast to the DA offers an im
provement in predicting photon transport in the prediffus
regime. Based on past experiments performed on diffe
animal tissues thel t is about 2.5 mm at 625 nm, and;5 mm
in the NIR region@7,8#. The transport mean free path
human breast tissues isl t;1 mm in the visible region and is
expected to be more than twice that by selecting the ap
571063-651X/98/57~6!/7244~10!/$15.00
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priate NIR wavelength. TheS-D distances of 5l t and 15l t
used for the measurements of this experiment correspon
typical distances between source/detectors and hid
inhomogeneities—such as tumors—located in the middle
a typical compressed human breast size of'60 mm or 30l t
under NIR light. Interesting tissue components in a hum
breast are adipose~fat!, glandular, ducts, blood vessels, ca
cifications, and growths—each with different scatteri
properties.

In this paper, theoretical predictions from the NED a
the DA equations obtained for the prediffusive and diffusi
regions are compared with the measured scattered light
poral profiles. The NED equation represents a bridge
tween the ballistic regime at smalll t distances and the diffu
sive regime at largel t distances. At large times, for a fixe
distance the NED equation describes the diffusive reg
and NED and DA approach each other.

II. NED AND DA MODELS

The photon number density functionN(t,rW) is used to
describe the temporal and spatial evolution of scattered p
tons originating instantaneously from a pointlike collimat
source and traveling in a highly forward-scattering mediu
The photon number density profiles obtained from the N
and the DA equations for an infinite medium are compa
in this paper with experimental profiles in time and space

For the DA model@9,10#, the photon number density fo
an infinite medium is given by

N~ t,rW !5
1

~4p!3/2~Dt !3/2 e~21/4Dt !~rW !2
e2vat, ~1!

where the source is assumed at the origin andD
'$c/3@(12g)ms#%5clt/3. The term (12g)ms5ms8 is the
reduced scattering coefficient;c is the speed of light, andl t
is the transport mean free path. The last exponential de
term (e2vat) is the absorption term that affects the pul
profiles at large times whent.ta5(va)21. va is defined
as c/ l a . For this study, the absorption length in the med
was fixed atl a5300 mm and the transport mean free path
l t52 mm. The absorption dependence ofD has been ne-
7244 © 1998 The American Physical Society
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FIG. 1. Schematic diagram of the experimental setup.
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glected sincel a is much larger thanl t . A problem of the
absorption dependence ofD was recently reconsidered i
Ref. @2# and references therein.

For the NED model@5,6,11#, the photon number densit
is given by

N~ t,rW,sW0!5
1

~4p!3/2

1

Adet D

3exp~21/4!Dab
21

~r 2r c!a~r 2r c!bexp2vat, ~2!

whereD is a 333 matrix andD21 is its inverse. The expo
nential termDab

21(r 2r c)a(r 2r c)b indicates the summation
of the multiplication of the components of the inverse mat
with the components of the vector difference (rW2rWc). The
components of theD matrix as well as the components of th
vector difference are indicated by the subscriptsa and b,
which can take the numbers 1, 2, or 3. The component
the D matrix are given by

Dab~ t !5
l t
2

2
dabS 2

3
t2 f 11

1

9
f 3D

1
l t
2

2c2 ~s0!a~s0!bS f 12
1

3
f 32 f 1

2D , ~3!

wheref 1512e21t, f 3512e23t, t5ct/ l t , and (s0)a(s0)b
is the multiplication of the components of the initial veloci
propagation direction vectorsW0 , which for our system is de
fined as (0,0,c). Notice that the multiplication (s0)a(s0)b
will only survive for a and b equal to 3 for our particular
experimental system, i.e., light propagation in thez direc-
tion. On the other hand, (r 2r c)a(r 2r c)b indicates the mul-
tiplication of components of the vector difference (rW2rWc).
Here, rW is the detector location or final photon trajecto
detection position;rWc(t) is the position of the center of mas
of the photon cloud and it is equal torWc(t)5^rW(t)&
of

5sW0(lt /c)(12e(ct/lt)). The symbol̂¯& stands for the averaging
over all trajectories with the same initial velocity propag
tion sW0 .

From Eq. ~2! for small timest!( l /c) one hasDab→0
andN(t,rW,sW0)→d(rW2sW0t); the ballistic regime is recovered
On the other hand, for larger timest@( l t /c), Dab
→dab(cltt/3)5Dt; the diffusion regime is attained and th
solution for the NED equationN(t,rW,sW0) approaches to the
solution of the conventional DA. Note that the photon nu
ber density in Eqs.~1! and ~2! is normalized to the initial
number of photons in the pulse.

The time-resolved intensity profile from red scatter
light was measured in the range 10–30 mm~5 to 15l t! for a
calculatedl t52 mm value to check on the predictions of th
NED-based@Eq. ~2!# and the conventional DA@Eq. ~1!#. It
should be noted that even at distances as large as 15l t the
photon number density predicted by the NED and by
conventional DA differ appreciably@5#.

III. EXPERIMENTAL METHOD

The schematic diagram of the experimental setup
shown in Fig. 1. A laser of ultrashort pulses of 100 fs du
tion at 82 MHz pulse repetition rate and 10 mW with avera
power generated from a colliding-pulse mode-locked~CPM!
dye-laser system was used to simulate an instantaneous
source. The wavelength of laser pulses was centered at
nm. The laser beam was split into a reference and sig
beam by a glass slide. The reference beam was used to
the zero time of the signal beam and to monitor the inten
fluctuations of the laser. The signal beam was coupled
the medium using a 100-mm focal length lens and an opt
fiber. A 10-ps resolution streak camera was used to mea
the collected scattered pulse traveling inside the highly s
tering medium.

The scattering media consisted of polystyrene mic
spheres and absorbing dye suspended in deionized w
The diameter of the polystyrene spheres was 1.11mm. A
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FIG. 2. Scattered light intensity temporal profiles measured at various distances for different detection angles. The medium
parameters arel t52.0060.04 mm andl a5300 mm. The inset shows a schematic of the source and detector angular positions. The p
detection was situated along the pulse launching direction. The plots in~a!–~c! show the measurements obtained at distancesr 55, 7, and
15l t , respectively, for various detection angles.
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scattering concentration~of polystyrene sphere! of 0.169%
of the total volume was selected to ensurel t52.00
60.04 mm. The absorption length was set tol a5300 mm by
adding a calculated small amount of absorbing dye~Mala-
chite Green! to the scattering medium. The scattering me
free path (l s) and scattering mean cosine factor (g) were
0.144 and 0.926, respectively. The value ofl t was calculated
n

on the basis of the Mie theory. For such a concentration
scattering particlesl t was experimentally shown to be pro
portional to the number density of scatters@12#. The scatter-
ing medium was placed in a transparent cylindrical tank
100 mm in diameter and 100 mm in altitude.

To simulate a point source and a point detection, the s
nal light was guided into and out of the medium by means
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FIG. 3. Angle averaged scattered light intensity temporal profiles measured and calculated using the NED and DA atr 55 and 15l t . In
~a! and ~b!, the theoretical intensity temporal profiles for both models are calculated using thea priori known optical parametersl t

52.00 mm andl a5300 mm for distances 5 and 15l t, respectively. In~c! and~d! for the same distances the theoretical profiles use the
fit optical parameters calculated in Table I using the best fit approach.
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two 200-mm core diameter optical fibers with a numeric
aperture~N.A.! inside the medium of 0.287. These fibe
represented theS andD. The input fiber (S) was fixed at one
of the walls of the tank. TheD was mounted on ax-y-z
translational and angular~u! rotational stage and positione
on the optical axis right across the source direction (sW0). The
translational stage was used to vary the source-detector
tancer while the angular rotational stage was used to rot
the detector and collect the light arriving from different d
rections at a fixed point. The output of the detection fib
~scattered signal! was focused into the input slit of the strea
camera.

Intensity temporal profilesI (t,r ,mW ,sW0) were measured a
various distancesr and various angular orientationsmW ,
wheremW is the orientation of the detecting fiber with respe
to the propagation directionsW0 @see inset in Fig. 2~a!#.

The measured intensities are related to the photon spe
number densityn(t,rW,sW,sW0) by

I ~ t,r ,mW ,sW0!5E dsW A~mW ,sW !n~ t,rW,sW,sW0!, ~4!
is-
e

r

t

fic

whereA(mW ,sW)dsW is the ratio of the number of photons in
solid angledsW collected by the detector per unit time to th
photon flux in thesW direction. For additional information on
the receiving cross sectional area for the receiver see R
@13–16#.

The angular-integrated intensity temporal profil
I (t,rW,sW0) is represented as@11# by

I ~ t,r ,sW0!5E dmW I ~ t,r ,mW ,sW0!5WN~ t,rW,sW0!, ~5!

whereW5ÃcN0 ; N0 is the number of photons in the inc
dent pulse, andÃ5*dmW A(mW ,sW) is a constant characterizin
the effective fiber system receiving area.

The corresponding experimental temporal profiles
tected with different angles of collectionmW at a fixed spatial
point r were combined to obtain anangular-integrated in-
tensity temporal profile I(t,rW,sW0). The procedure describe
above makes possible the comparison of the experime
angular-integrated intensity temporal profiles for a fixed d
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tancer ~presented in Fig. 2! with the theoretical resultpre-
dictedby the NED and DA equations.

IV. EXPERIMENTAL RESULTS

In this experiment, the source-detector distance was
ied from 5l t to 15l t ; at each distancer , scattered pulse pro
files I (t,r ,mW ,sW0) of various angular orientations were me
sured. Figs. 2~a!–2~c! show intensity temporal profile
obtained forr 55, 7.5, and 15l t respectively. Each tempora
profile in Fig. 2 has been labeled with its respective angle
detection (mW ). The inset in Fig. 2~a! shows a schematic o
the source and detector position and angular orientations
a fixed distancer . These profiles were averaged to obta
I (t,rW,sW0).

The salient features of profiles shown on Fig. 2~a! for 5l t
are the following.~a! The highest-intensity temporal profile
for a point in space are localized along the launching dir
tion and around the 0° detector angular orientation.~b! As
the angle of rotation is increased away from the 0° collin
direction, the temporal profiles are affected and the follow
features are observed:~i! the intensity temporal profile de
creases; ~ii ! the early light ~snake light! and the time to
reach the intensity peak (Tp) is delayed in time;~iii ! there is
an increased in the full width at half-maximum~FWHM! and
the scattered pulse becomes broadened. These features
consistent for all distances in the range chosen for this st
~5l t to 15l t! and can also be observed in Figs. 2~b! and 2~c!.
The strong angular and spatial dependence of photons
eling in a highly scattering medium in the forward directio
~source launching direction! and lateral direction~perpen-
dicular to source launching direction! have previously been
mentioned in Ref.@17#. In this work only light propagation
in the forward direction was considered. In the near zone
fixed distancer , the local scattered light intensity is strong
angular dependent. This local angular dependence~anisotro-
py! gradually decreases with time as a result of multi
scattering. For afixed point, photon distribution in time be-
comes more isotropic as time passes; in addition, the in
sity detected at a fixed point decays as we move away f
the source. When comparing profile groups obtained at
ferent distances, another important feature can also be
served: mainly, the striking difference due to the angle
detection dependence starts fading away as the sou
detector distance is increased. It is clear that even at
distance 15l t the angular distribution of light is still appre
ciably anisotropic. Note that almost isotropic angular dis
bution of photons is a necessary condition for the diffus
model to be valid.

V. DISCUSSION

The curves in Figs. 3~a! and 3~b! show the experimenta
angular-integrated intensity temporal profilesI (t,rW,sW0) for r
55 and 15l t together with thenormalizedphoton number
density temporal profiles calculated using the NED and
ordinary diffusion approximation DA. The theoretical curv
calculated for different distancesr were normalized to the
experimental peak intensity values obtained at each dista
respectively. Thea priori known optical parametersl t andl a
used in the prediction of these theoretical curves were 2
r-
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300 mm, respectively. The curves predicted by the DA ha
been plotted using dashed lines, while the NED predictio
use a smooth solid line. The difference inshape accuracyof
the theoretical curves with respect to the experimental da
presented in Fig. 4~a!. Although theoretical curves were no
malized to experimental data, NED and DA predictions~pro-
files! still showed considerable differences for different d
tances, as is shown in Figs. 3~a! and 3~b!. The experimental
data favors more the curves predicted by the NED the
than the ones predicted by the DA. It should be emphasi
once again that the theoretical curves plotted in Figs. 3~a!
and 3~b! do not use the best fitting parameterapproach; in-
stead, we make use of thea priori known actual parameter
~e.g., l t52 and l a5300 mm! of the scattering medium to
plot both theoretical curves.

Since the theoretical results were obtained for an infin
medium while the experiment was performed in a finite m
dium ~e.g., a tank 100 mm in diameter!, an estimated time
(Tm) where the walls of the tank commence to affect t
experimental measurements was found to start at around

FIG. 4. General properties of scattered intensity temporal p
files predictions.~a! Relative deviationd ~see text! of theoretical
curves from an experimental intensity temporal profiles for
NED ~open rectangles! and DA ~filled rectangles! at various dis-
tances from the source;~b! FWHM for the calculated and measure
temporal profiles; and~c! temporal position of the peak of the sca
tered light intensity vs source-detector distance.
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ps. We attribute the intensity mismatch of the experimen
temporal profile with respect to the theoretical curves sho
at the falling wing in Fig. 3~b! to the boundary effects~for
t.Tm! since photons escaping through walls are equiva
to surface absorption. Therefore the region between 0
600 ps should be considered for the match with theory.

The fitting of the key parametersl t and l a of the experi-
mental data obtained by both theories for different distan
is displayed in Table I. The values in Table I correspond
the best fitting predicted by both theories while using
least square curve fittingtechnique.

The best fitting parameter values from Table I are use
plot the theoretical intensity temporal profiles for the NE
and the DA models for distancesr 510 andr 530 mm and
are compared to the experimental data in Figs. 3~c! and 3~d!,
respectively. The average value found through the best fit
approach forl t and l a is 1.7 and 115.6 for the NED and fo
the DA, 1.78 and 96.54, respectively.

Although the values obtained through fitting differ fro
thea priori known fixed valuesl t52 andl a5300 mm, both

TABLE I. Best fitting values (l t ,l a) to the measured tempora
profiles for NED and DA for different distancesr .

Distance Ned
best fitting parameters

DA
best fitting parameters

r ~mm! l t ~mm! l a ~mm! l t ~mm! l a ~mm!

10 1.69 101.6 1.75 62.24
14 1.64 104.0 1.73 82.4
17 1.66 102.1 1.74 85.4
25 1.68 125.0 1.77 115.3
30 1.81 145.3 1.91 137.4
l
n

nt
nd

s
o
e

to

g

theories could provide a good fit. Notice that, although fitte
l a shows an strong dependence on distance especially fo
DA. Table I indicates that the simple two parameter fitti
procedure may not be a correct way to obtain thel t and l a

parameters since the values obtained differ significan
given errors over 13% and 100% forl t and l a, respectively.

The relative error, deviationd of normalized predicted
theoretical curvesI T(t) from experimental intensity tempora
profiles I expt(t), was calculated for different distancesr in
order to have a feeling of theshape accuracyfor both theo-
ries. The relative deviation was characterized by a param
d5100i I T(t)2I expt(t)i/iIexpt(t)i where i I (t)i5A*0

TmI 2(t)dt
is the L2 norm of the Intensity functionI (t) defined on a
segment@0,Tm#. Figure 4~a! shows a histogram plot of the
relative deviationd of both models usingl t52 and l a
5300 mm. To avoid the boundary effects, the parameted
was calculated using the first 600 ps of the experimental
theoretical profiles for distancesr / l t of 5, 7, 8.5, 12, and 15
It can be observed in this histogram that the relative dev
tion d is bigger for the DA than for the NED mainly in th
close region 5, 7, and 8.5l t . These results demonstrate th
the NED describes the shape of the intensity temporal p
files of scattered light better than the DA does at differe
spatial positions.

The plot of the FWHM of the experimental and theore
cal temporal profiles is shown in Fig. 4~b! for each distance
(r / l t). A large deviation arising from the boundary effects
observed in the FWHM for distancesr / l t512.5 and 15. The
theoretical FWHM values predicted by the NED model we
found to be closer to the experimental results than those
dicted by the DA.

The plot in Fig. 4~c! shows theTp corresponding to the
maxima intensity temporal position for different distancesr
TABLE II. Best fitting values (l t8) and respective errors (e) for NED and DA obtained by keeping fixed
thea priori known parameterl a5300 mm fixed for different distancesr ; best fitting values (l a8) and respec-
tive errors (e) for NED and DA obtained by keeping fixed thea priori known parameterl t52 mm fixed for
different distancesr .

Distance NED bestl t8 fitting parameter DA bestl t8 fitting parameter

r ~mm!
fixed

l t8 ~mm! l a ~mm! e5100U22 l t8

2
U fixed

l t8 ~mm! l a ~mm! e5100U22 l t8

2
U

10 1.96 300 2.0% 2.49 300 24.5%
14 1.93 300 3.5% 2.25 300 12.5%
17 1.99 300 0.5% 2.26 300 13.0%
25 1.91 300 4.5% 2.08 300 4.0%
30 1.98 300 1.0% 2.12 300 6.0%

Distance NED bestl a8 fitting parameter DA bestl a8 fitting parameter

r ~mm!
fixed

l t ~mm! l a8 ~mm! e5100U3002 l a8

300
U fixed

l t ~mm! l a8 ~mm! e5100U3002 l a8

300
U

10 2.0 223.8 25.4% 2.0 80.0 73.3%
14 2.0 252.5 15.8% 2.0 119.0 60.3%
17 2.0 223.0 25.6% 2.0 122.0 59.3%
25 2.0 392.0 30.6% 2.0 190.2 36.6%
30 2.0 281.8 6.0% 2.0 167.7 44.1%
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FIG. 5. Best fit optical parameters retrieved from the scattered light intensity measurements at different distances using the NED
theories. The dashed line representsa priori known valuesl t52.00 mm andl a5300 mm. See text for more details.~a! A priori known value
l a is kept fixed to 300 mm while obtainingl t8 best fits;~b! a priori known valuel t is kept fixed at 2 mm while obtainingl a8 best fits.
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for both models NED and DA, and for the experimental
sults. It could be observed that theTp values for the DA
model are further apart from the experimental values than
ones obtained by the NED model. This time peak shift in
DA profiles has been observed before and addressed in
@3, 4#. The main advantage of the NED versus the DA mo
is that the NED model can describe with greater accura
the transition between ballistic and developed diffusion
gimes, e.g., that it is where the DA starts to fail.

To determine the accuracy of both models when only
parameterl a or l t is known in advance, the standard be
fitting approach has been used to calculate one of these
tical parameters while the other one has been kept fixed.
results are given in Table II. The parametersl t8 obtained as a
result of fitting the NED and DA to the experimental da
taken at different distances from the source (r ) holding thea
priori known value ofl a fixed ~e.g., equal to 300 mm! are
plotted in Fig. 5~a!. This figure shows the variation of th
fitted value l t8 with respect toa priori calculatedl t value
~e.g., equal to 2 mm! given by the NED and the DA theor
for different distances. The fittedl t8 values predicted by th
NED and DA are plotted using stars~!! and circles~s!,
-

he
e
efs.
el
y

e-

ne
t
op-
he

a

respectively, and are connected with solid lines, while tha
priori l t constant known values have been plotted using p
signs ~1! and are connected by dashed lines. The m
transport length values predicted by the DA show a hig
deviation than those predicted by the NED. The variation
error (e) to the fitted parameterl t8 with respect to l t

52 mm has also been tabulated in Table II and ranges f
0.5% to 4.5% for the NED model and from 4.0% to 24.5
for the DA model. In a similar manner, the best fit is sho
for l a8 obtained by both models for different distances wh
keeping fixed thea priori calculatedl t value equal to 2 mm
The error given by fitting the absorption lengthl a8 with re-
spect tol a5300 mm has been tabulated in Table II. Figu
5~b! depicts the results of Table II. Once again the predic
l a8 values obtained by the NED and DA are plotted us
stars ~!! and circles~s!, respectively, and are connect
with solid lines, while thea priori l a constant known value
has been plotted using plus signs~1! and are connected b
dash lines. Notice thatthe margin of errorfor l a8 is below
30.6%for the NED andabove 36.6%for the DA model with
respect to thea priori fixed and constant known valuel a
5300 mm.
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FIG. 6. Relative peak intensity ratios vs source-detector
tance. Peak intensity values were obtained from experimental
theoretical profiles at the peak time (Tp). The peak intensity ratio
was taken for different distancesr with respect to the individua
peak intensity values obtained experimentally and theoreticall
r 515l t as follows: I expt8 5Iexpt(r,Tp)/Iexpt(15l t ,Tp), I DA8
5I DA(r ,Tp)/I DA(15l t ,Tp), andI NED8 5I NED(r ,Tp)/I NED(15l t ,Tp).
Figures 5~a! and 5~b! show that, when a parameterl t or l a

is a priori known, the NED model will predict with a con-
siderably higher accuracy the unknown parameter values~l a8
or l t8! than the DA at any distance in the prediffuse regim

In Figs. 3 and 4, we have compared to the experimen
data only theshapeof thenormalized theoretical curvespre-
dicted by both models, which correspond to thephoton tem-
poral distribution at fixed distances. To make a fair compari-
son between the two theories and the experiment, one n
to observe not only the prediction ofthe temporal evolution
of local photons (i.e. distribution of photons in time at a fixe
distance r)but also the consistency in predictingthe spatial-
temporal distribution of scattered light at different distance.
On the other hand, an absolute direct comparison of the
tensities calculated and measured at different spatial lo
tions is difficult since the effective receiving cross sectionÃ
in Eq. ~3! and the numberN0 of the initially launched pho-
tons have not been measured in the experiment~see also the
respective discussion below!. A relative comparison at dif-
ferent distancesr does provide critical information regardin
the capabilities of the NED and DA in describingthe scat-
tered light distribution in space and time. Intensity peak ra-
tios I peak(r ,Tp)/I peak(15l t ,Tp) obtained from the experimen
tal profiles and both theories have been plotted in Fig. 6
different distancesr . The experimental values in Fig. 6 ar

-
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FIG. 7. Experimental scattered light intensi
temporal profiles and theoretical profiles calc
lated using the NED and DA after the introduc
tion of individual normalization factorsWNED and
WDA obtained atr 515l t and at t5600 ps. See
text for more details. The medium parameters a
l t52.0060.04 mm andl a5300 mm. Plots in~a!
and~b! were measured and calculated atr 55 and
at 15l t , respectively.
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FIG. 8. Direct comparison of both models using a common weight factorW50.0405. The medium parameters arel t52.0060.04 mm
and l a5300 mm. Plots in~a! and ~b! were measured and calculated atr 55 and 15l t , respectively.
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connected with a solid line while the ones obtained by b
theories are connected with dashed and smooth solid li
The intensity ratios in Fig. 6 provide insight into the cons
tency and accuracy of both theories in predicting intens
values at different spatial locations. Looking at the intens
ratios predicted by both theories, one could observe a la
deviation for the DA with respect to the experimental valu
in the close region~below 10l t! as expected. This figure
mainly demonstrates that the spatial distribution of scatte
light intensity is better described by the NED than by t
DA.

A similar comparison could be done by using the absol
intensity values predicted by each theory. In order to do t
one needs to use directly the experimental intensity va
I expt(t,rW,sW0) and compare them independently to the intens
values predicted by both theories@I NED(t,rW,sW0), I DA(t,rW)#, in
time and space. Although the parametersÃ and N0 are a
priori unknown, we may use fitting of either theories to t
experimental data to determine an intensity normalizat
factorW5ÃcN0 . Since the photon number density values
both theories differ from each other the factorW will be
individual for each theory; however, for a consistent theo
W should be the same when comparing theoretical and
h
s.
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perimental intensities at different times and distances. Si
the NED and DA models approach each other at largel t

distances and at large times, we have pickedW from the
experimental intensity temporal profile atr 515l t ~the fur-
thest distance in our experiment! and at t5600 ps ~later
times are strongly subject to our boundaries constraints!. We
calculateW for each theory as follows: for the NED theor
WNED5I expt(t5600,rW530,sW0)/NNED(t5600,rW530,sW0), and
for the DA theory WDA5I expt(t5600,rW530,sW0)/NDA(t
5600,rW530). The values found forWNED and WDA were
0.0405 and 0.0545, respectively.

The plots in Figs. 7~a! and 7~b! show the experimenta
profiles obtained atr 510 and 30 mm~e.g., 5 and 15l t!
compared with two theoretical curves—I NED(t,rW,sW0)
5WNEDNNED(t,rW,sW0) and I DA(t,rW)5WDANDA(t,rW)
—obtained after the introduction of the intensity weight fa
tors WNED and WDA at t5600 ps andr 530 mm. In these
figures, thea priori known valuesl t52 and l a5300 mm
have been used. Att5600 ps, an exact matching in intens
ties for both theories and experiment is observed in Fig. 7~b!.
This matching is a result of the individual intensity facto
~WNED andWDA! introduced by each theory. In the same p
@Fig. 7~b!# for t,600, the intensity values at different time
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for the NED model are in better agreement with the exp
mental intensity values than those for the DA model. T
asymptotic intensity matching should be consistent at sho
distances. Indeed, the NED is shown to be in better ag
ment to the experimental intensity values than the DA
these distances—see Fig. 7~a!. The agreement of the intens
ties predicted in the prediffusive regime by the NED at d
ferent time and at different spatial positions is shown to
more consistent than intensity values predicted by the DA
fact, intensity peak values predicted by DA at short distan
(r<10l t) are underestimated by about 40% with respec
the experimental values. It should also be mentioned
choosing a biggerWDA value ~in order to have a better in
tensity match at 5l t! will overestimate the intensity value
obtained at 15l t and beyond. The factor obtained byWNED is
considered to be a more reliable value since it is shown to
more consistent with the experimental results at differ
times and distances as shown in Figs. 7~a! and 7~b!. In order
to have a direct comparison of both theories and experim
tal results, we have plotted in Figs. 8~a! and 8~b! the intensity
predicted by each theory using a common factorW
5WNED) as well as the profiles obtained experimentally
distances 5l t and 15l t , respectively. Performing a direc
comparison of the two theories under a common factorW
clearly shows appreciable intensity differences betw
them. These differences are observed in the peak inten
values as well as in time peak positions (Tpeak). Figure 8~a!
shows a 46.4% peak intensity difference between the
theories plus a delay in time of 18 ps for the DA. Figure 8~b!
shows a 22.88% peak intensity difference between the
theories and a delay in time of 60 ps for the DA. The inte
s
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sity difference of the two theories decreased for largel t dis-
tances as expected since the NED model takes the form
the DA. Also in Fig. 8, the DA model can be compared
the experimental results. Here a complete intensity misma
of the DA could be observed with respect to the experim
tal results at different times and distances. Asymptotic co
parison of intensities in time of the two theories for differe
distances~spatial locations! with respect to experimental val
ues is essential and provides a better description of the c
bilities of both theories.The NED model in contrast to th
DA showed a satisfactory and consistent description of s
tered light intensity at most distances and times.

In conclusion, we have demonstrated by a compara
study that the NED model provides a better description
the temporal and spatial evolution of scattered light than
DA does without taking boundary conditions into accou
Appreciable differences between the NED and DA were
served for photon number density for distances as large a
to 15l t . Even larger differences are expected for spec
number density. The NED approach may be considered
possible alternative to the DA in future optical imaging a
gorithms. It is worth mentioning here that the good agre
ment with the experimental data reported in this paper by
NED in the prediffusive regime~short range! makes it a
good candidate to become a mathematical basis for the
stationary LIDAR equation.
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