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Determinism and correlation dimension of Barkhausen noise
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Barkhausen noiséBN) is measured in an amorphous ribbon in an open magnetic circuit. The experiment is
set up in such a way as to obtain the BN signal with a high frequency range and low apparatus noise. The
driving field is produced by a pair of Helmholtz coils and the pick-up coil is a low capacity radio coil. The
signal is amplified by a custom designed two-stage, battery operated amplifier, which together with the coils
and the ferromagnetic ribbon is screened by three coats of soft iron. The data acquisition is done by a 12-bit
analog-digital card allowing one to obtain up tx10° data points with a sampling frequency up to 1 MHz.

The correlation dimension of the BN signal is calculated using the Grassberger-Procaccia algorithm and the
surrogate data method is used to exclude artifacts. The choice of the measurement conditions and the calcu-
lation parameters is discussed. The results show a low dimensionality of the Barkhausen noise that leads to the
conclusion that the effect may contain or is caused by a deterministic mechanism. The experimental method
allows one to obtain the BN signal over many magnetic reversals so that the repeatability of the results is
shown and statistics on the correlation dimension values are perfofBE#63-651X98)06106-¢

PACS numbes): 05.40-+], 75.60.Ej, 05.45+b

I. INTRODUCTION physical considerations that support this point of view. The
Barkhausen effect is a collective phenomenon in which a
Barkhausen noise is observed as irregular voltage pulsesnall perturbation to a single domain may spread to its
in a pickup coil placed near a ferromagnetic specimen drivemeighbors, causing an avalanchelike propagation without any
by an external magnetic field varying smoothly in time. Thecharacteristic time or range constants. The size of the ava-
effect results from the microstructure of the hysteresis looplanche depends on a local instability of the domain structure
therefore it may help in the understanding of the dynamicahnd its lifetime reflects the relaxation time of the system. In
properties of the magnetization process. some materials, the clusterlike structure of domain bound-
The physical properties of Barkhausen no{8&) have  aries[3,5] additionally intensifies such self-organization.
been studied since 1919,2] but there is still no consensus Note that the use of power spectra for BN analysis is
on a standard model. It is usually considered that the maigomplicated by the wide range of scaling exponents obtained
process causing it is an irregular motion of domain walls.in the experimental observatiof4]. Below, for comparison,
The other possible processes contributing to BN may be thee calculate the power spectra for our measureméses.
irreversible, sudden, and discontinuous rotations of the magtl A ).
netization vector in materials with anisotropy, domain Finally, Barkhausen noise may be treated as a nonlinear,
creation-annihilation processes, or pinning effects due to disnonstationary phenomenon that reflects the complex dynam-
order and impurities. The occurrence of specific contribu4cs of the physical system. It has been shg@&n1Q that the
tions to the BN mechanisms depends on the material and thequations of motion of a single domain wall may exhibit
participation of particular factors changes as the magnetizazhaotic solutions. This result and also the presence of long-
tion process proceeds. range magnetostatic interactions leads to the conclusion that
The most characteristic features of the observed BN argénhe nature of the irregularity of the BN pulses may be deter-
1/f behavior of the power spectra at high frequeng¢®s4]  ministic and not necessarily depend significantly on the ran-
and the fractal geometry of the shape of the si§alThese  dom disorder of the material. In other words, chaos in the
features seem to explain recent results of the investigationBN pulses may need to be treated as deterministic rather than
of the Barkhausen noise, which may be divided into threestochastic.
groups. The problem of determinism in the Barkhausen noise has
Firstly, the noise may be treated as stochal3ic It is  been recently discussed in several papers considering the re-
then modeled by equations containing stochastic elemenisroducibility of BN patterns(see[11-13 and references
with parameters fitted in such a way as to get the desiretherein. It has been found that under specific conditions
shape of the power spectra. (slow sweeping over a minor hysteresis lpdpe patterns
On the other hand, a fljpower spectrum might be evi- were highly reproducible. These results were found to be
dence for self-organized criticality, and recently much workonly weakly dependent on the temperature and the driving
has been focused on this approdéliv]. There are, in fact, rate but the patterns observed were strongly determined by
the range of the sweep field. Therefore the reproducibility
was considered to be a consequence of dynamical effects.

*Electronic address: plewka@if.pw.edu.pl The main purpose of this work is to show that the dynam-
"Electronic address: zebra@if.pw.edu.pl ics of the Barkhausen effect exhibits low dimensionality and,
*Electronic address: murba@if.pw.edu.pl therefore, can be treated as a deterministic chaotic phenom-
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/ screen able than polycrystals where both the crystalline structure
and the texture of the grain boundaries could accidentally
generator mimic nonlinearities. Taking this into account the material
pick-up coil chosen for the experiment was an amorphougH-g ribbon
with the following dimensions: 40 mm long, 2.5 mm wide,
l> AID and 30um thick. An amorphous ribbon with these dimen-

Helmholtz coils

converter sions is expected to have only a few domains, the walls of
l each are perpendicular to the plane of the ribfbA.
amplifier The sample was driven by a sinusoidal magnetic field
computer produced by two coaxialHelmholtz coils placed 12 mm
from each other. This configuration was chosen empirically
and for the small area of observation used it seemed to be
FIG. 1. The experimental setup to measure Barkhausen noise fpore suitable and (_:onvenle[nIIB] th"?m using a solenoid. As
. the observed material was magnetically soft, a standard labo-
an amorphous ferromagnetic ribbon. ! )
ratory wave form generator afforded the magnetic saturation

o of the sample. The pick-up coil—empirically selected—was
enon. We have analysed 50 full cycles of magnetization re; very low-capacity radio coil having the inductante

versal in an amorphous ribbon at a moderately high magne= 5 45 mH, impedanc&=28.40, and dimensions 10 mm
tization rate(up to 10 Hz and discuss the reproducibility of wide, 6 mm inner and 15 mm outer diameter. The sample
the Barkhausen noise obtained. We then show that the phgz,q placed inside the pick-up coil.
nomenon has a low number of degrees of freedom—the Cor- g yoltage signalproportional tadB/dt) induced on the
relation dimension for the signal measured is l@bout 3. oy coil was amplified by a low noise, battery operated,
We demonstrate that Barkhausen noise is a deterministig, stage amplifier, custom designed for transmitting low
phenomenon by the use of an appropriate surrogate dajg,e| puises with a high rate. To minimize the deformations
technique. Finally, applying a unique embedding we obtairyt \he wave front of the induced signal the first stage of the
indications that an attractor for the Barkhausen noisemyjifier was built on a transistor while the second stage was
exists—in spite of the fact that in our experiment the sample, |5\v-noise video integrated circuit amplifier. The param-
is fully saturated at the end of each magnetization cycle. giers of the amplifier were as follows: amplification 700
Correlation dimensior{Sec. Il B) is one of the fractal times and frequency range 100 Hz—0.7 MHz. The noise of
measures usually used for the investigation of chaos in ex,q measuring equipment was on the level of 5 mV at 0.5 V
perimental data14]. It should be stressed that this measureqt ihe qutput signal. The amplifier together with the coils and

qannot bel directly compared with other .fractal dimensionsgye sample were magnetically screened by three coats of soft
like those in the Refd5] and[15] because in each of them a iron

different sense of fractality in the signals measured is calcu- T.he Barkhausen noise signal was registered by a 12-bit
lated. In Ref[15], the authors use a dimension defined as th@\/D card (KIETHLEY-DAS 58) allowing to record up to
slope of the function IN(m)] versus In), wherem is the 1516 sample points measured with sampling frequencies

increment of the magnetization caused by the increase of ti\?p to 1 MHz. Data acquisition and the analysis were done
magnetic field andN(m) is the cumulative number of data | i the help of a PC computer.

that have the value larger than a given The Minkowski- Since the Barkhausen effect is observed only for fields

Bouligand dimensiomyg used in[5] is defined asAyg  (lose to the coercive point, as the sample is magnetized
=lim,,_o[In N,/In(1/7)], whereN, is the smallest number 5jonq the hysteresis loop, BN is seen as characteristic “pack-
of disks of diametery needed to cover the graph of the gs of noise superimposed on the driving wave form. In
signal analyzed, plotted as a function of the time. fact, here the driving component was filtered out through a
The surrogate data methddé] is applied below(Sec.  gimpleRC passive filtelrelaxation timer= 2 m9 so that the
[Il C) to show that the low values of correlation dimension Ofonly signal recorded was the medium and high frequency
the BN signal cannot be treated as simple artifacts and therggarkhausen noise. Several packets of the Barkhausen noise
fore, supports the argument for determinism in themeasyred in this way are shown in Fig. 2. For each period of
Barkhausen noise. the driving field two packets of BN were observed. Conse-
quently, alternating packets corresponding to opposite phases
Il THE EXPERIMENT of the dri_vi_ng figld were obtained. Because_: of the symmetry
of the driving signal there should be no difference between
The experimental setup to measure BN is shown in Fig. 1those groups of packets. Nevertheless, the irreversibility of
The nature of the experiment requires high precision meathe magnetization process cycle can break the symmetry so,
surements of tinymicrovolt) signals and this is the reason for further analysis, only fragments with the same drive field
for using a very simple configuration with an open magneticphase were taken.
circuit and a single pick-up coilno compensating coil The above method of measurement gives the possibility to
Assuming that Barkhausen noise may exhibit a stochastiobtain a sequence of samples of the noise that can be con-
character due to defects and impurities it is expected that, isidered as measured in identical experimental conditions.
amorphous materials, Barkhausen domain wall jumps shoul@his allows the application of statistical methods to the data.
be definitely more random than in any crystalline material. The data were obtained with sampling frequencies from
Therefore, when looking for a nonstochastic explanation ofLl00 kHz to 1 MHz. The frequency of the driving field was
the physics of the effect, amorphous samples are more suit-aried from 0.5 to 50 Hz and several values of the amplitude

ferromagnetic amorphous ribbon
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fier had to be much wider. The second difference was that

1150 (V] the driving field had a sinusoidal form and together with the
low frequency component of the measured signal, it was fil-
tered out at the input of the amplifier. In fact, what was

MWW observed here was only the medium and high frequency
component of the induced signal. At a high rate of the driv-

-—-MW«WWW— ing field, the output signal has no longer the shape of sepa-
rated individual Barkhausen pulses and is more similar to an
avalanchelike phenomenon with overlapping events. The
shape of a single BN packet shows some self-similarity in
the sense of the occurrence of characteristic patterns in dif-
ferent scales but also a mutual similarity between different
packets can be easily seen.

Ill. BARKHAUSEN SIGNAL PROCESSING

Pick-up coil voltage [nV]

The analysis of the data consisted of power spectra and

I“ ” ﬂ correlation dimension calculations.

A. Power spectra analysis

The power spectra were calculated using the standard fast
Fourier transform(FFT) algorithm[19] for 8192 data points.
In general, the power spectra of a finite time series calculated
by means of the FFT algorithm are often deformed due to the
convolution of the transform of the signal and of the rectan-
gular time window. The problem is usually solved by form-
ing the data into the shape of a window with both edges
FIG. 2. Barkhausen noise measured in the experiment. Thél€creasing to zero. As the amplitude of the signal of the BN
packets of BN are extracted from the same time series and are in tieackets seen in Fig. 2 tapers off at both ends and forms a
same phase in relation to the driving wave form. naturally windowed shape, no additional windowing was
performed. Figure 3 shows an example of the power spectra
were applied. Both the amplitude and the frequency of thdor @ single BN packeta) and the average over the spectra of
field influenced the level and the quality of the signal mea-20 BN packets(b). In the case of the averaged spectra the
sured so, finally, the frequency 10 Hz and the amplitude ofl/f“ behavior is well visible witha~0.9. The slopes of the
10 V were chosen as conditions for the experiment. Thes&Pectra were obtained by a linear fit of the chosen fragments
conditions gave a high level of the Barkhausen noise signd?f the log-log plot. A weak dependence of the slapen the
in comparison with both the white apparatus noise and th@mplltude_ of .the driving field was found and the results are
low frequency signal coming from the driving wave form. depicted in Fig. €).
The sampling frequency was set to 200 kHz so that, with 1
% 10P Samp|e points, 50 periods of the driving wave form B. Correlation integrals and correlation dimension
were recorded and 100 packets of BN signal were obtained, The correlation dimension calculation method was pro-

each of them having an effective length of about 8000 POi”t?Josed in 1983 by Grassberger and Procaf2@]. The au-
(40 ms. The packets were separated by about 102890  thors used the delay coordinate reconstruction of the attractor
pointg during which no signal was seen. These fragment§om 3 time series due to Takef&l]. Consider a sequence

were related to the saturated state of the sample or to the N points of a sampledgenerated, iterated, etsignal:
processes that were so slow that they did not give

Barkhausen pulses. The left sides of the BN signal packetdx}={x(0),x(7),x(27),...x(i7),...}, i=0,1,...N—-1.
(see Fig. 2 represent the departure from saturated states and (h)
the creations of domain structures. The right sides are related
to the annihilations of domain boundaries and the attainment qm such a time series we can construchadimensional
of saturated states at the opposite side of the hysteresis l00ghace using the vectors
The middle parts of the packets exhibit large pulses due to
the fully developed domain structure. -

Comparing the above method of Barkhausen noise mea- Xi = (Xi X Lr X 2L po - X (m-1)L7), @
surement with the methods used by some other authors two
main differences should be pointed out. The first is that, herewhereL is a constant determining the time lag in the recon-
the driving field was changed distinctively fasteompared struction andm is the dimension of the reconstructed space
to [5—7] but consistent witj11—-13) and this resulted in a (the embedding dimensi@n
stronger output signal, therefore the amplification required The correlation integrals for the vectd®® are defined as
could be smaller although the frequency range of the amplifollows [20]:

0 5 10 15 20 25 30 35 40
Time [ms]
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FIG. 4. (a) Correlation integrals for a sample BN packet for the

FIG. 3. (a) Power spectrum of a single packet of the Barkhauserbmbedding dimension varie@om the top from 1 to 20.(b) The

noise.(b) Average power spectrum obtained by averaging the Speczqre|ation dimension as the saturation of the values of slopes of the
tra of 50 BN packets. The spectra yield the slape0.9.

curves.

N
C(e)= lim %EE O(e—|%—%]), (3 m=2d.+1. (5)

In this work, the statistic€(e) were performed for 500

where®(x) is the Heaviside function. values ofe and they form an exponentially increasing se-
The correlation dimensiod, is then defined as guence. This assures a uniform distribution of points in the
logarithmic scale. The correlation integrals for a single BN
InC(e) packet form varying from 1 to 20 are shown in Fig. 4. The
dc= I|m0 Tn(e) (49 number of points taken for the calculations wss- 6000.

The reconstruction was performed for the points taken from
) ] ] the central part of the packéstarting from the point 1000

In practice[22], to decrease the linear correlations be-5nq discarding identical lengths of data at both ends. The
tween neighboring points the summing in Eg) is limited  5c5)ing areas of (¢) marked by horizontal lines on the plot
to [i—j|>T, whereT is small. The proper choice of the give a good saturation af, and rule(5) is fulfilled well.
parameterT improves the linearity of the correlation inte- In order to find good scaling regions on thgs) curves
grals. - . o _and also to choose the values of the parameteend T

The definition(3)—(4) is impractical in the case of experi- qgitional calculations were made. FigurécBrves ) shows
mental data that are often too short to estimate the Init 4 variability of the correlation integrals with changed

—o0, Also thg .IimitSHO_ is unobtainablg due to noise, in- from 1 to 58 and with the embedding dimension held
accuracy or.f|.n.|te r_esolutlon of the experimental data. Therez,nsiant. The curves Il and Ill in the graph correspond to the
fore the definition is replaced by shuffled and phase randomized déaplained further in the
text). The results of a similar procedure are seen in Fig. 6
:A InC(e) @) but, there, the parameter changed idn both cases one can
€ Alne observe regionfnearly the samewhere correlation integrals
seem to be independent of the parameters varied and these
so thatd,. is the value of the slope @ (&) in the range of its common regions were chosen for determinthg The tun-
linear behavior. ing of parameterd andT requires the choice of the curves
The correlation integrals are calculated for changing C(e) of the best qualitythe least deviation from linearity at
from 1 to somem,,,, and in the case of deterministic chaotic small £). Of course, while plotting curves with varying,
data are expected to saturate withfor one should know the proper value Bfand vice versa, so the
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FIG. 5. Correlation integrals for a single Barkhausen noise FIG. 6. The same as in Fig. 5. Here the only parameter changed
packet calculated with the same parameters except ftrat as-  is T, which assumes the values 1, 2, 4, 8, 10, 20, 30, 40, 45, 50, 55,
sumes the valuedrom the top, in each figuje1,4,7--58, respec- 60, 65, 70, 75, 80, 90, 100, and 200, respectively.
tively. Plots for two values of the embedding dimensior6 and
m=12 are shown for comparison. Curves |, Il, and Ill correspond . . . . .
to the original, shuffled anz phase randomized data, respectif)/ely.rlght side but the overall behavu?r Of_ﬂd% 'S, rather compll-_

cated. The results for the sweeping time window are depicted
best results were seen after a few iteration steps of the abovie Fig. 7. The time window of lengttN=3000 points was
procedure. By this method, the values of the paramaters shifted with increments equal 400 points, and the time series
=4 andT=40 were chosen. analyzed included several packets of the BN. Here the slopes

Another method of estimating the proper value lof  of C(g) calculated form from 1 to 20 are plotted as func-
based on the properties of the autocorrelation funci®8]  tions of the position of the center of the time window. The
was also tested. It suggested values of the lag about twicg&reas where the plots are close to each other, where a
higher. However, the use of such a lag resulted in a strongood saturation wittm occurg and having a low value of the
deformation of the correlation integrals for large On the  estimation errofindicating a good scaling o€(&)] may be
other hand, we found that the slope of tki¥e) curve considered as characterized by well determined values of the

changed significantly only for lags larger than 20. correlation dimension. The other fragmeriespecially the
To make sure that the number of points used for the respaces between packeshould be treated as stochastic.
construction is not too small, calculations with=1500,N The asymmetry of the signal can also be seen in the

=3000, and\ =28 000 were also performed. In the two first shapes of the packets. Its left sides seem to contain more
cases data sets were obtained by taking every fourth arshall variations of the signal and have more complicated
every second point from the same area, respectively. To olstructures than the right edges, where the transitions to the
tain the 28 000 points mutually corresponding fragments obaturated state are faster and more visible. This suggests that
five packets were composed into a single time series. In ewhe transition from the saturated to the not saturated state
ery case the values af, were very close but the quality of may be more complex than the transition in the opposite
the scaling areas of(e) and the saturation ofl, were direction. A relevant discussion considering the existence of
somewhat worse at lowéN values. the nuclei of the domain walls as crucial for the reproduc-
As the BN signal is strongly nonstationary, the value ofibility of BN patterns may be found if13]. The authors

d. calculated here should be treated as some average. Thaggest that the features of domain wall motion remain de-
relatively good quality ofd, obtained for small data sets terministic as long as there is no nucleation or annihilation
prompted us to use a time window. Calculations with the usgrocesses. In our experiment both phases are present at each
of sweeping time windows were performed and it was foundmagnetization reversal. From the observations here, it ap-
that the correlation dimension is not constant for any fragpears that the process of domain nucleation is more random
ment of a BN packet. In general, the correlation dimensiorthan that of annihilation. This is borne out by the poor qual-
on the left side of a packet is higher than that obtained on thiy of scaling of the correlation integrals at this phase and by
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Slope of C(z)

...... T e e e B e e e e |
0 10,000 20,000 30,000 40,000 50,000
Position of the center of the window [points]
FIG. 7. The results of the calculation of correlation dimension using a time window with I&hgB000 points, shifted with increments
equal to 400 points. The corresponding BN signal is shown above. The errors are estimated as the error of slope calculation fon.maximal

the corresponding lack of saturation of the correlation di-wherek=1, ... mis the index of a BN packet.
mension itself. The creation of domains may be dependent This kind of reconstruction can be interpreted as a case of
on the amorphous structure of the material but after the dof2) but with L equal to the period of the driving fielthere
mains are created they seem to evolve deterministically. about 20 000 poinjs The resultdFig. 10) are again consis-

A comparison of the correlation integrals for different

packets of the BN signal was made. Figure 8 depicts the 0.0
C(e) curves calculated for the same embedding dimension _20_'
and with the same parameteds L, andT but for the data -
from first 20 BN packets. No systematic differences can be 4.0 —
seen between the curves, so they can be treated as fluctua- O 8
tions of some stable solution. Therefore, using the common Q60 m=6
scaling areagchosen as described abgwa all 50 packets = 3.0_'
with dimensionsm from 1 to 20 the average slopes were i
calculated and the average value of the dimensjdg: was -10.0
specified[Fig. 9a)]. Here the error bars can be easily intro- 7
duced as the standard deviations of the slopes of the curves. -12.0 7 | l | | | |
The histograms o€ (&) slopes for differenm are shown in 10 20 30 40 50 60 70
Fig. 9b). A somewhat worse saturation ¢d;) than in the Ine)
case of calculations for a single BN packet may be explained
by the fact that there is a group of BN packets that exhibit
worse saturation ofl, with m. This group is well visible in 0'0__
histograms for highm. 204
The measur€d.) described above was used to analyze 8
BN signals obtained with different values of the amplitude of 4.0+
the driving wave form. The results are shown in Fige)&nd @_6 0 ]
are compared with the values of slopes of the averaged g 4
power spectra. For the lower values of the amplitude, it was 8.0
difficult to estimate(d.) because the linearity o(e) §
curves was poor and the saturationcyf was hardly seen. -10.0 7
This suggests that the signal obtained with low sweep rate is 120 i
more stochastic. A similar conclusion has been four[d 8. o 20 30 40 5'0 elo 7'0
Another way of estimating the value af, as a global ' ’ ' ) ’ ' In(é)
measure is a reconstruction considering many BN packets in
one Ca|cu|ating procedure. For this purpose the Ve((@)rs FIG. 8. Correlation integrals calculated for 20 different packets
were replaced by of the Barkhausen noise. The calculations were performed with the

same parameters for each curkes 4, T=40, N=6000. For com-
R 1.2 K parison, the results for two values of embedding dimension6
Xi= (X X5 Xi ), (6) andm=12 are shown.
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rl' _ FIG. 10. The same as Fig. 4 but for the globally reconstructed
—l'l m=4 attractor. Here the reconstruction vectors used are defined by Eq.
m=2 ©).
| ' T ' | ' | ' |
1.0 20 30 40 5.0 bedding was very close to the average obtained for the BN
Correlation dimension packets. We also obtained only a small scatter between cor-
relation dimension values for different packets. Given the
c) relatively small number of data points used to calculate the
Power spectrum slope <d> correlation dimension, these are strong indications that the
-0.80 — 0 r 4.0 trajectory of each BN packet of the system follows the same
. A A attractor. The opposite and quite conceivable situation would
-0.82 — r be if the full saturation of the sample at one of the BN packet
7 L35 and the domain nucleation at the beginning of the next one
-0.84 1 C changed the dynamical state of the system. Then, however,
0.86 i - one would expect a different value of the correlation dimen-
haaal [ 30 sion at each magnetization reversal cycle, which is not the
088 — r case here.
V=T 7 71T T T T T 1 25 C. Surrogate data

1 2 3 4 65§ 6 7 8 9 10

Driving field amplitude [V] In 1992 Theileret al. proposed a statistical approach for

identifying nonlinearity{ 16] in a time series. The first step is

FIG. 9. (a) Correlation dimensior{d,) obtained by averaging the preparation of surrogate dat8UR) sets that preserve
the slopes ofC(e) (see text for details For each embedding di- specific properties of the origingexperimental data with
mension the slopes of 50 curves were avera@i@dHistograms of ~ other parameters randomly changed. The same method of
the values ofC(¢) slopes for different embedding&) Dependence data analysis should then be applied for the original and the
of (d;) and power spectra slopes on the amplitude of the drivingsurrogate data sets. If the difference in the results is signifi-
field. cant, it means that the chosen method of analysis is sensitive

enough to distinguish original data set from its surrogates.

tent with the values ofl. for a single packet using the stan- Otherwise, the result for the original data set should be
dard delay reconstruction. treated as artificial and, therefore, should be rejected. A spe-

In spite of the presumably stochastic domain nucleatiorcial case of surrogate data method is testing for determinism.
phase of each BN packet, the above embedding techniquehas been showfi24] that stochastic systems with power-
indicates that the nucleation process mainly defines the inlaw spectra may mimic deterministically chaotic behavior
tial condition. The correlation dimension for the global em-because their correlation integrals show scaling witind a
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Signal amplitude [arb. units]
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Time [ms]

FIG. 11. Surrogate data sets: shuffléd and phase randomized
(c) compared with the original data s.

saturation of the correlation dimension is seen. The SUR
method applied in such case leads to the rejection of such a
result as an artifact.
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In our work, the surrogate data method was used for the | | l | |
measured Barkhausen noise in the context of the estimation 00 10 20 30 40 50 60 70
of correlation dimension. Two surrogate sets were produced. Ine)
The original signal was first randomly shuffled, so that its

=TI ’ - 8.0
probability distribution(mean and variance of the original .
datg, was preserved, with the frequency distribution and cor- 707
relations randomized. The second surrogate set was obtained 6.0 7
by a phase randomization of the original data. A BN packet 50
was transformed by the FFT algorithm, and the amplitudes dg 4.0
A, andB,, corresponding to sine and cosine components of 3.0
the transformation were obtained. Then the amplitudes were 20+ g
replaced byA/=\AZ+B2 sing and B, = \/A2+B2 cose 107 o
where ¢ is a random phase. By using the inverse FFT pro- (U ot S B
cedure, the surrogate data set was obtained. In this case the 0 2 4 6 8 10 12 14 16 18 20

preserved parameter was the Fourier spectrum but the prob-

m

ability distribution was changed. The surrogate data sets are F|G. 12. Correlation integrals for surrogate data ¢atshuffled
shown in Fig. 11 in comparison with the original BN packet. and (b) phase randomizedc) The same as Fig.(8) (dot§ com-
It can be seen that phase randomized datmve c) retains  pared with the results for shuffled daf@iangles and phase ran-
some of the original datécurve a) while the shuffled set domized datdsquarek
(curve b) is much more different. For both SUR sets the
correlation integrals were calculated in the same way as for Way as to obtain a visual similarity with the original BN
the measured Barkhausen noise. The tuning of the paranfackets but they also did not lead to any scaling behavior.
etersL andT was performed in the same way as for all BN
packets, but now the slopes of tlige) curve seemed to be
weekly dependent on these paramefsee Figs. 5 and)6
Therefore the calculations of the correlation dimension for We have proposed a method of analysis of the
the surrogates were made with the same parameters as for tBarkhausen noise measured in an amorphous ribbon. The
BN data. The resultgFig. 12 for both cases of surrogate measurement method differs from the methods usually used
data differ significantly from the results of the original data. (cf. [5—7]) because we have chosen a higher frequency of the
No saturation ofl., is seen, so both ways of data randomiza-driving field and we have centered our attention on the me-
tion were detected by the method used. We may concluddium and high frequency parts of the signal obtained. An-
that both SUR sets have lost the nonlinear properties of thether new feature was the long-time observation of the mag-
Barkhausen noise signal. Of course this result cannot beetization processes. By increasing the measurement time to
treated as a rigorous proof of the determinism of Barkhausemany periods of the driving field, we could apply a statistical
noise but the necessary condition has been fulfilled. approach to the signal that is locally nonstationary: we could
Looking for sources of artifacts we also produced surro-compare different fragments of the signal having the same
gate data sets in the form of random signals modeled in sugbhase of the driving wave form. This approach implies a

IV. DISCUSSION
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kind of stationarity that cannot be found in a signal comingprocess to initial conditions: each domain nucleation occur-
from a single cycle of magnetization reversal. Although eaclring at the beginning of each packet results in a different
individual packet of the BN signal represents a nonstationarglomain structure. On the other hand, two results should be
process, by repeating the magnetization reversal many timegonsidered togethefa) the value of the correlation dimen-
we obtained a signal that may be treated as stationary. This &0n obtained from the global embeddifigg. (6)] is consis-
borne out by our numerical experiments described above, ifent with that of the individual BN packets, afio) a 28 000
which we computed the correlation dimension of a time sefoint time series formed of five consecutive packets yields
ries constructed of 28 000 data points extracted from sever&ISC @ correlation dimension very close to the values ob-
consecutive packets. The value @f obtained in this way tained for individual packets. Both results indicate that a BN

was very close to that obtained for the individual packets an ttractor exists: th? domain nucleatlo_n process produces dif-
the quality of the calculation was not inhibited by this pro- erenF initial conditions but the dynamlc;al §tate of the system
cedure remains the same from one magnetization reversal to the

The analysis method was based on the calculation of th ext. Our conclusion goes beyond the results founflin-

correlation dimension, which is one of the fractal measures.3] where rgprodUC|b|I|ty Of. the BN S|gnal was found for
ow sweeping through a minor hysteresis loop. In our case,

However, the values of the dimension obtained in the preserﬂi ; ¢ the d . inilati h
work should not be compared with the results of other re- € experiment encompasses the domain anniniiation phase.

search[5,15] because they used specific definitions that al_grther_n}ore, the artghurr?ent Oft ;epIOdUCib]jliE/ given[ihl—d _
ways lead to low values of fractal dimensions. | mainly concern the largest features of the measured sig-

The scaling behavior 0€(s) and the saturation of, nal. The correlation dimension, on the other hand, is ex-

with increasing embedding dimensions reflects low dimen_tremely sensitive to minor details of the signal as a function

sionality. The results are similar for many BN packets ana?r:c time. R%pm%umblllt)gpf trt“? caqrr?aﬂonf (;i;]mensmndca.rg)'??
the statistics on the slopes of ti@{e) curves were calcu- us considered as a girect indication ot the reproductbriity

lated to obtain an estimation of the average value of thé)f the dynamics of the BN process.

: : : ) Finally, we note that the amplitude of the BN signal is
correlation dimension. The low value df leads to the'con .g]aximal for the middle part of the hysteresis loge., the

caused by a deterministic process. The surrogate data te qntral parts of the packe}tand tapers off "’}t the saturateq
does not imply the rejection of this hypothesis. Moreover,s ates. For such a specific shape of the signal the obtained

the effect of determinism observed in this experiment wa value ofd. should be treated as a certain average value. We

shown not to be an artifact due to a limited number of datd'2"¢ perfor med an observation of the packets of BN with
points. sweeping time windows. The results indicate that the values

We propose that the low dimensionality of observed BNof d. obtained from different parts of the sign@ifferent

signal can be explained by the fact that there are only a fe h?ses OT the rr]nagnetlzatlon proc)efaxlya dlfflergnt.dThlst ef-
domain walls in the area of activity of the pickup coil. The ect requires, however, very careiul analysis dué 1o very

domain walls move only in the plane of the ribbon and thesmaII data sets involved and will be the subject of a future

walls interact through long range magnetostatic forces. ThuBaPer:
the number of degrees of freedom of the whole domain struc-

ture is limited and this results in the low value of the corre-

lation dimension. The spread of the values of the correlation This research was supported by Warsaw University of
dimension obtainefisee Fig. %)] may be explained as be- Technology Grant No. 503/051/070/1. Discussions with Pro-
ing the result of the sensitivity of the domain nucleationfessor Andrzej Sukiennicki are gratefully acknowledged.
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