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We present a survey of pattern formation in electroconvection of the nematic liquid cdystalyl-2-
fluoro-4’-[2-(trans-4-pentylcyclohexyl)-ethyl] biphenyl52) as a function of three control parameters: the
applied voltage, applied frequency, and electrical conductivity of the sample. The patterns are dominated by
oblique-roll states. Over the lower range of conductivity, the initial transition is a supercritical Hopf bifurcation
which leads to four degenerate modes: right- and left-traveling zig and zag rolls. For higher values of the
conductivity, the primary instability is a subcritical bifurcation to a single set of stationary oblique rolls. The
convecting states exhibit a rich variety of patterns as a result of the interactions between the four modes,
including states of spatiotemporal chaos and localized st88663-651X98)08301-9

PACS numbes): 61.30.Gd, 47.54cr, 47.52+j), 47.20—k

I. INTRODUCTION defect chaog11,16, chaos at onsgtl7,1§, and localized
stateq10,18,19.
Convection in a shallow horizontal layer of éotropic Many of the interesting features of anisotropic systems

fluid heated from below is well known as Rayleighszed  are the result of patterns formed by the superposition of a
convection(RBC) [1]. It has been used extensively for the Small number of plane-wave modes whose wave vectors
study of a great variety of pattern-formation phenomgzja  form nonzero angles with respgct to the director, i.e., oblique
For RBC, an infinite number of wave vectors, correspondingolls. Because the orientation of defines an axis but does
to all convection rolls with wave-vector modullisand hav-  not distinguish right from left along that axis, we chose the
ing all possible orientations, acquire positive growth rates afollowing convention to describe plane-wave oblique rolls.
a critical value of the control parametén this case the As shown in Fig. 1, we took the axis parallel ton, with the
temperature difference across the sampléus the patterns z axis perpendicular to the plane of the sample. We chose to
that form have no preferred orientation unless one is imposedescribe the patterns using wave vectRrsith positive x
by an inhomogeneity of the experimental cell. Complemencomponents, as shown. Patterns with ® < /2 are desig-
tary to this case is electroconvection in a thin layer of anated zig rolls, and those with 7/2<® <0 are designated
nematic liquid crystal, a paradigm for pattern formation inzag rolls. Here® is the angle betweek and the positivex
anisotropicsystems 3—6J. axis. (Note, the standard nomenclature e 0 is to refer to
Nematic liquid crystal molecules have an inherent orien-such patterns as normal ro)lhere is nothing in the system
tational order relative to each other, but no positional orderthat can serve to distinguish zig and zag states with the same
and the direction parallel to the average molecular alignmenjk| and|®|. Consequently, such states must aquire a positive
is referred to as the directar [7]. A properly prepared growth rate at the same value of applied voltage, and for this

sample can have oriented uniformly along a particular axis '€ason, we refer to them as degenerate. It isrthwelinear
in the plane of the fluid layer. This case is known as planafhteractions betweedegeneratezig and zag modes which
alignment. An ac voltage of amplitudé and frequencyf is  'ead to a rich variety of interesting phenomefial3,14,
applied across the sample using transparent conducting films

on the inner surfaces of the glass plates. For certain nematic

liquid crystals, there is a critical valué. of V for which a Y
transition from a spatially uniform state to a convecting state

occurs. The nature of the convection pattern depends on the
electrical conductivity of the sample. In order to achieve suf-
ficiently high electrical conductivities, pure liquid crystals

must be doped with ionic impurities. The pattern generally
will have a specific orientation relative fobecause only one I
or a small number of wave vectolks acquire a positive
growth rate alv,. Interesting new bifurcation phenomena FIG. 1. The conventions used to defi®efor zig and zag rolls

involving the orientation of these modes relativeniaas well  gre jllustrated here. Theandy axes are in the plane parallel to the
as pattern-formation phenomena above threshold involvinglass plates of the electroconvection cell, and the director is along
nonlinear interactions between the modes, can occur. A greg@ie x axis. The positivex direction has been chosen to be to the
variety of spatiotemporal structures has been observed, inight. The thick lines represent plane-wave oblique rolls, and the
cluding time-independent rol[8,9], traveling wave$9—15), dashed arrows represent the wave vectors of these rolls.
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including spatiotemporal chaos at onset.

For electroconvection in our samples of the nematic liquid
crystal 4-ethyl-2-fluoro-4-[2-(trans-4-pentylcyclohexyl)
-ethyl] biphenyl (152) with an electrical conductivity 0.8
X10 8<0,<1.8x10°% QO ' m ! (o, is the conductivity
in the direction perpendicular 1), we found that the initial

o = mmm—
instability is a superc_rltlcal H_o_pf bifurcation, le., a continu- imaging Nikon Camera
ous and nonhysteretic transition to a state with a charactel  system ™ | || Lens

istic frequencyw.. The bifurcation yields an oblique-roll -
state which involves four degenerate modes: left- and right
traveling zig and zag roll§14,20. At higher conductivities,
the initial bifurcation is to a state of stationary zig or zag
rolls. In this paper we report on a surveyranlinearaspects
of the system, namely, the patterns observed above onse¢
These patterns can be attributed to interactions betwee
some or all of six modes: stationary, left-traveling, and right- lower
traveling zig and zag rolls. lens 5
There are a number of reasons for studying the nonlineg Temperature- "

. . . . Control Stage
patterns exhibited by electroconvection in 152. First, lihe
ear properties of this system\(;, k., and w.) have been
explained guantitatively by the weak-electrolyte mojdd]
of electroconvection and are discussed in detail elsewher
[20]. Since the initial instability is supercritical over a wide
parameter range, solutions to coupled Ginzburg-Landal
equations derived from the weak-electrolyte model shoulc

guantitatively describe much of the rich behavior of this sys- light

tem above but close to threshold where amplitudes are sma source

Secondly, as the frequency of the applied voltage is in-

creased, the angle of the oblique rols, goes to zero as the FIG. 2. A schematic drawing of the apparatus.

square root of that frequency. The value of the frequency at

which ®=0 is referred to as the Lifshitz point. For our  The rest of this paper is organized as follows. Section I
samples of 152, the Lifshitz point occurred sufficiently abovegescribes the experimental apparatus and outlines the tech-
our experimental frequency range tHat=30° [20] in our  pigues used to analyze the images. In Sec. Ill we present the

experiments. So far as we know, this value@fis greater  regyits, and Sec. IV contains a summary and suggests some

most likely source of the novel patterns we observed.
Among the patterns are three different examples of spa-
tiotemporal chaos. For the purposes of this paper, spatiotem'—" EXPERIMENTAL METHOD, IMAGE ANALYSIS, AND
poral chaos refers to deterministic patterns with unpredict- FLUID PROPERTIES
able spatial and temporal variatio2]. We considered The electroconvection apparatus consists of a shadow-
patterns to be examples of spatiotemporal chaos if their cofgraph apparatus for visualization and a temperature-
relation length was significantly smaller than the system sizeontrolled sample stageee Fig. 2 The shadowgraph appa-
and their correlation time was finite. This is a relatively looseratus is a modified version of the one described in R2d].
definition of spatio-temporal chaos, and further work is|t consists of two parts: a light source mounted below and an
needed to fully characterize the examples discussed in thignaging system mounted above the sample stage.
paper. One of the examples is a structure that is localized in  The light source is a 660-nm light-emitting diode coupled
the direction perpendicular to. We refer to this pattern as into a 50um diameter optical fiber. The optical fiber is 2 m
“worms” because of its spatial and temporal appearancdong with a numerical aperture of 0.22. The light is con-
[18] (see, for example, Fig.)7The other two examples of verted into a parallel beam by a 10-mm-diameter achromatic
spatiotemporal chaos are “extended” states, i.e., the pattertens with a 20 mm focal length. A dichroic sheet polarizer is
fills the sample. One consists of four degenerate travelinglaced between the light source and the sample cell and can
modes with amplitudes which vary irregularly in space andbe rotated with respect to the cell.
in time. It occurs at a primary supercritical bifurcatifgh]. The imaging system consists of two lenses and a charge-
The other involves six modes, and occurs for values/of coupled devic§ CCD) camera which are mounted in a 1.2-
well aboveV, via a secondary bifurcation. Another interest- m-high aluminum tube. The lower lens is a 20-mm-diameter
ing aspect of this system is the existence of a secondargchromat with a 52.7-mm focal length. This lens is fixed in
bifurcation from a single set of stationary oblique rolls to aplace 6.63 cm above the cell. The second lens is a Nikon
pattern which is the superposition nbndegeneratgig and  50-mmf/1.4 camera lens. The Nikon lens and CCD camera
zag rolls, where nondegenerate refers to the fact that the rofire mounted on separate movable carriages. The design of
states have different values [#|. the carriages allows the relative position of the Nikon lens
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lar iodine[24]. We measuredr, for each sample as a func-
tion of applied angular frequency). Here o, (Q)
=(d/A)R4I1(Q)/V(Q)] wherel () is the measured com-
plex current in response to the appligd(2), d is the cell
thickness, andh is the area of the electrode. We used two
methods to measuie, . One employed a standard capacitor
bridge and lock-in amplifier to measure the real and imagi-
Electrortc nary components of({). The other was described in Ref.
[15]. The accuracy of our measurementsof was approxi-
mately 2% and was limited by difficulties measuriAgand
d. However, for a given cell these quantities are fixed, and
we were able to measure changegrinwith a precision of a
few tenths of a percent. A detailed discussiornugf and its
FIG. 3. A schematic drawing of the temperature-controlled stagdrequency dependence is given in REf3|. There is a strong
containing the sample. frequency dependence aF, as (—0, but for Q/27
>25 Hz, o, is constant within the limits of our measure-

and CCD camera on the one hand and the position of thB1€Nts. For the results reported here, the values ofvere
Nikon lens and camera as a unit on the other to be adjusté@i®asured usin@/2r=25 Hz. _
independently. The combined magnification of the two The conductivity of an |nd|v_|dual cell could be varied by
lenses ranges fromxd to 20x . The image is digitized using UP t0 @ factor of 3 by changing the temperature over the
an 8-bit gray scale, and divided pixel by pixel by a referencdange 44 °C—60 °C. Cells with different values @f for a
image which is taken below the onset of convection. Thegiven temperature were obtained by varying the amount of
image division removes most of the inhomogeneities in thdodine used to dope the 152. In addition, a small linear drift
optics. For display purposes, the divided image is rescaled tt the conductivity with time meant that different values of
cover the range 0—255. For numerical analysis, the unscaled. at a fixed temperature could be studied for a particular
divided image is used. cell. Comparing the results from different cells and at differ-
The sample stage is shown in more detail in Fig. 3. It isent times showed that the observed series of transitions de-
mounted on arx-y translation stage with 1m resolution. ~Pended primarily on conductivity rather than on temperature.
This permits the selection of a particular part of a largeHowever, the actual voltage at which each transition oc-
sample for detailed study. It also allows the calibration of thecurred was often temperature dependent. We believe this is
magnification of the shadowgraph system by imaging a refthe result of other material parameters, particularly the an-
erence object in two lateral positions with a known relativeisotropy of the dielectric constant, changing with tempera-
displacement. The stage consists of a 9.78-cm-diameter altdre. For this reason, data taken for different temperatures
minum cylinder of height 6.78 cm and wrapped with 0.64 cmbut having the same conductivity are not quantitatively com-
of insulating foam. The cylinder is split approximately along pParable.
its horizontal midplane, and near its center it contains a cav- TWO important material parameters a¢g=¢€— €, and
ity which holds the sample. To allow for illuminating the 0a=0|—o, Wheree (o)) ande, (o) are the principal
sample from below and viewing it from above, there is acomponents of the dielectric constaiebnductivity tensor
1.40-cm-diameter hole along the axis of the cylinder. Theparallel and perpendicular to the director. For 152 in the tem-
hole is closed at the top and bottom with glass windows tgoerature rangé =44 °C—60 °C e, was previously measured
reduce or avoid convection of the air within it. A 0.318-cm- [15,25 to range from—0.03 to 0.
wide and 2.54-cm-high circular channel with an inner radius We measuredr, directly, but did not measure, . There-
of 3.56 cm is located with its midplane at the midplane of thefore, to determiner, , we inferredo, /o, from comparisons
aluminum cylinder. This channel surrounds the sample cavbetween the predictef@0] value ofV, for zero applied fre-
ity. Temperature-controlled water flows through it and pro-quency and the zero frequency limit of the measured values
vides a temperature stability of the aluminum block ofof V.. The zero frequency limit of the measurements was
+1 mK (rms). The upper limit to the operating temperature determined by extrapolating the data far27=25 Hz. For
of the apparatus is around 70 °C. the conditions of our experiments, the weak-electrolyte
The cell thicknessl was set by Mylar gaskets and was model[21] and the calculations in Refi4] predict the same
uniform to 0.5um. The observations reported here are fromvalues forV., so either calculation can be used. However,
four different cells with spacings of 2&m, 28 um, the comparison with the prediction &f; is only valid for
30 um, and 54 um. We will refer to these cells as cell 28-1, parameter values for which the primary bifurcation is known
28-2, 30, and 54, respectively. It is necessary to distinguisho be supercritical. Therefore this method is valid over the
nominally identical sample€28-1 and 28-P because of entire range of temperatures only when a sample is suffi-
variations in the electrical conductivities of the samples. Theciently doped such that, =0.7x10°8 Q ' m * forall T
planar alignment was achieved with rubbed polyimide layergsee Sec. I). This limited our ability to determine the mag-
that were spin coated onto the slides. Further details of theitude of o,. However, using a sample with a sufficient
cell construction are discussed in REZ3]. level of doping, we foundr,/o, >0 over the entire tem-
To achieve the required electrical conductivities, the nemperature range. Presumably, the sigrogf o, is not depen-
atic liquid crystal 152 was doped with 2% by weight molecu- dent on the dopant concentration; thus we assumeothig
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TABLE I. Summary of modes.

Range of angle®)

Mode Representation between director &nd
Stationary zig A(x,t)cogk-x+ @(x,t)] 0<O<7/2
Right-traveling zig A(Xx,t)cogk-x— ot + ¢(X,1)] 0<O<7w/2
Left-traveling zig A(Xx,t)cogk-x+ ot + ¢(X,1)] 0<0O<7/2
Stationary zag A(x,t)cogk-x+ @(x,t)] —7/2<0<0
Right-traveling zag A(x,t)cogk-x— wt+ @(X,t)] —7/2<0<0
Left traveling zag A(x,t)cogk - x+ wt+ ¢(x,t)] —7/2<0®<0

positive for all of the patterngeven the localized ones for 152, respectively. This formula is based on geometric optics
0,<0.7x10°8 Q" m™1) reported on here. For a discus- and derived in Ref[28].
sion of the other properties of 152, see footnote 25 of Ref. Demodulation was used to study the states of spatiotem-
[20]. poral chaos for which the behavior Af,(x,t) is of particular
The patterns consisted of superpositions of roll-likeinterest. Demodulation consists of performing the space-time
modes each of which can be written as(x,t)cogk,-x  Fourier transform of a time series of images and setting the
— wt+ ¢n(x,1)], wheren labels the modes. Hetg, andw,, F_ouner transform to zero eve_rywhere except for a sma_ll re-
are the wave vector and the angular frequency of a giveion around thek, and w, of interest. The inverse Fourier
mode, andk= (x,y) is the position vector in the plane of the transform of thIS'mOdIerd function is a complex function of
fluid layer. TheA,(x,t) and ¢,(x,t) are the slowly varying space and tme. lts real part corresponds to

amplitude and phase of the pattern that describe variations dbﬁn(x,t)cos{kn- X~ wpt+$(x.1)], and its mpdulus IS 'thq de-
length and time scales that are large compared to those d IredAn(x,t). One can also demodulate single spatial images

fined by|k,| and|w,|, respectively. The six possible modes o find the amplitude as a function of position for the zig and

ag rolls without distinguishing between right- and left-
are listed in Table I. Having chosen theaxis parallel to the zag WiEhout distinguishing '9

: . o traveling states.
director, the angle betweéf, and the director is given by It should be pointed out that the shadowgraph method

®,=tan 'q,/p, wherep, andg, are thex andy compo-  ynder many circumstances is highly nonlin28], and that
nents ofk,, respectively. As discussed, we use the convenfor this reason the images seen in real space often can be
tion that states with angles in the range @ <m/2 are des-  quite misleading. We illustrate this in Fig. 4. The left portion
ignated zig states and those with-7/2<®<0 are shows a real-space image of a pattern §er0.066 ando,
designated zag states. Two roll states, labelechdyl and =10x1080Q ImL Hereez(v2/vg_1) is the reduced
n=2, are considered degenerate whgoy|=|w,|, |ki|  control parameter. The image gives the impression of a rect-
=|ko|, and|04]=]0|.

We analyzed the shadowgraph images using the Spect g —
densityS(k,w) (the square of the modulus of the space-time ittt bl ALELEL AT AL |
Fourier transform of the divided imagaVhen the time evo-  fiittatat bt bl A8 AL AL H

||‘_’i .

lution or only a snapshot at one time was of interest, the bt Etttotototttit oL,
transform in space only was used a8k, t) was computed. PSS EtItEbPtRt ottt it s
Occasionally, we may refer t8(k,t) as the “spatial power | GEEIEESEEEtEtEtEtIts

spectrum” of the image. When time-averaged amplitudes PSSttt

were desired, we would take the time averafik) of [T EEREREEERE

S(k,t). All transforms.were normalized S0 that Par.seval’s. indedefcbctedadede ’ -

theorem was obeyed, i.e., so that the variance of the image | NNSSSFSFSFSSSFSFRFFN

real space is equal to the total power in Fourier space. Thu P ¥ FSFSFESSFSSFTFH

time and space averagéa?) of the squares of the mode sfapapatafopafofeatede

amplitudesA,, could be obtained by summing the contribu- e e

tions toS(k) in the vicinity of the relevant peak. Wave vec- o _ _

tors were determined by calculating the first moment of FIG. 4. The left portion is a typical shadowgraph image result-
S(k), again using only the vicinity of the relevant peéiee, ing from the superposm'on of zig and zag obllgug rolls. It covers an
for instance, Refs[26,27). The correlation length and cor- &€& 0-5mm0.5mm in cell 28-2. For this imageg, =1.0
relation time for a given mode were taken to be the inverse<10 ~ € ~m *ande=0.066. The image gives the appearance of
of the width of the corresponding peak in the spectrala rectangula_r strl_Jcture, with dlfferc_ant chargcte_rlstlc length scalgs in
density. The amplitude of the variation of the direCtorthex andy.dlrectlons. The upper rlght.portlon is the central region

. . . . . of the spatial power spectrum of the image. It shows that the fun-
in the z (jzlrecthn, 0, was estimated from the mode e;mpll— damental wave vectors correspond to oblique rolls. The lower right
tudes (A7) using [28] 6=(A,/4)(d/N){[2—(ne/no)"]/ portion shows a larger range of Fourier space, and reveals strong
[1._ (rr]‘e/no)z]l}- Hef:e? iﬁ in radii‘sﬁ(zs';%?l%e” tf:jicknesds; contributions from higher harmonics and sums and differences of
A Is the wavelength of the pattera, = ((Ap)) = andne an the fundamental components. The origins of the spectra are at the
n, are the extraordinary and ordinary indices of refraction ofimage centers. The scaleslgfandk, are given by the bars.
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TABLE Il. Summary of observed patterns.

Pattern number of Number of traveling Relationship between
name Spatial extent modes modes zig and zag
Oblique extended 1 0 NA

SO1 extended 2 0 san® |

S02 extended 2 0 differeh®|

EC1 extended 4 4 san@ |

EC2 extended 6 4 san@ |

Worms localized (see text (see text NA

angular structure formed by the superposition of two sets o& wavelengti18]. Therefore this state is not a superposition
rolls. One set seems to have the roll axes horizamatallel  of a finite number_ of modes witblowlyvaryi_ng amplitudes _
ton) and the other verticahormal ton), and they appear to A(Xt). However, it may be useful to treat it as a superposi-
have two different wavelengths. In order to gain a more ob{ion of & few modes wittstronglyvarying amplitudes. Close
jective understanding of the modes which contribute to thdNSPection of the real-space images reveals two types of
pattern we examing(k,t). The central portion oS(k,t), worms: those well approximated by a superposition of right-

: ; : : : _traveling zig and zag rolls, and those well approximated by
given in the top right portion of Fig. 4, shows that the rect left-traveling zig and zag rolls. In each case, the amplitude

reveals contributions from zig and zag rolls, with wave vec%(cﬁrgr?gt{]h%rgﬁgg;%’fé]'es strongly in the direction perpen-
tors k1=(p,'q) andk,=(p,—q), respectively, and-k; and The other five patterns are spatially extended, and essen-
—ky, all with the same moduluk=yp“+q~. The lower tjally fill the cell. They can be decomposed into sums of the
right part of Fig. 4 shows a larger portion of Fourier space. ltmodes listed in Table | witlslowly varying amplitudes and
reveals that, in addition to the fundamental componentsphases. The modes that comprise a particular pattern were
there are strong contributions froky +k,=(2p,0) andk;  determined from the peaks in the spectral denS{ty, w).
—k,=(0,29) which are responsible for the appearance of Three of the patterns are stationagy=0). Of these, the
the rectangular structure in real space with the two illusorysimplest is referred to as oblique rolls in keeping with stan-
length scalesr/p and 7/q. dard nomenclature. The other two time-independent patterns
We do not believe that the higher-order components ofnay be decomposed into a superposition of stationary zig
S(k,t) arise from the fluid flow, but rather that they are anand zag rolls. We denoted these states as SO1 and SO2, with
optical effect caused by the nonlinearities of the shadowSO referring to “stationary oblique.” These two patterns
graph method. The existence of the second harmonics is eadiffer in that the SO1 pattern is a superposition of degenerate
ily understood in terms of the focusing of light due to varia-Zig and zag rolls, i.e., oblique rolls with the sarf@®|,
tions of the index of refraction. The samples are illuminatedvhereas the SO2 pattern results from a superposition of zig
with light polarized along the axis. The index of refraction and zag roll with differen{®| (of nondegenerate modes
of the sample is a tensor and depends on the square of tff¥e observed the SO2 state only well above threshold, and

; ; not as the result of a primary bifurcation.
angle 6(x,y) in the x-z plane between the director and the > - . i
polarization. This variation of the index of refraction focuses The remaining two extended states exhibited spatiotempo

light rays and produces an intensity modulation. The Wave-ral chaos, and we denotgd them as EC1 and EC2. Here EC
9 ys and p : y " refers to “extended chaotic.” The EC1 pattern was the result
length of this modulation corresponds to the W".jth of ON€st 5 primary bifurcation and may be decomposed into right-
roll, or half the wavelength of the pattern. There is an addi-; 4 left-traveling zig and zag modes. The EC2 state con-
tional focusing effect that is proportional #{x,y) that pro-  gjsted of all six possible modes, the two stationary ones and
duces a modulation with the _Wavelen_gth of t_wo r_oIIs, Or the four traveling ones. Therefore, even thOlLiglh=|kj| and
gqual to that of the pattern. This effect is explained in detall|@i|: |@;| for all six modes, the EC2 state involves the su-
in Ref. [28]. erposition of nondegenerate modes. By definition, the sta-

For all of the images shown here, the director is alignedtionary modes ¢=0) are not degenerate with the traveling
horizontally (the x axis), and the gray-scaled plots of the modes +#0) becausdwi|¢|w1|. As with the SO2 state,
power spectra havep&0, q=0) in the centers of the im- the other example of a superposition of nondegenerate
ages. We never found a measurable variation of the directanodes, the EC2 state was only observed to arise from a
in thex-y plane. This was checked by observing the patternsecondary bifurcation. The fact that these two states are not
through crossed polarizers. observed at onset is reasonable \At, one would only ex-
pect to observe states that are either composed of a single
mode or are the superposition of degenerate modes.

For easy reference, the six patterns together with the
A. Pattern descriptions modes underlying them are summarized in Table II.

lll. RESULTS

We identified six different patterns. One of them, the
worm statg 18], is unique in that it is highly localized trans-
verse to the director and much less strongly localized parallel The parameter space for electroconvection is extremely
to the director. The width of the worm state is on the order oflarge, and our choice of parameters was guided by a number

B. Transitions between patterns
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of factors. In principle, there are four easily accessible con 55
trol parameters: the applied voltaye the thickness of the
cell d, the applied angular frequen€y, and the conductivity

of the sample perpendicular to the director. Because we 02 r ’
used sealed cells with a fixed thickness, we were not able t 502
perform systematic studies as a functiondpftherefore we 015 T

focused on the three paramet®&fs(), ando, . w

Because many of the transitions between patterns are hy 0.1
teretic, the path taken in parameter space to achieve a pe Oblique Rolls
ticular value ofV, ), ando, is important. For this work, we 0.05 F

. Jo
o
chose to study the behavior as a function of the reduce ' Worms 3\9\0 ]

control parametee= (V?/V2) — 1. Thereforer, and() were i EC1 EC1

only varied withV held at a value close to zero for which 0 ole 0'8 1 1'2 1'4 1'6 18
there was no pattern. For each valuergfand(}, a separate ' ’ L 8 RN ’
critical voltageV. was measured. conductivity (10™ ohm™'m™’)
Our results are reported in terms of the dimensionles: T >
frequencyQ 7. It has been shown experimental0] that
V. is a function of Q and o, only in the combination FIG. 5. The regions where the various patterns are observed as a

(Q/o,)€ge, . This is in agreement with theoretical predic- function ofe anda, at{7,=1.34 for the cell 28-2. Here', (the
tions[4,21]. The quantity /o, )€€, is just the dimension- conductivity perpend_lcu_lar to the direciowvas varied by cha_mglng
less frequency 7, where 7, is the charge relaxation time ge tempel:altgrf ' adsgnd'cat?d by thhe a"ov‘l’ below thz at.’sct'fsat and
(2529 7= eqe, /¢, . Here e is the permittivity of free <7a Was held fixe y varying}. The results were obtained using

space. Phvsicall is the relaxation time with which a a temperature range from 44 °C to 59 °C. The solid vertical arrow
pace. Fhy Y7q corresponds too, =1.24x10°8 Q"' m ! and T=54°C. The

charge density fluctuation perpendicularrtodecays. Over  gashed vertical arrow at,=1.0x108 Q' m ! andT=49°C
the range of parameters used here for IB2y10 3 s. is an experimental path discussed in the text.
Even though() 7, depends on botf) and o, , the non- ) . ) ]
linear properties of the pattern depended separately on As discussed in the section on material parameters, there
andQ r,. Theory[21] strongly suggests that this is due to g are a number of factors that limit quantitative comparisons

third dimensionless parameter that scalesrad?. General

trends from our limited study of differertt support this be- 0.2 ' ' '
lief, however, theory provides a number of possible dimen-
sionless parametef&1] that all scale asr, d. At present, 0.15 F /\ SO2 ]
there are insufficient data as a functiondto identify the
correct parameter. Therefore we report our data as a functic EC2
of €, 07y, ando, , and make a note when a different value w 0.1 | e =] , Oblique Rolls-
of d is used. This does introduce the complication that bott
. . . SO1

o, and () must be adjusted in order to vary, for fixed 005 L ]
QTq. ’ 0———"""\0//.’,_4

Even limiting our study to the three parameters() 7,
and o, , a large parameter space remains to be explorec 0 , ; ;
Therefore we focus on one cut through teer, plane lo-
cated roughly in the middle of the range ffr,, at Qr, 015 F sO2 1
=1.34. The results of this study are summarized in Fig. 5 {
We also studied two cuts in the() 7, plane at fixed values o1 | } { } .
of o, , involving two different samples. These are summa- ® { { { }
rized in Fig. 6.

In terms of unscaled quantities, the applied voltage for 005 [- i 1
these studies ranged from 5, to 60 V,,s The applied Oblique Rolls
frequency ranged from 25 Hz to 500 Hz, and the value of 0 .
V. ranged fromV.~10 V,,sto V.~35 V< The range of 0 0.5 1 15 2
Q) was fixed from above by the cutoff frequenfy] Q.. Qr,

Above )., one observes a qualitatively different type of

pattern formation known as di_el_ectric convect[@]L For our FIG. 6. The top portion of the figure shows the regions where
samples{).7q~3. The lower limit O_f applied frequency was the various patterns are observed as a functioe ahd (7 for
chosen to be&)/27=25Hz to avoid the strong frequency T_57°c in cell 28-2. For this plotf) 7, was varied by changing
dependence ofo, as 0—0. For our samplesQ/2m ando was held fixed at 1.2410°8 Q=1 m™L, The solid verti-
=25 Hz corresponds to 02 7,<0.6, depending o, .  cal arrow corresponds 8 r,=1.34, which was the value used for
The upper limit on the conductivity range was set by ourQr, in Fig. 5. The bottom portion of the figure shows the regions
ability to dope 152. The lower limit was set by the decreasewnere the various patterns are observed as a functieraod ()

of Q. with decreasingr, . in the cell 28-1. Herar, =2.2x10°8 Q" m™! andT=44 °C.
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between Figs. 5,(®), and &b). First, the results in Fig.(6)
are from sample 28-1 and those in Figs. 5 afa) @re from
sample 28-2. Recall that for different samples the same con
ductivity corresponds to different temperatures. Therefore,
because of variations in other material parameterse the-
ues of the transitions are not quantitatively comparable be-
tween different samples. Similarly, because of the slow drift
in conductivity with time, the same conductivity in Fig. 5 ==
and Fig. &a) corresponds to slightly different temperatures.
This shift in o, with time is the reason that the solid line
used to mark the connection between Figs. 5 af®l @oes -
not pass through actual data points on either plot. The only '
significant discrepancy is in the transition from the SO2 state
to the EC2 state. This is due to the large slope of the SO2 tc
EC2 transition foro, ~1.24x 108 Q! m™1, the value of
o, used to measure Fig(&.

All of the boundaries in Figs. 5 and 6 were measured by [
quasistatically stepping the voltage. The system was equili-f&
brated after each step ia for 15 minutes. This time was
chosen to be long compared to the director relaxation time,
T7q~1s. The primary bifurcation linessE&0) in Figs. 5 and
6(a) were measured with steps 86=5x 104, and the sec-
ondary transitions in these flgures were measured by step-
ping € in steps of 5e=5Xx10"3. In Fig. Gb), all of the
boundaries were measured with a step sizé«f 0.01.

The discussion of the details of the transitions between
patterns is divided into three sections. The first section re-
ports on the primary bifurcations as a function®f. The investigated, worms consisting of righteft-) traveling rolls
primary bifurcations to EC1 and to the worm state have beeinove to the left(right) with a speed about a tenth of the
studied in detail and reported on previougty7,18,2Q9. We  traveling-wave speed. Very near onset, worms are very rare
review the important characteristics of these transitions an@nd relatively short, with a relatively large spacing between
report on measurements of a primary stationary bifurcationhem in they direction (perpendicular ta).
that occurs at higher values of, . Second, the transition As o, is increased, there is a change in the primary bi-
from EC1 to SO1 and from SO1 to EC2 will be discussed. Infurcation. Instead of the worm state, EC1 is the initial state.
particular, quantitative measurements of the patterns alonglowever, the boundary between the worm regime and the
the path marked by the vertical dashed arrow in Fig. 5 wWillEC1 state does not appear to be sharp. For values ofear
be reported. The third section will be a discussion of a numg.8x 1078 O~ m~1, we observed both worms and the EC1
ber of qualitative features of the SO2 state, and the secondtate fore as small as X 10 3. Neither state appeared to be

FIG. 7. Snapshots from a time series of the worm state at
0.012 ando, =0.6x10°8 Q! m ! andT=55"°C in cell 30.
The imagega), (b), (c), and(d) were taken 60 s apart. Each image
covers an area of 0.17 ¢x0.17 cm.

ary transitions from the worm state. a transient, as the system alternated between the two states
aperiodically for up to 24 hours. However, fer, =0.9
C. Initial bifurcations x 108 Q1 m™1, the initial transition is always to the EC1

For o, <0.7<10°8 Q' m™1, the initial bifurcation is state, and worms are no longer observed.

directly to the worm state. The worms are localized in the Measurements of the root-mean-square amplitude of the

- . - director deviation from perfect planar alignment demonstrate
direction perpendicular tar and travel throughout the cell 5¢ the bifurcation to EC1 is supercritical. The amplitude

parallel ton. They possess a distribution of lengths along theincreases continuously with, and within the experimental
director, but their width(perpendicular ta) is unique for a  resolution ofe=5x 104, there is no observable hysteresis.
given set of control parameters. Examples at one value of A typical example is given in Fig. 8. The steps énare 5

and as a function of time are shown in Fig. 7. A more de-xX10 *. For <0, the rms amplitude had a nearly constant
tailed description of this state was given elsewhé&&. The  small value which was consistent with thermally induced
worms are stable in the sense that they are destroyed only Blpctuations below ons¢80].

traveling out of the cell or through interactions with other A snapshot of a relatively large area of the EC1 state is
worms. Worms appear spontaneously from the conductioshown in the top portion of Fig. 9. One can see that there are
state at seemingly random locations. When a worm is born, ispatial regions where either the zig or the zag mode domi-
clearly involves a superposition of right- and left-traveling nates. There also are other regions where both modes coex-
waves, leading to a standing-wave state. However, as thist, giving the impression of a rectangular pattésee the
amplitudes of the modes within the worm grow, only thediscussion of Fig. 4 in Sec.)ll The amplitudes of the indi-
right- or the left-traveling waves survive. Thus each indi-vidual modes can be obtained by complex demodulation as
vidual mature worm involves only right- or left-traveling zig discussed in Sec. Il. As an example, the amplitude of the zig
and zag rolls. Worms of both types coexist in different spaimode of the part of the pattern outlined by the square in the
tial locations of the same sample. For the parameters wtp is given in the bottom of Fig. 9 with white representing a
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FIG. 8. A typical result of an onset measurement for the EC1 )
state with d=28um. Here ¢, =0.93x108 Q 'm™! and T Y,
=25°C. The circles are the rms deviation of the director from its Y
mean direction while increasing the applied voltage. The triangles {',4,15,1::1

are this deviation while decreasing the applied voltage.

large amplitude. It is clear from these images that the corre-
lation lengths of the amplitude parallel and perpendicular to
the director are much larger than a roll wavelength. For the
example of Fig. 9, this length was determined to be about
25\ parallel and 2R perpendicular to the directori(
=2/|k| is the wavelength of the patternTo study the
temporal correlation, time series of local regions of the pat-
tern were obtained. The four modes are anticorrelated in
time, and the correlation time of a given mofie7] was
roughly 100G4. A systematic study of the statistical prop-
erties of the EC1 state as a functioneodndo, has yet to be
carried out.

As the conductivity is increased, the primary bifurcation
again changes character. Unlike the crossover from worms to
EC1, this change appears to occur at a well defined value of
o, . As o is increased, the secondary bifurcation from the
EC1 to the SO1 statesee belowis replaced by a transition
from the EC1 state to the oblique-roll state. It appears that
there must exist a value of, for which the EC1 to oblique-
roll bifurcation line intersectg=0 (see Fig. 5. Above this
value of o, , the primary bifurcation should be to the FIG. 9. An example of the EC1 state. The top portion is a
oblique-roll state. Currently, we have only studied this tran-real-space image for, =1.5x10°% Q' m~%, €=0.01, andT
sition foro, =2.2x10°8 Q! m~tin cell 28-1(see Fig. 6, =49 °C covering an area of 0.35 cm 0.35 cm of cell 28-2. The
and the primary bifurcation was to the SO1 state. A resolubottom half was obtained by demodulation of the top, and gives the
tion of e=0.01 was used, and within this resolution, the amplitude of the “zig” mode in the 0.18 crx 0.18 cm area shown
transition occurs from the conduction state via a large jumgy the square in the toflark regions correspond to small and light
in the amplitude of the pattern. Estimates from the powef€gdions to large amplitudes
spectra give a change in the rms director amplitude of

roughly 200 mradcompare this to Fig. )8 indicating a sub- zta(;tﬁzinAlg(ok st?ovxlr; t%rreeeg;&:ﬁzga:;erztdgrmg;tgn?ifcgirre'
critical bifurcation. Note, the results for this transition are not P gAK,L). Perp 9

shown in Fig. 5, which was for cell 28-2, because, as dis2nd 2ag rolls with equal®|. The differences between the

cussed previously, results from two different cells for the states are the traveling frequenciesf the modes. The EC1

. : o tate(a) consists of four modes: right- and left-traveling zig
nggsargglgle secondary bifurcations are not quantltauvel)gnd zag rolls with equdlw|. The SO1(b) state is the super-

position of only two modes: stationary zig and zag rolis (
=0). The EC2(c) state consists of six modes: right- and
left-traveling zig and zag rolls with equib| and stationary
The transitions between the EC1 and SO1 state and thag and zag rolls. Both the EC1 and EC2 states are examples
SO1 state and EC2 states were studied in the most detaidf spatiotemporal chaos. The nonperiodic spatial behavior of
Figure 10 shows single snapshots of the EC1, SO1, and EQRese states is evident in Figs.(d0and 1@c) as variations

D. EC1 to SO1 to EC2 transition
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FIG. 11. Top: The traveling-wave frequencies measured in
{ cell 28-2, are plotted as a function ot for o,=1.0

%1078 O ~' m *andQ,=1.34(along the dashed arrow in Fig.
FIG. 10. The left-hand column shows three images from cell5). For €>0.08, both the peak ab=0 s andw~0.4 s have
28-2 taken along the dashed arrow of Fig. 5. The images are¢oughly equal amplitudes. Bottom: the corresponding power in fun-

1 mmx1mm. Image(a) is an example of an EC1 state at damental modescircles and that in second harmonic modgs-

=0.016.(b) is an example of a SO1 stateat 0.066, andc) is an angles (see text

example of an EC2 state at=0.10. The right-hand column gives

Fhe spatial power spectr(k,t) for the Corre§pondlng left-hand tate (0.055€<0.08). However, at=0.055, the second

images. The origins of the spectra are at the image centers, and the . . . . .

spectra cover the range0.3 um~ =<k, k,<0.3 um %, armonics have a large jump in amplitude, while t.he funda-
mentals vary smoothly. This difference of behavior is not

in the amplitudes of the patterns. In contrast, the SO1 state gndersj[ood, and a detailed caI(_:uIathn of the shadowgraph
Image is necessary to fully elucidate it.

uniform in space and time except for a few isolated defects, The EC2 state is a highly complicated pattern, and in

as seen in Fig. 10), that travel slowly. 9 .

The locations of the transitions were determined by mea9rder to fuIIy chgracterlze Its c_iynamlcs, one r_1eeds to stgdy
suringw as a function ofe. At each step ire, a time series time series of Images covering many spatial correlation
of images was taken an@(k.w) was co,mputed From lengths. However, limitations of our current apparatus place
S(k,), the traveling-wave fre’quency was determined. Thedn upper limit of roughly & on the spatial extent of images

top part of Fig. 11 is a plot of this frequency as a function ofin @ long time series. Qualitative observations of the patterns

¢ for 0, =1.0<10~% O~ m~L. Both the transition from real time reveal regions of superimposed stationary zig

- . and zag rolls similar in appearance to the SO1 state. The
ECl_tO SO1 ats—O.Q55 aqd_the_: trangltlon from SO1 to EC2 overall impression is that a nearly uniform SO1 state exists
at e=0.080 occur with a finite jump in frequency. The trav-

. ; throughout the cell and localized regions of the EC1 state
eling frequency for the ro_IIs in the EC1 state and EC2 stat ovegacross this background. Onegcan get a feel for this
are to_{)att_)out the same zllze. ::or_tge E(?%[ Stsﬁ%‘;’f) hélls from Fig. 10c). In this image, the “fuzzier” regions corre-
contributions corresponding t@=9 and 10 w=b.% S =, spond to places where traveling rolls exist. Regions like the
showing the presence of travell_lagld stationary rolls. lower left-hand cornefwhich look like Fig. 1@b)] corre-

4 PT he bgh?V|or O(]; iﬂe tpower In éurr:damer}tal mgg_f%ié spond to places for which the pattern is stationary. Although

Pzag’ CI'DrC e an P atn se_conl grmﬁnlc mo h Z‘éig demodulation of larger images is necessary to show conclu-
*+ Pazagt Paig + zagt Paig - zag: triangles is shown in the bot- sively that the traveling rolls are superimposed over a back-
tom part of Fig. 11. Her® ,o4e namd'€fers to the power under

. ) . ground pattern which is stationary, demodulations of small
t_he peak inS(k) that correspond_s to the wave vector identi- images suggest that this is indeed the case.
fied by the mode name, as discussed in Sec. Il. As also
discussed in Sec. Il, the presence of the second harmonics is
due primarily to nonlinear optical effecf28]. However, the
fundamentals and second harmonics do not exhibit simple We have not yet quantitatively studied the secondary bi-
behavior. The amplitudes of both the fundamentals and thércations from the worm state asis increased; however,
second harmonics decrease as a functior &6r the SO1 the qualitative features are known. Adncreases, the num-

E. Additional results



57 PATTERNS OF ELECTROCONVECTION IN A NEMATT . . . 647

e s et

=0.17 witho, =1.56x10 8 Q" m~! andT=57 °C. The image
covers a region of 0.55 mm0.55 mm.(b) The spatial power spec-
trum of the image. The origin of the spectrum is at the image center,
and the spectrum covers the ranged.36 um <k, ,ky=<0.36
um~ 1. The two arrows in the spectrum are drawn through the fun-
damental peaks. The angle between them is 72 °.

.
[ Mantaiag Catetal '
Feaaes ol Sng
m// W ey
7, (14235 A FIG. 13. (@ An image of the SO2 state from cell 28-2 at
4

=2.2x10"8 O~ m™ 1. Because of the high values ef the
images were dominated by the second harmorizg].
Therefore, in the spatial power spectra of the images in Fig.
12, the dominant peaks are the result of quadratic effects
known to exist for shadowgraph images of EZ8], and the

4 linear peaks are barely visible.

e i For the case of the oblique-roll state, both the zig and zag

. rolls often exist in different spatial locations of the cell, sepa-
A rated by grain boundaries. An example of a grain boundary is

given in Fig. 12Zb), and the corresponding spatial power
spectrum shows the degenerate nature of the zig and zag rolls
(10, =10,4d). In contrast, the spatial power spectrum of
=44 °C. The images ar@) an example of the oblique-roll state at the SO2 statéF!g. 12d)] shows that_ the two modes are nolt
€=0.014, (b) an example of the oblique-roll state at=0.067 degenerate. This state nucleates within homogeneous regions
showing a grain boundary between zig and zag rétlsan example ~ Of either zig or zag rolls, and not from the grain boundaries
of the oblique-roll state at=0.082, andd) an example of the SO2 between the zig and zag rolls. The angle between the original
state ate=0.114. Each image covers an area 0.35X0r85 mm. set of rolls and the rolls which grow as a result of the insta-
The corresponding gray-scaled images of the spatial power spectkility are close to 90° in this examplesee Fig. 1&d)], but
S(k,t) are shown on the right. For the power spectra, the origins ar@ngles as small as 72° have been observed. An example
at the image centers and the spectra cover the ran@é um * showing the smaller angle is illustrated in Fig. 13. Further
<k, ky<0.6 um™~*. The arrows in the spectra are drawn throughwork is needed to determine the allowable range of angles
fundamental peaks. Ifb) the angle between them is 65°, corre- and the nature of the instability that leads to the superposi-
sponding td®|=32.5°. In(d) the angle between the two arrows is tion of nondegenerate oblique rolls.

close to 90°, but the two angles between them and the dirétier

horizonta) differ from each other. IV. CONCLUSIONS

FIG. 12. Four images for cell 28-1 arfdiT,=1.34 taken from
the data corresponding ter, =2.2x10°% QO *m™! and T

ber of worms increases, and there iseadependent spacing We have reported on a survey of patterns which occur in
between the worms in thg direction that decreases. The electroconvection in the nematic liquid crystal I52 as a func-
average length of the worms increases as well until,efor tion of three control parameters: applied voltageapplied
~0.1, the cell is filled with highly irregular convection. frequency(), and electrical conductivityr, of the sample.
Quantitative studies of this state have not been carried out tOver the range 0810 8<o, <1.8x10% Q' m™%, the
determine how it is related to the EC2 state. Given the locainitial transition is a supercritical Hopf bifurcation directly to
tion of the boundary of the transition to EG&ee Fig. 3, it  a superposition of degenerate modes which results in a state
is expected that the EC2 state should be observable at lowf spatiotemporal chaos which is extended in spde€l).
o, . Furthermore, quantitative studies of the transitions as &or lower values ofo, , localized structures known as
function of o, (made by sweeping temperatyi@ constant worms occur above threshold and coexist with the conduc-
e>0 are needed to fully describe the locations of the boundtion state. For a given set of external parameters, the worms
aries of the worm state. In particular, lowering the conduc-have a unique small width, but a varying and much greater
tivity from initial states of either EC2 or SO1 are required to length. The nature of the bifurcation to the worm state needs
complete the bifurcation diagram given in Fig. 5. further elucidation. Immediately above onset, the worms are
The secondary bifurcation from the oblique-roll to the very rare, but when they do occur they seem to have a finite
SO2 state involves only the stationary modes. Figure 12mplitude. As the conductivity is increased, a codimension-
shows four typical images of a small section of the cell 28-1two point is reached beyond which the transition is a sub-
and their corresponding spatial power spectraecais in-  critical, stationary bifurcation to a single set of stationary
creased through the oblique-roll to SO2 transition with  oblique rolls.
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It is interesting to note that a localized state seemingly
similar to our worms was observed by Braatlal. [19] for
electroconvection in a nematic liquid crystal known as 10ES6.
Those authors attributed the existence of their state to the
fact that their nematic liquid crystal hagl /o, <1, a condi-
tion under which the usual mechanism for electroconvection
would be expected to break down. Our samples &gkir,
>1, and thus we expect that the mechanism for localization
would be different in our case.

We also find it interesting that the extended chaos near
onset(EC1) observed by us may have been encountered be-
fore in experiments by de la Torre and Rehbgtg]. Those
authors studied electroconvection in a nematic liquid crystal
known as “Merck Phase V.” They observed a supercritical
bifurcation from conduction to a small-amplitude traveling
oblique-roll state with an “irregular dynamic cellular struc-
ture” for a cell of 13.um spacing. At small driving fre-
guency that state persisted only upete0.01. With further
increase ine a hysteretic transition to an oblique-roll state
occurred. This sequence is very similar to our observations
for o, =2x10"8 Q1 m1. At larger driving frequency the
existence range of the small-amplitude state increased.

Another interesting feature of the EC1 state is the exis-
tence of local regiongon the order of a spatial correlation
length for which the four modes had roughly equal ampli-
tudes and the pattern was a superposition of zig and za
standingwaves. Because of the rather long correlation times,
these regions tend to be relatively robust. In general, the tw
standing waves were one-quarter of a cycle out of phase witp |
each other, resulting in a state that alternates between zig anJ '
zag rolls. A short time series of images of the resulting pat-
tern is shown in Fig. 14. Thimcally occurring feature of the bifurcation (w..k.,V,) already have been explained quanti-
pattern is interesting because of the strong similarity to datively by the weak-electrolyte modgd0]. In principle, it is
solution of coupled amplitude equations appropriate to a syspossible to derive coupled complex Ginzburg-Landau equa-
tem of superimposed, traveling oblique rolls witb spatial  tions, one for each mode, from the weak-electrolyte model.
variation of the amplitudstudied by Silbeet al. (see Fig. 2  These equations should describe the nonlinear aspects of the
of Ref. [31]; there the solution is referred to as alternatingsystem quantitatively for small values efand over the pa-
rolls). To describe the full spatial behavior of the EC1 state rameter range where the primary bifurcation is supercritical.
the equations used in Rgf31] need to be modified to in- This theoretical approach should be applicable particularly to
clude the spatial variation of the pattern. In principle, suchthe EC1 state, and possibly may also lead to an elucidation
equations can be derived from the weak-electrolyte modedf the localized worm state. Some theoretical progress in this
which has already successfully explained the linear properdirection has already been ma@2]. Solutions to the com-
ties of the systenh20]. plex Ginzburg-Landau equations would be useful both when

A number of interesting secondary bifurcations involving trying to select interesting values of the parameters and for
the interaction of traveling and stationary oblique rolls weredeepening our understanding of the spatiotemporal chaos re-
observed. We discussed in some detail the transition fronported here.
the EC1 to the SO1 to the EC2 state and the transition from In the large parameter space that is involved, a wide range
the oblique-roll to the SO2 state. The EC1-SO1-EC2 transiof phenomena occur. The existence of the firm theoretical
tions consist of a secondary bifurcation from a state of spafoundation provided by the weak-electrolyte model makes
tiotemporal chaos to a time-independent spatially uniformthe further pursuit of many of them particularly interesting.
state which is followed by a transition back to a state ofHere we mention a few. The various bifurcation lines need to
spatiotemporal chaos. The EC2 state appears to be the supbe studied in more detail as a function(@f,, o, , and cell
position of a uniform stationary state with patches of a statespacingd. Particularly important seems to be an elucidation
of spatio temporal chaos consisting of traveling rolls. Theof the nature of the primary bifurcation to the worm state.
transition from the oblique-roll state to the SO2 state repreThe mechanism responsible for the oblique roll to SO2 tran-
sents an instability involving the superposition of nondegensition also is not understood, and this unusual transition de-
erate oblique rolls. serves further quantitative examination. There is a point in

The equations of motion of electroconvection, the weak-parameter space where the states SO2, oblique roll, SO1, and
electrolyte mode[21], have been well established and po- EC2 appear to meet or come very close to each other. The
tentially allow for close contact between theory and experidinteractions of these four patterns may result in interesting
ment. The linear parameters associated with the Hopbehavior in the neighborhood of this point. The behavior of
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FIG. 14. A time series of images of a local region of the EC1
ate covering an area of 0.3 0.3 mm for cell 28-1. These
sults are fofd7,=1.37,0, =1x10 2 Q"' m™, T=25°C, and
€=0.005. The image&)—(h) were taken rouglyl 1 S apart, respec-
vely, and demonstrate that the state alternates between zig and zag

\\
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the system near the codimension-two point where the EC1 ttyopic systems requires a more comprehensive study of the
obligue-roll transition intersects the initial bifurcation is also connection between the value &f, the nature of the inter-
of interest. At this point, the initial bifurcation changes from actions between oblique rolls, and the resulting nonlinear
a supercritical Hopf to a subcritical stationary bifurcation. patterns. Electroconvection is an ideal system for such a
Perhaps of greatest interest is the nature of the two statetudy because there is a large number of external parameters
of spatiotemporal chaos that occur immediately above onsetyhich affect the interactions between the degenerate oblique
namely, the worm state and the EC1 state. Their statisticablls. For example, grid patterns similar in appearance to the
properties should be studied quantitatively, so that a comSO1 state have been observed previously under the applica-
parison with quantitative theoretical calculations can betion of combined ac and dc electric fielf33]. Also, ® can
made. Further, there is the issue of the nature of the thiréasily be varied by changing,, Q, and by applying exter-
state of spatiotemporal chaos, EC2. Is it simply the superpoal magnetic fields.
sition of EC1 and SO1, or is it an example of spatiotemporal
chaos that is distinct from the EC1 state?
The new patterns reported here involved the interactions
between oblique rolls possessing relatively large values of This work was supported by the National Science Foun-
0. A deeper understanding of pattern formation in aniso-dation through Grant No. DMR94-19168.
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