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Simulating cancer-cell kinetics after drug treatment: Application to cisplatin
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The kinetics of a cancer-cell population under the effects of an antitumoral drug is a topic of particular
interest. Its theoretical understanding, along with the improvement of experimental investigation techniques,
can indeed play an important role in antitumoral therapies development. Starting from the analysis of flow-
cytometric data, with the aid of computer simulation we are able to give a detailed, quantitative description of
the main kinetic parameters describing drug action on cancer cells. In this paper we describe the main features
of our investigation method, showing an application to Igrov-1 ovarian carcinoma cells treated with cisplatin.
Intermitotic time of phases, cell-cycle delay, and block effects with consequent repair or cell mortality, in a
wide range of drug doses and recovery times, are discussed and interesting information about cisplatin action
is found.[S1063-651X98)11504-0

PACS numbdss): 87.10+¢

[. INTRODUCTION to avoid these interpretation problems, we developed a simu-
lation program based on a realistic modelization of cell ki-
One of the main features of cancer-cell populations isetics, which gives all the flow-cytometric observables as
the lack of growth control. Normal cells proliferate either output. Once the experimental data are fitted by the simula-
during embryogenesis and development of the organism ofion, a quantitative and detailed description of the kinetic
more generally, whenever required by the organism itselfscenario becomes possible, through estimates of a set of ki-
Most cells Spend almQSt all their lifein a quiescent.state. Buhetic parameters governing cancer growth after drug treat-
when a cell population becomes cancerous, this state Gfent. Interpretation of the results in terms of the underlying
controlled reproduction is abandoned and the mitotic cyclgyolecular biology is beyond our intentions, and we shall

becomes continuous. Of course the primary aim of antitugimit oyr observation to cell population kinetics. We shall

r_noral drug treatment is to kill or a.t least stop the pm”fera'ftherefore omit details of the description of cell culture prepa-
tion of cancer cells. Thus the birth and development o

tumors and the effects of clinical thera an all b N idration, cytochemical techniques, or any discussion of the
ors a € etfects of ciinical therapy can afl be cons chemistry of the drug and its molecular mechanism of action
ered as changes in cell cycling. Hence the study of cancer- . ) . o )
against cancer cellécisplatin cross-linking action on the

cell kinetics under the influence of drugs becomes a ver . } .
interesting experimental and theoretical tool. A popular)bNA molecule is modeled in Ref2]). This paper concen-

experimental technique utilized for studying ceII-cycIetr_ates on the interaction petween ovarian_cancer cells and
kinetics is flow cytometryfFC) (an exhaustive description of C|§plaf[|n, one of thg most |rnportapt drugs. in the therapy of
this technigque can be found in RdfL]), whose potential this disease. Ovarlan.carcmomall |s.the sixth r_nost frequent
in providing important experimental data has still not beenform of cancer worldwidéfor a guideline on ovarian cancer,
fully exploited. Especially since the introduction of recent See Ref[3]). Most patients respond to platinum-based first-
phase-specific staining using monoclonal antibodies, théne therapy, but untreatable relapse follows in most cases,
information conveyed by flow-cytometric measures is re-leading to only 30% survival five years from diagnosis.
markable. Unfortunately, however, it is not always easyFrom a pure kinetic point of view, cisplatin tends to block
to interpret these data in terms of kinetic parameters, andancer cells in the last intermitotic phasg, [4]. Effects
sometimes it becomes ambiguous, as pointed out belovan other phasesy and G;) have been occasionally de-
Without theoretical and computational support, quantitativescribed5]. However, no detailed, quantitative information is
results are hard to extract from flow-cytometric data. In ordeifound in the literature, and cisplatin is still generally consid-

ered aG,-blocking drug. In this work we will show that

cisplatin action is much more complex, and present a quan-

*Present address: Department of Biology, New York University,titative description of its action in vitro on ovarian carcinoma

1009 Main Building, New York, NY. Igrov-1 cells.
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FIG. 1. A schematic cell-cycle representation
FIG. 3. Cell-cycle step division in the absence of intercell vari-

Il. THEORY ability.
A. Cell cycle TGZ 1 %G,
Mitotic cellular reproduction has been known to exist T—=mln 1+ 1—00}
since the end of the last century. Between 1951 and 1953, c
Howard and Pel§6,7] discovered that DNA synthesis marks T
just a central part of the cell's life. This observation sug- E: iln{1+ %G, + %S % ©)
gested dividing the cell cycle into thrgghasesof growth, Te In2 100 T’
plus the real mitotic event. Cells enter the cell cy@ee Fig.
1) in a first growth phase, calle@;. This is the period of TG1 Ts TG2
life from the cell’'s birth till the beginning of DNA synthesis. T_c =1- T_c - T_c

In the S phase, cells duplicate their DNA. Then another gap

is required before mitosis occurs: tg phase. The last step
is cell division, mitosis. In addition, cells may enter a quies-
cent state withinG,, calledG,. Many cells spend most of

Equations(2) are valid if there is no intercell variability,
i.e., if every cell is considered to spend exactly a tmag in

their life in Gg, without cycling. The study of the molecular theG, phase, a timds in the S phase, and a timég, in the

ous sector in cell biology. From the point of view of the €rtheless it had been demonstrafetthat Steel formulas are

numerical growth of a population of cancer cells, experimen® good approximation for asynchronous growth, interpretat-
tal evidence indicates periods of exponential growth, during"d Te,» Ts, andTg, as mean phase durations.

which a steady state is reached, where the fraction of cells in Drug administration forces cells to leave asynchronous
every intermitotic phase is constant. This is called asynchrogrowth, their kinetics becoming much harder to describe.

nous growth. Using an elementary theory of asynchronou
growth, it is possible to demonstrgig] that the fraction of
cells with agea from its birth, at the laboratory timg is
given by(see Fig. 2

n(a,t)
N

—Ca

oY)

e

In Eqg. (1), c is the exponential growth constant of the popu-
lation, n(«,t) the number of cells with age at the obser-
vation timet, andN(t) the overall cell number at the same
time. Integrating this distribution over the phases tirTﬁg§,

Ts, andTg,, the following relationships are obtained be-
tween the kinetic parameterﬂ'(gl, Tg, and Ts, and their

sum, the cell cycle tim& ¢) and the percentages of cells in
the various phases (&, %S, %G,):

Age distribution

©

Gi

Cell percentage

“«—7% - »

FIG. 2. Time-independent age distribution in asynchronous

growth (T¢c=10 h,T61:2h,TS:6 h in this example

$he main effects aréa) cell death;(b) cell-cycle phase de-
lays; and(c) blocks: at the end of a particular phase, a cell
only enters the next one if it passes an internal molecular
check[10-17. Drug-damaged cells can stop their cycle at
the checkpoints.

Effects(a), (b), and(c) can be time dependent, giving rise
to even more complex kinetics. Our model takes account of
all these phenomena, simulating the consequences on real FC
experimental data.

B. Cell-cycle simulation

Our computer program simulates cell cycling at different
levels of complexity. At the lower level, we assume that all
the cells of the population under investigation cycle in the
same way, i.e., with no intercell differences in phase dura-
tion. It may be useful to divide the cell-cycle duration
Tc=Tg,tTstTg, into a convenient numbeN of steps,
each of a lengthA such thatTo.=NA (see Fig. 3 Let
G;(k,t) be the number of cells in theth step ofG; [group-
ing cells with age betweenk(-1)A and kA] at a certain
time t, similar definitions holding forS(k,t) and G,(k,t).
The time course 064(k,t), S(k,t), andG,(k,t) fromt to
t+A is immediately obtained considering the following set
of equations:

TGZ)

Gz(k+ 1,t):G2(k,t_A),

1GZ<k$ kMG2 ( kMG2: T

GalLe, 1) =S(kt—A),
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FIG. 4. When intercell variability is considered,, becomes
just the mean value of the time each cell spends in a phase before sl
leaving it. Each phase is now characterized by a fundiigifa),
giving the probability of completing a phase in a time After a

few standard deviations from the med#,(a) can be cut off to 0 ; - '
zero. We useK, to indicate the last value d€ for which F, is 0 24 .48 72
not zero. Recovery time (h) |

FIG. 5. Growth curves measured with a Coulter counter. Our
Ts opulation was divided into different tissue-culture flasks; error
S(k+1H=S(kt-4), Ls<k=ky, |ku="7), population was divided into di issue-culty :
s s A 3) bars arise from three different flask counts. In this graph, the cell
number is normalized over the initial number of untreated ¢eés,

S(1s,t)=Gi(km, t—A), over the control 0-h number of cells
Te Ga(k+1)=Ga(k,t—A)[1-Dg (K)],
1
Gl(k+ 1,t):Gl(k,t_A), 161< kﬁks (kMGlz T) y Ks
Galle, )= 2, S(kt=24)D(k),
Gl(lGlit)=2G2(kMG2!t_A)' B
S(k+1t)=S(k,t—A)[1-Dgk)],
At the second level of complexity, intercell variability ( )= 1 stk ®)
of the phase duration is considered, meaning that not all Ke,
the cells spend the same tinig,, in each phasefrom S(ls,t)=2 Gl(k,t—A)Del(k),
here on ph will indicateG,, S, or G,). There will be a k=1
probability distributionF(k), giving the likelihood of a Gi(k+1)=G:(kt—AN1—De (k
cell of phase agek leaving the phase. Experimentally it 1k + 1O =Gy(kt=A) c,(K],
has been observéd3] that a good approximation fd (k) K,
is a reciprocal-normal distribution, though what follows Gile 1=2 G,(kt—A)D~ (k
is independent of the choice, the only assumption being 1lleyt) kzl 2K, 1D, (K).

that F (k) is a two-parameter distribution, fully specified . . o .
(k) P y Sp In the third level of complexity, the mitotic event is con-

if the first two moments are known. It is convenient to idered | detail. We introd h
consider three different cell-cycle step divisions, one for>idered in greater detail. We intro ucpgi, the mean num-

TR - =<2) of living newborn cells originating from a mitotic
each phase, and three probability distributions of phase trarP—er ( :
sit times F,,. The input set of kinetic parameters is now event, and the precycle pha&y. We simulatedG, as a

single-compartment phase, so kandex is needed, assum-
{TGl’TS'TG_z'CVGl’CVS'CVGZ}' whereTg,, Ts, andTg, ing first-order exit kinetics. Moreover, newborn celise.,
are mean times of phases, a@¥g;, CVs, andCVg; are  p_. times the number of cells exiting,) have a probability
the coefficients of variation of the probability distributions phps, of bypassingG, (thus 1_prO represents the prob-
(given by the ratio of standard deviation to the medote ability of moving intoGy). Once a cell falls intdS,, Paoct

thatF (k) does not need to be zeko-ky = thatis exactly s the chance it has of leavir@, and enterings, with every

what intercell variability meanésee Fig. 4. In practice, the {jme step. The equation fdB, adds to Eqs(5), where the
reciprocal-normal distributions= (k) were cut off for G, (1t) equation also changes:

k=K, exceeding six standard deviations from the mean
phase duration and then consequently normalized. Gi(1g,,t) =Go(t—A)pgoc1
Once the factor

KG2
Fon(k) +bpsoPmic 2, Ga(kt—A)Dg (K),
Do) =1 @ - ©®)
1_;1 th(j)} Go(t1)=Go(t—A)(1-pgoc1)
KG2
is introduced, it is not hard to verifffor more details, see +(1-b , G.(kt—A)D~ (K
Ref.[14]) that the system equations are ( Peo) Prit kgl 2(kt=4)Dg,(K).
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DNA CONTENT

FIG. 6. DNA histograms measured 24, 48, and 72 h after cisplatin treatment at the indicated doses. Cells deriving from three replicated
flasks, i.e., independently treated with the same dose, were pooled, and 10 000 cells from the pool were analyzed and represented in each
frequency histogram. DNA content correspondingstpandG, cells is indicatedG, peak position is doubl&,, confirming the stoichio-
metric DNA-PI binding. An accumulation of cells in th&, peak is particulary evident in the 50- and #® histograms.

The highest complexity level takes into account the ki-explicitly introduce their time dependence, so as to simplify
netic effect of a drug. Cells can be blocked, particularly atour formalism, but we are able to consider it. This is crucial,
the checkpoints at the end &, and G,, or they can be because it is biologically clear that blocks, delays, and death
generally slowed down in their cycle. Entering a cell-cycleare time dependent. Taking all real drug effects into account,
phase, they may stop cycling, becoming definitively quieswe are now ready to compare our simulations with experi-
cent. They can also be killed by the drug at a distinct rate irmental results. Final system equations should be easy for the
every phase. Blocks are simulated using the parametersader to compute, though formally heavy, and are given in
pprB", representing the fraction of cells entering a specificAppendix A.
compartment of blocked cells, out of the cells which, follow- One of the most interesting types of experimental FC
ing Egs.(5) and(6), should live their phases at a certain time information comes from the analysis of bromodeoxyuridine
step. Blocked cells may either repair the damage caused BrdUrd)-labeled cells. Our program simulates this too, by
the drug and recycle, or die in the block. The probabilities ofdividing each phase-occupation number distributionkiP)(
these events arp,,B°" and pphB‘“e. Freezing acts differ- into positive-BrdUrd and negative-BrdUrd distributions. In
ently, inhibiting the age maturation of a fractign,.F of  practice, at a given labeling time, every cell in tBegphase
nonblocked cells which populates a certain phase ph at theecomes BrdUrd positive, filling™ (k,t). After that time,
laboratory timet. Obviously, until they are frozen, cells are the evolution of positive and negative cells is followed, con-
not able to change their age compartment. Freezing can alsidering that a positive cell which doubles gives two positive
drive cells to death: in our simulatioppthphFdie frozen  cells, and that the presence of BrdUrd does not change the
cells are eliminated every time step. The overall effect ofalready discussed evolution equations. Thus, the program
freezing is a delay in the mean transit time in a given phasecomputes two parallel cycles, one describigy, (k,t),
Cells entering a given phase may otherwise become defing; (k,t), S™(k,t), and G, (k,t), and the otherG, (k,t),
tively quiescent with a probabilitp,Q. Quiescent cells ac- G (k,t)S"(k,t), and Gj(k,t). Obviously Phk,t)
cumulate in a specific compartme@t in which death occurs  =ph~(k,t) + Ph* (k,t).
with a probabilitypthd'e every time step. Last, we consid-

ered proliferating cell loss, as a possm_le dlrect_eﬁect of_ the Il EXPERIMENTAL METHODS
drug regardless of cell cycle perturbations. This was simu-
lated by introducing a nonzero probabilivg'r? of leaving the Igrov cancer celldn vitro in their exponential phase of

cell population. Introducing all these parameters, we did nogrowth were treated for one hour with cisplatin at different
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doses, from 10 to 20@M. Cell kinetics after treatment was
measured using standard flow-cytometric techniques and by
counting the cells with a Coulter counter. The flow-
cytometer(Becton Dickinson FACSortand Coulter counter
(Coulter Electronics ZM are commercial machines. When
required, BrdUrd(the role of this nucleotide is explained
here, but for a review concerning its use in FC, see R&f)
was added at the end of drug treatment. Then the drug and
BrdUrd were washed away, and cells were left in a free-drug
culture medium for the recovery times indicated. At the end
of recovery, cells were detached, count&iy. 5 shows its
growth curveg and fixed in cold 70% ethanol. Fixed cells
underwent cytochemical and immunocytochemical treat-
ments with the appropriate probes and were analyzed by FC.
One-parametric DNA analysis using propidium (PI) io-

Control6h | ¥ 0uMeh 30uM 6h

75uM éh

BrdUrd content

- vG\ » l; G
DNA content

FIG. 7. Biparametric PI-fluorescen€®NA conten} and FITC-
fluorescencéBrdUrd contnent plots 6 h after treatment. The di-

dide staining ; i
. . . . agonal line separates BrdUrd positive cdlls the S phase at the
Fixed cells were stained with 2g/ml of P in phosphate time of labeling, i.e., at 0 hfrom BrdUrd-negative one§n G; and

buffer saline. Pl is a fluorespeqt DNA P“?be Wh'Ch |nterca-GZ— phases at the labeling timeNegative cells do not give a zero
lates between DNA base pairs in a stoichiometric Way a  sjgnal because of a small overlap between Pl and FITC emission
review concerning Pl staining, see REff6]). These cells are  spectra. Cells derving from three replicated flasks were pooled, and
then analyzed with the FC, passing one at a time through ano 000 cells from the pool were analyzed. BrdUrd-positive cells
argon laser beanin=488 nm, producing a PI fluorescent with G; DNA content were bortfin the time interval 0—6 hfrom
signal proportional to their DNA content. Fluorescencemitosis of cells inS phase at the drug treatment time. Few of them
pulses are detected by a photomultiplier t¢BMT), ampli- ~ are detected in sam.p'les treated at doses higher thabMot yet
fied by an electronic chain and the measures of their integralivided BrdUrd-positive cells are found at the end of Sxphase
intensities (again proportional to the DNA content of the (€ DNA contentis close to th®, peak and inG, (always at 6 h
single cells[17]) are memorized by the dedicated computer.m.contmIS' Many of them are still at the beglnnlng. and in the
Signals from at least 10 000 cells were collected, giving fre_mlddle of theS phase in treated samples at doses higher than 50
. " M
guency histograms for the cellular DNA content in the cell

population under studysee Fig. 6. DNA histograms were IV. RESULTS

analyzed using a previously described softwdi@, obtain- o _

ing %G,, %S, and %G,. A. Qualitative analysis of the measures
Two-parametric FC analysis of cellular DNA content and A certain amount of qualitative information can be ob-

BrdUrd incorporation tained by visual inspection of the rough experimental data

The status of DNA synthesizing cells at the end of treat{Figs. 5, 6, and ) Figure 5 is the easiest to interpret. When
ment was probed by pulse treatment with BrdUBgphase no drug is presenfcontrol data, the growth is, as expected,
cells incorporate BrdUrd instead of thymidine during DNA €xponentialthe curve
synthesis. After fixing, BrdUrd was detected by a specific N(t) = N(0)etin2mo
antibody (FITC-anti-BrdUrgd conjugated to a fluorochrome,
as previously described 9]. Pl and FITC-anti-BrdUrd fluo- fits the data withl .= 19.9%, r2=0.996). Growth inhibition
rescence pulses were measured on the same cell at the sajyigs already apparent after 1M, and became strong at the
time by two PMT’s, placed at the end of two distinct optical dose of 30uM. For higher doses cell loss is clearly demon-
paths selecting the not-overlapping wavelength ranges chagtrated by the decline in the growth curves. Figure 6 gives a
acteristic of P(600—-660 nmand FITC(515-545 nmfluo-  more precise idea of drug effects. Ldlewer thanG,) DNA
rescence emissions. In this way, biparametric histogramsontent cells were observed at high doses. These signals
such as those presented as dot plots in Fig. 7 are obtainedere due to cellular debris containing small portions of
For a 0-h recovery time, cells labeled by FITC-anti-BrdUrd
(BrdUrd-ositive are exactlyS-phase cells, whilsmegative TABLE I. Cell-cy_cle percentages and phase durations: _compari-
cells are parG, and partG, phases, distinguishable by their son between experlmental_ daantreated control samplgssimu-

DNA content. Later on, BrdUrd-positive cells maintain their lated results and Steel estima{és). (2)].

label, allowing their recognition while crossing the succes- %G, %S %G,
sive G,, transmitting the label to their descendants entering

G,, and so on. Thus, at any time, BrdUrd-positive cells are Expt. 56 34.5 9.5
cells that were in thés phase at the time of treatment, or  Sim. 56 345 9.5

their descendents. In our experimental plan, this long and

costly analysis was done at 0- and 6-h recovery times. Ad- Te, Ts Te,
ditional BrdUrd measures at particular recovery times are Steel[Eq. (2)] 9.5 7.9 2.6
still possible, to resolve simulation scenarios equally fitting  sjm. 95 ) 25

the other data.
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TABLE Il. Experimental and simulated data at 24, 48, and 7R s the total number of cells normalized
on the initial number before drug treatmdfth contro). %G, , %S and %G, are obtained from the DNA
histograms shown in Fig. 6. The drug doses unitid.

Dose Time %5, (expt) %Gi(sim) %S(expt) %S(sim) %G,(expt) %G,(sim) N(expt) N(sim)

10 24 52 51 29 30 19 19 1.390.21 1.58
10 48 60 59 30 31 9 10 2.96045 3.14
10 72 57 58 35 33 8 9 6.480.81 6.27
30 24 35 35 30 30 36 35 1.60.12 0.99
30 48 51 50 31 31 19 19 1.920.08 1.86
30 72 57 55 28 29 15 16 2.10.13 221
50 24 31 31 31 33 38 36 0.860.11 0.89
50 48 43 41 19 22 38 37 1.2(0.02 1.23
50 72 46 48 36 33 18 19 0.840.07 0.92
75 24 35 34 41 39 24 27 0.600.15 0.72
75 48 35 37 24 23 41 40 0.940.02 0.93
75 72 39 39 32 32 29 30 0.680.02 0.67
100 24 35 35 39 38 26 26 0.50.04 0.57
100 48 40 38 28 29 32 32 0.6M.02 0.58
100 72 32 35 36 33 32 33 0.49.04 0.52
200 24 45 45 41 42 14 13 0.410.04 0.40
200 48 45 46 40 39 15 16 0.28.07 0.26
200 72 42 44 38 38 20 19 0.3®M.05 0.25

DNA, originating from cells destroyed by the drug treatment,later, possibly on daughters of treated cells. At higher doses
and are indicative of cell deatks;, S, andG, percentages, (50 and 75uM), positive cells clearly reduce the cycling
calculated from DNA histograms, are reported in Tables Ispeed, as demonstrated by the fact that the cloud of BrdUrd-
(untreated cellsand Il (treated cells From a qualitative positive cells is only slightly shifted to the right in 6 h. This
point of view, 10 uM of cisplatin induced only a slight, effect is even more evident for the two highest doses, whose
temporary(at 24 b increase in theG, percentage. At 30 biparametric graph is very similar to the 0-h one, indicating
uM, at 24 h, theG, increase was more evident. This meansan almost total cycle freeze. This qualitative assessment of
that part of the cells in this phase were blocked. The popuresults cannot proceed further, even it presents some ambi-
lation in G, declined at subsequent times. Increasing theguity, because the percentage of cells blocked, sa@,inis
dose to 50uM, the G, block was more stable in time. Very dependent on the delays, blocks and deaths, experienced by
similar situations, always from a qualitative point of view, the cells in the other phases before reaching@echeck-
were found at 75 and 10@M, while for the highest dose point. Moreover, cell death can be argued from the decline of
(200 uM) a very large amount of cellular debris was ob-the growth curve, but its connection with cell-cycle events
served. Figure 7 shows a biparametric PI-FITC-anti-BrdUrdcannot be directly inferred by simple examination of the his-
plot, with the corresponding numerical data shown in Tableograms.

lll. At t=6 h, part of the BrdUrd-positive cells, in th®

phase at=0 h, had time to divide, reaching,. T occur- , ,

ing around 8 h, another part of the BrdUrd-positive cells was B. Simulations

still crossing the laté&S phase ands,. Note that the 10- and The task of the computer simulation is to consider all
30-uM plots are similar, suggesting that the divergence ofexperimental data together, with a number of drug doses and
the effects, observed in DNA histogramstat24 h, occurs recovery times, to give a complete coherent kinetic scenario,

TABLE lll. Eperimental and simulated percentages and cell numbBrat 6 h. Cell percentages are
calculated from the biparametric PI-FITC-anti-BrdUrd graphs shown in Fig. 7."%sothe percentage of
BrdUrd-positive cells, while %1€ is the percentage of undivided BrdUrd-positive cells, stilSimnd G,
phases. The drug dose unitid/.

Dose Time tof(expt) tot*(sim) 1C*(expt) 1C"(sim) Gj(expt) Gj(sim) N(expt) N(sim)

10 6 36 37 24 24 43 43 1.#30.06 1.10
30 6 32 34 26 27 55 53 0.9410.08 0.87
50 6 36 36 32 32 56 56 0.7230.06 0.81
75 6 35 35 31 31 60 59 0.9410.08 0.80
100 6 28 29 25 25 65 64 0.600.09 0.64
200 6 32 30 31 29 61 62 0.640.06 0.58
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FIG. 8. Parameters describing the effect of the drug inGhephase, in the scenario fitting the whole set of FC and cell number data.
Block G, representapGlB‘” (the fraction of cells exiting the block in 0.5 h out of cells Ieav'@g. Exit block G, representspGlB‘)“t (the
fraction of cells exiting the block in 0.5 h out &, blocked cell$. Death G; represents[;)Gle'e (the fraction of cells which die in 0.5 h out
of G, blocked cells.

with a quantitative estimate of block duration and strength ifeast, slowing down of biological functions and cell-cycle
each phase, filtered for the consequences of other phase gkogression, unless very high drug exposure causes immedi-
terations. Once the input baseline set of kinetic parameterste disruption of the cell. Moreover, biological coherence
{T6,:Ts.T6,,CVs,,CVs,CVg,} was determined, fitting the imposes a trend of some drug effects over time and dose,
data of untreated cellsee Table | for a comparison between which led us to eliminate, for example, the fittings obtained
Steel results and simulated dgteve started to simulate the with reduction of deaths with increasing dose as biologically
data on cisplatin-treated cells, with a trial-and-error proceunfair scenarios. We assumed for all parameters a simplified
dure, always based on a biological knowledge of the phetime dependence, considering them constant within the ob-
nomena. To reduce the redundancy of descriptive paranservation interval§0—6, 6—24, 24—-48, and 48—72. Thus
eters, drug effects o, and G, were described only by parameter values should be interpreted as mean values in the
block parameters, and those on tBghase by freezing pa- given interval. We used a 0.5-h time step, which means a
rameters. This choice is biologically sustainable, si@e very high temporal resolution compared to typical intervals
and G, molecular checkpoints are known to be active inof data collection in FC experiments. Because simulation
intercepting damaged cells, blocking them until the damag@arameters are reported in units of cell200 time steps a

is repaired or cell death occurs, while there is not a definiteell death of, for example, 0.1 amo@yp-phase blocked cells
checkpoint in theS phase. Another biological assumption is means that 10% of the total number Gf-phase blocked
that cell death is an end point that follows blocking or, atcells at that time die every 30 min. Because the experimental

%Cells %Cells %Cells
100x0.5 h 100x0.5 h 100x0.5 h
N
S o
X S
S £
= g
.; Q
11}
6 10 30 50 7‘5 100 200
Dose (uUM)
W t=0h-6h Z Ht=0h-6h ] Wt=0h-6h Elt=6h-24h
Ot=24h-48h Et=48h-72h [0t=24h-48h EEt=48h-72h [0t=24h-48h Et=48h-72h

FIG. 9. Parameters describing the effect of the drug inGaephase, in a scenario fitting the whole set of FC dBlack G, repre-
sentspg,B™ (the fraction of cells exiting the block in 0.5 h out of cells leaviBg). Exit block G, representsszBOUt (the fraction of
cells exiting the block in 0.5 h out db, blocked cell$. Death G, representsszBdie (the fraction of cells which die in 0.5 h out &,
blocked cell.
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Wt=0h-6h
E1t=6h-24h
Ot=24h-48h

MWt=0h-6h
Et=6h-24h
Ot=24h-48h
Eit=48h-72h
B |

t=48h-72h

Death S

b T T T
[4 10 30 50 75 100 200

Dose (uM)

Dose (uM)

FIG. 10. Parameters describing the effect of the drug inSipbase, in the scenario fitting the whole set of FC dat®elayrepresents
psF (the fraction of cellsrozenin 0.5 h out ofS-phase cells Death SrepresentpsF%€ (the fraction of cells which die in 0.5 h out &
frozen cells.

precision of FC percentages is about 3%, and cell countment. A small difference may be found for longer recovery
10%, the fitting was considered satisfactory when the experitimes: low and intermediate doses seem more effective in
mental data were reproduced with the same precision. OWilling cells between 48 and 72 h, while no loss is seen
initial plan was to find, by trial-and-error procedure, more petween 6 and 48 h. The highest doses (100 and.200
than one biologically appropriate scenario, and challenge thRave a continuous loss effect; 2aM causes cell death from

alternatives by specific additional measures, as should havgto 72 h, while 10QuM do not kill cells only between 6 and
been suggested by the simulation itself. However, no reasoryy

able alternative_to the sce_na_ri_o outlined below was found. ¢ phase (see Fig. 10)
All attempts to fit the data limiting the drug effect to one or
two phases were unsuccessfun Appendix B we shall dis-

cuss this point in more detail, giving a practical example of

the fitting procedure Thus the first feature of the resulting

scenario is that perturbations have been introduced in ever%h aﬁerhﬁriatment, for ddoses h|gr:)er_than,43m : 15 hclos_e f
phase. Figures 8, 9, and 10 show the dose and time depelf. 0:6: which corresponds to a 100% increase in the time o

dence of the block, repair, and death parametersdelay ~ the S phase. Only 20QuM causes a strong-phase delay,
parameter for thé phase. continuous over time. At intermediate doses, there ls-a

G, phase (see Fig. 8) phasicbehavior: theS delay is noticeable at first0—6 h,

Cisp|atin b|0cksGl cells in all recovery times we ana- ianeaSing Sllghtly until 24 h but decreaSing from 24 and 48
lyzed. The block strength is maximum during the first periodh to reach its original strength again at the final observation
(say 6 h after treatment. Subsequently the effect becomes
weaker but it is always noticeable. Looking at the dose de- TABLE IV. Percentages of3; (upper tablg and G, (lower)
pendence, the block already manifests itself strongly at 3@jocked cells in the scenario fitting the whole set of FC and cell
uM. At higher doses, no significant changes in blocknumber data.
strength are detected. Block repair is prompt, for already in
the period 6—24 h, and exit was allowed for. In our scenario% of G, blocked cells
repair was easier at low doses.@y block induces an im- Time(h) 10uM 30 uM 50 uM 75 uM 100 uM 200 uM
mediate, strong loss effect, increasing with dose. After the

Cisplatin slows theS-cell cycle. TheS-phase delay is
shown in Fig. 10(left pane), as measured by the parameter
psF, as explained in Sec. Il. The value p&F in the first

initial recovery times, cell death seems negligible in a wide? 0 0 0 0 0 0
range of observation time&—48 . Only after 48 h does 92 175 222 246 216 220
cell loss become appreciable again. 24 143 207 216 271 301 42.3
G, phase (see Fig. 9) 48 12.6 10.8 13.9 15.4 18.2 28.9
The G, block is continuous in time as well. It does not 72 8.5 137 154 111 10.1 14.0
appear to weaken significantly during the whole period We, of G, blocked cells

analyzed. Only between 48 and 72 h do the cisplatin effect;
. . hy 10uM 30uM 50 uM 75 uM 100 uM 200 uM
on G, cells seem weaker. Raising the drug dose from 10 ta ime (b H # H ’“ ” ’

50 uM, the block rapidly becomes stronger. After B, on 0 0 0 0 0 0 0

the other hand, no significant increases in block strength are 2.0 5.9 7.9 7.4 8.7 11.9
seen. Repair is possible only for low and intermediate doses4 12.6 28.1 299 253 245 12.2
and takes more time than for tk& block. Cell-loss analysis 48 25 10.6 30.0 33.8 28.3 11.6
for the G, block seems to be valid fdg, too: indeed, there 72 1.4 7.6 12.9 24.4 28.5 14.8

is a strong dose-related loss in the first hours after drug treat
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time. For the lowest doses (10 and 3M) the S delay able to describe the fate of blocked cells, from the time
decreases with timeS-cell loss seems important only at the course of repair and death probabilities. They describe the
highest doses, and during the first hours after treatmenblock in more detail, giving information not included in the
Nevertheless for all doses over LM cisplatin can cause block strengthp,,B°" and ppth'e act on blocked cells, so
S-cell death, especially just after treatment and after a longhat to evaluate the importance — that is the number of
recovery time. cells exiting — in repair or death at a certain tiheone
must multiply them by percentage of the blocked cells at
that time (reported in Table Y. No repair was observed
V. DISCUSSION AND CONCLUSIONS in the first 6 h(Figs. 8 and 9, second panglseaning that
. ) it takes longer to complete the sequerateckpoint block
We developed a simulation model of the cell cycle, with pjys DNA repair During the second observation period
the intention of creating a useful tool for researchers. In this(6_24 h, G, and G, blocks show different behaviors, the
research field, involving scientists from different disciplines, |5tier being closed, while somé&, cells exit from their
one of the main problems is the distance between theoreticgjock. This suggests different behaviors of the two blocks,
and experimental approaches. Our simulation program rung,q G, block needing a longer repair time. Between 24
on an ordinary Pentium PC, is easy to handle, and givegng 48 h and during the last observation peridd—72 h,
results directly comparable with experimental ones. Its mathp i, G, and G, blocked cells repair. Again, th&, block
ematical machinery is perhaps less refined than other purelyqis stronger because cell repair is negligible at medium
theoretical models proposed in the cancer-cell kinetics field,,4 high doses. As regards the time course of death, the
(for a review, see Ref20]), but it is fully based on param- yeath rate was high in the first hours with all doses greater
eters with a clear biological meaning, and allows a link with g, 10 uM, regardless of the phase. Thus there is initial
experimental data. In this paper we described the kinetic efgjgpatin toxicity, leading to cell death in a short time. At the
fects of cisplatin on Igrov-1 cells. Our simulation program highest dos&200 uM), up to 50% of the initial population
enabled us to find a scenario satisfaqtorily fitting all dat_ad'es in the first 6 h and most surviving cells remain blocked
with a smooth dose dependence. This gave us a detailgle oafter. Between 6 and 48 h, the death rate is negligible
description of block, delay, repair, and death effects. We dq’or all doses except 20aM. Cell death rises again only in
; $he last 24 h of observation. This kind of time dependence
the_only'one.to fit all the datg. However, we found no alter'can be interpreted as meaning that most sensitive cells die in
native biologically coherent picture of the events, fully COM-4 short time during and after treatment; subsequently, the
patible with our set of more than 120 data at different timesdrug induces blocks and freezing. Cells blocked in the 'cen-
and doses. The simulation results indicated that at a give{}a| period of our observation, which are too damaged for
time, block strength increases with the dose, while the tim?epair die at later times. In éonclusion on account of its
dependence is more complex. Cisplatin acts immediately 0Rgtinuous and prolonged action, the low number of repair-
cells in theG, phase, at all the doses we analyzed, while, " colls " and the time required for repair to start, Bg
cells treated with lower doses in the last cell cycle phaseg,cy can be considered the major effect of low and/or inter-
experience a milde®, block that cells subsequently reach- qjate cisplatin doses on ovarian carcinoma cells. However
ing the G, checkpoint. As we pointed out, cisplatin is COM- yhe G, plock andS delay, with peculiar kinetic characteris-
monly known as an antitumoral drug that blocks cells ingcq are also active, and make a substantial contribution to
G,. Table IV reports simulated percentages @i and s gryg's effect. We want to emphasize that our cell-kinetics
G, blocked cells. Our data confirm th€; block as a 5n4)ysis method can be applied without additional problems
very important kinetic e_szect caused by cisplatin on Igrov-1,, any other cancerous population — antitumoral drug sys-
cells but, at the same time, ;how the fundamental role of thg, 1, | this paper we presented our first application, but we
G, block. After a recovery time of 24 113, blocked cells, 516 confident we will be soon able to collect and analyze
for example, are between 14%40 uM) and 43%(200 uM)  mych more data, so that quantitative comparisons between

of the total population. Note that at 24 h for a dose ofifferent drugs action on a particular cancerous population
200 uM, histograms give a totals; occupation of 45%; il be possible.

this means that almost every cell @&, is blocked at this
time. This effect was completely hidden by histogram plots

a(l/ogel:_%%'or/‘g ba;kzot(;’ MF'go'/ éi_azgy Cor.?par'”lg hcomro' APPENDIX A: COMPLETE SET OF EQUATIONS
(%G1="56%) and 200uM (%G1=45%), it would have DESCRIBING DRUG EFFECTS ON CANCER CELLS
been impossible to infer the existence ofza block. Only IN OUR MODEL

with a simulation able to consid&;, S, andG, occupation
percentages together with the growth curve was it possible Here we want to report the full equations system utilized
to detect theG; block and estimate its strength. We were to reach the results described in this paper.

Gao(k+11)=Gy(k,t=A)[1-Dg,(K)](1~pg,F) (1= p&d) + Ga(k+ Lt—A)pg F(1—pg,FU),

Ks
Ga(11)=| S(B,t—4)psB*"+(1-psB" 2, S(k,t=A)Ds(k)(1-psF)(1-pS? |(1-Pc,Q)(1-pG;
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+G,(1t—A)pg,F(1-pg,F™),

KGZ

Go(B,1)=Go(B,1~4)(1-P6,B™)(1-P5,B™) +Pe B Y, Golkt=2)De,(K)(1-Ps,F)(1-PE),

Ks

Ga(Q,t)= S<B,t—A>psB°“t+<1—psB‘“glS<k,t—A>Ds<k><1—%F)(l—p‘é‘

pGZQ+Gz<Q,t—A>}(1—pGZQd‘E),

S(k+1t)=S(k,t—A)[1-Dg(k)](1—psF)(1—p2® + S(k+ 1t — A) psF(1— psF4e),

KGl

S(11)=| Gy(B,t=4)pg, B+ (1-pe,B" 2, Gu(kt—A)Dg,(K)(1-Pa,F)(1-pg) | (1-PsQ)(1-pg

+S(1t—A)psF(1—psFde),

Ks |
S(B,t)=S(B,t—A)(1—psB®)(1—psB¥®) + pSBkZl S(k,t—A)Dg(k)(1—psF)(1—p2e),

- (A1)

KGl

G1(B,t—A)pg B+ (1— pelBi”)kZ,l Gi(k,t=A)Dg,(K)(1-pEd) (1 pg,F)

S(Q,t)=| pelQ+S(Q,t—A)]

X (1-psQ®),
Gy(k+11)=Gy(k,t—A)[1-Dg (K(L—pg,F)(1— P + Gy (k+Lt—A)pg,F(1—pg, F4e),

KG2

G1(11)=| Ga(B.1=A)pe B+ (1P, B 3, Galkit—A)De,(K)(1-Pe,F)(1-PE) | PrubPoo

+Go(t—A>pGoel<1—p2§>] (1-pg,Q)(1=pE) +Gy(Lt—A)pg,F(1-pg FU).

KG1

G(B,1)=Gy(B,t=4)| 1-pg,B™(1-ps,B)+Ps,B2, Gi(kt—4)De,(K)(1-ps,F)(1-pg),

KG2

(GZ<B,t—A>pGZB°“‘+<1—pGZBi">kZl Ga(k,t—A)Dg,(K)(1—Pa,F) (1~ PE) | pribPeo

G1(Q.1)=

+Go(t—=A)pgoci(1— P?;iz) pGlQ+Gl(Q-t_A)] (1-pg,Q"),

KGz

Go(t)=Go(t—A)(1-pgoc1)(1— p((jai(;) +| Gy(B,t—A)pg B+ (1 pGZBm)lZ’l Ga(k,t=A)Dg, (k)

X (1= Pg,F) (1= pES) | Pmi( 1~ bPeo) (1~ Pc,Q).

KGZ

Ga(B,t—A)pg B+ (1— pGZBi”)gl Ga(k,t=A)Dg,(K)(1=pg,F)(1- péj) Pmit(1—bPco)Ps,Q

GoQ(1)=

T GoQ(t— A)] (1-pg,Q").
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APPENDIX B: FITTING PROCEDURE TABLE V. 100 uM of cisplatin, for a recovery time of 24 h;
i . . . experimentalExpt) data compared with three different set of pa-
One of the main results of this work is that all three in- ameters. Sinf1): only G, perturbation is considered, with a block
termitotic phases are perturbed by cisplatin. Here we want t@trength of 0.5 and a 0.02 cell repair. Si2). same as Sirf), with
give an example of a particular fitting, with the aim of show- 5 G, block (strength: 0.73, no repaiin addition. Sim(3): same as
ing that if perturbations on a particular phase are not considsim (2) with a 0.53S freezing in addition. Sint3) already fits the
ered, the experimental data are not correctly reproduced. Lekperimental data well; with a small refinement of these parameters
us consider a dose of 1Q¢M of cisplatin, and the recovery (owing to those reported in Figs. 8, 9, and e fit becomes very
time 6-24 h. We assume that we have already fitted theatisfactory(as shown in Table }I
recovery time 0—6 h, with the parameters reported in Figs. 8;
9, and 10. We recall thatt & h we canmake a comparison %G, %S %G, N
with the whole set of Anti-BrdUrd data, so that this initial set  Exp. 35 39 26 0.57
of parameters can be considered a good starting point. Oar

simulation, in good agreement with the experimental data, S?m'(l) 1 22 ’ 1.04
gives at 6-h, percentages of 68%, 19%, and 13% of cells in SIM{(2) 40 15 45 0.726
Sim.(3) 32 36 30 0.683

G1, S, andG, phases, respectively, with a total number of
cells (normalized, as usual, on 0-h conirof 0.64. At 24 h,
the experimental data to fit areGq=35%, %S=39%, and
%G,=26%), while the total number of cells is 0.57. In this firming, as a first try, the value of 0.73 utilized for the 0—6-h
case, it is obvious that the parameters utilized for 0—-6 h fitecovery time. Now(see again Table Mhe G; percentage,
have to be changed, in order to fit 24-h d&tehen such as well as the total number of cellsven if both are still too
evidence is not clear, a good starting point to fit a particulahigh), draw close to experimental values, but tBgpercent-
recovery time is to confirm the parameters utilized for theage is strongly overestimated, while tBepercentage is too
previous ong confirming the strong block i, , the experi-  poor. Lowering theG, block would again raise th&, per-
mental evidence of a sharp decrease G fbetween 6 and centage and the total number of cells, so that a better solution
24 h could not be predicted by the simulation. Thus, as a firsis to act onS freezing as well. Confirming the previo(8—6

try, one can decide to act only @b, block parameters, de- h) value for this parameter, the solution is almost reached,
creasing its strength and allowing cell repair. As shown inand with a final refinement of the parametéirscluding a
Table V, even introducing low repairs (0.02) and reducingsmall S-cell los9, the fit results are good. In order to make
the block strength from 0.93 to 0.5, tii&, percentages are our fitting procedure clear, and to show how it arises neces-
raised. So one could think to raise the repair again and tearily to perturb all three phases, we chose a particular dose
reduce the block strength further, but this is not really theand a particular recovery time. The whole set of experimen-
case: the total number of cells, indeed, is already too hightal data has been fitted following the same procedure, always
and the above described action would make it raise morechecking, in addition, that the complete kinetic scenario fol-
Thus, one may think about also introducinga block, con-  lowed biological knowledgéas explained is Sec. IV
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