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Inverse-bremsstrahlung absorption in strongly coupled plasmas produced by high-intensity lasers is studied
numerically. The simultaneous presence of high density and intensity makes it difficult to treat this problem
with standard methods. A technique for modeling collisional plasmas is demonstrated which uses a hierarchical
tree code—an accelerated molecular dynamics algorithm witiN dag N computation time—adapted to
model periodic, non-equilibrium two-component plasmas. Good agreement is found with standard theoretical
results for classical, weakly coupled plasmas. In a series of further simulations, the dependence of the inverse-
bremsstrahlung absorption coefficient on plasma coupling parameter, laser frequency, and the ratio of quiver to
thermal velocityv 4 /vy is computed. An important outcome of this study is that the Langdon effect—a change
of the velocity distribution function due to an imbalance of heating and equilibration rates—is verified in a
direct microscopic particle simulatiofS1063-651X98)10104-6

PACS numbds): 52.20.Fs, 52.25.Fi, 52.65y

I. INTRODUCTION plasmas, where only the dynamics of the ions is simulated
explicitly and the degenerate electrons are treated as a uni-
Understanding collisional processes between particles iform background charge.
dense plasmas is of fundamental importance in predicting the The production of such a plasma by high-intensity laser
thermodynamic properties of many laboratory and astrotight poses two additional problems for an accurate theoret-
physical plasma systems. This problem has become increagal description. The main effect of the high-intensity light
ingly important since the development of high-intensity la-on the plasma is the presence of a strong oscillating electric
sers capable of creating simultaneously hot and dense staigg|d £ = E sinwt. The electron excursion length due to this
of mat_ter[l]. Thg interaction of the.part|cles in dense p'?‘s'sinusoidal fieldxo=eE, /m.w?, can be large in comparison
mas differs considerably from classical plasmas and the ide the screening length within the plasma described by the

gas assumption underpinning many theories of thermodyDebye length o = (ks TJ4me2n,) Y2 The second problem
namic properties is no longer justified. An important param- ~D B @ €

eter which characterizes the strength of the interaction be't-f‘eth;tr;hea?:t')\llsrt\éel(?rmgro:reEﬁériﬁedﬁﬁetfmtgle\jz? can
tween the particles is the ion coupling parameleér It P 9 oty

essentially describes the ratio of the potential to the kinetic- VKsTe/Me. Both situations mean that standard methods
energy of the particles of the plasma, treating either the high density and/or the high |nten3|t_y as a
small perturbation of the system are no longer applicable,
Z%e? and a number of highly nonlinear processes may occur si-
I'= m’ ) multaneously. In this paper it will be shown how such sys-
tems can be modeled by “molecular dynamics” simulation
whereZ is the ion chargeg; = (47n;/3) ®is the ion sphere in which both strong coupling and strong electric fields can
radius, n; is the ion density, and is the temperature. If be included without making ang priori assumptions.
I'>1, the system is said to be strongly coupled. Since clas- Until now, these effects—strong coupling of the plasma,
sical theory relies on the ability to make expansions in termstrong external fields, and modification of electron velocity
of T', it is expected that strongly coupled plasmas shouldlistributions—have been treated separately and/or by pertur-
exhibit very different behavior in their basic properties suchbational methods. In Sec. Il we will first briefly review what
as interparticle correlations, transport coefficients, ancas been done to investigate these effects so far, and consider
atomic physics. the limitations of these approaches. In Sec. Il we describe
Another important parameter is the degree to which theéhe numerical method upon which the plasma tree code is
electron gas is degenerate, given @y=kgT/ex Where ex based, together with the modifications made in order to per-
=12(37°ng)?%2m, is the Fermi energy and, is the elec-  form nonequilibrium calculations.
tron density. In this paper only nondegenerate plasmas will When studying the interactions between laser light and a
be considered. This means a two-component plasma consigttasma experimentally or by simulation methods it is essen-
ing of electrons and ions is investigated and both species at&l to know how the laser energy is deposited in the plasma.
treated explicity. However, the same method with only An important absorption mechanism occurs via collisional
small modifications could also be applied to one-componenprocesses, known as inverse bremsstrahlung. It describes the
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effect where energy of the electric field induced by the laser B. Langdon effect

is absorbed by the plasma via electron-ion collisions. Inverse

S_rf’amSlzg:%lg?gﬁ?a?;gsxig ms]gz:?g:; rAf])lea'r? dtr:sgf?lggnd tion in plasmas heated by inverse bremsstrahlung would re-
y ' y T sult in non-Maxwellian velocity distributions. Ifvea e

[5]. In high gain targets where the laser irradiation produce L . .
warm long-scale-length plasmas, IB is the dominant absorps-> Veiv.? ttr?e velocity @stnl;utlon .relmams Mda;xwglllalln. HOW;j.
tion process. In Sec. IV we illustrate the versatility of this V€ T th€ average ion charge IS largeé anajor (ne laser radia-

code by computing inverse-bremsstrahlung absorption acrod®" high, such thaZv S/vt28~1, it can happen that collisional
a wide range of’, w, andv/vye. heating competes with electron-electron collisions, produc-
ing a non-Maxwellian velocity distribution. This effect has
been verified by numericgFokker-Planck simulations for
plasmas withz>1 [15] and forZ=1 plasmas in recent ex-
In the standard theory for inverse-bremsstrahlung absorperiments using intense microwave radiatidr6]. Decker
tion assuming the plasma as ideal gas and a weak electrig al. recently pointed out that the above condition should be
field Dawson and Obermaj6] showed that the absorption yeplaced byzv2/vZ<(1+vd/vd) to take into account the

coefficient is given by fact that the electron-ion collision frequency is reduced by
_ _ _ the quiver motion, whereas the electron-electron collision
_ 1252 371 _ a—hvikgTe C , i tron-cotfisi
K=1.89<10°T *Z*NNiv (1 e °'°) rate is unaffected, and an initially Maxwellian distribution is
x(l—wﬁ/wz)*l’ZInA cm L, ) then preservedl17]. A modified electron. velocity distribu- .
tion has consequences for many basic plasma properties,
such as a reduction of the absorption rgtd]|, and modifi-
cation of heat flu{ 18] as well as instability thresholds and
atomic transition rates.

Langdon[14] predicted that strong electromagnetic radia-

Il. THEORY OF COLLISIONAL PLASMA PROCESSES

where v is the photon frequency and Anis the Coulomb
logarithm, with A =min{ve/wpbmin vie/Wbmin}, and by,
=Z€&/kgT, in the classical limit. However, this formula is
limited to the case oby/ve<<1, Xg<\p, low plasma den-
sity, and assumes a Maxwellian electron velocity distribu- C. High density

tion. Naturally there have been various attempts to overcome The works mentioned so far mainly deal with the effect of
these limitations. As pointed out before, the different effectsstrong electric fields on the absorption and electron velocity
of high laser intensity and high density of the plasma havejistribution function but do not treat the effect of strong

mainly been treated separately. coupling. It is expected that the IB absorption again shows
departures from classical theory in dense plasmas, because
A. Effect of vy/ve=1 the electron-ion collisions can no longer be regarded as iso-

The presence of a high electric field generally results in

reduced collision rate because of the enhanced average el ; : L
e commonly used high-frequency absorption coefficient of

tron velocity. The precise magnitude of this reduction factor ;
has been the subject of much attention and debate over t gawson and Oberma_n derived fbr<1 t.)Ut often extrapo-_
last 20 year§7—11]. More recently, Deckeet al. [12] ex- lated into thel’~1 regime, can underestimate the absorption

tended the high-frequency model of Dawson and ObermaFLy as much as a factor of 2 and more. Calculations based on

[6] to arbitrary values of the quiver velocity, /v, and ex- the low-frequency IA. and which take the strong coupling

cursion lengthky/\p . Their results agree with those of Silin into account to some degree—as in the investigations by

[13]. The numerical expressions for the extreme cases of thganle and Rozmug_zo] and 'Ch'”f‘a“‘ and Tanakg1l—
collision frequency are given by agree much better with the experimental results.

There are mainly three methods used to deal with the
v 1/2 effect of high density on the inverse-bremsstrahlung coeffi-
51510 X ——|nA for V0<Ute, 3 cient and the collision frequency: kinetic theory based on the
wp (kgTe)3? Kubo expression{22], the Born approximatiorj23], and

density functional theory24]. Although one can obtain a

Vei 1o 12 L, general formulation of the problem a number of approxima-

- =2.5X107 T ——pu*(Inu/2+ 1)InA forve>vee, tions have to be introduced to obtain applicable expressions,

P (keTe) for example, the assumption of a Maxwellian velocity distri-
) bution and a Debye-Hikel form of the static form factor,

_ _ 5 . .. which is only valid for weakly coupled plasmas or relatively
Yvizei;eﬂr;tgocﬁ?{/e\/7c?r%< 1tge wv;i\/elllérretﬁnid trr:\erlmaiieia 'Q:re][]?'ty weak electric field. Rinkef25] developed an extended Zi-
andKT. is in eV Théy concluded %hat%e’error in eithér of man formula to give plasma transport coefficients in a tabu-

e : lated form. This spans a relatively wide rangelbdfvalues

these expressions Is not too severe in th? regmte~1. and appears to give good agreement with recent conductivity
Comparing their results with two-dimensiondRD) experimentg 26]

particle-in-cell (PIC) simulations, Deckeet al. find differ-
ences between the simulation and the analytical result for
Xo/Ng=>1. They conjecture that the collisions become corre-
lated when the excursion length of the oscillatigg be- It is also possible to investigate strongly coupled plasmas
comes large in comparison to the Debye lenggh using direct particle-particle simulations. The first such cal-

ated events; instead the surrounding charges will greatly in-
Iéi_ence the energy transfer. Mostovyehal. [19] find that

D. Molecular dynamics methods
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culations were performed by Brush, Sahlin, and Tdlf] 3
who modeled one-component plasm@CP using Monte 1 o2 4°
Carlo methods. However, the use of Monte Ca(C) 3 4
methods is limited to systems in equilibrium. Fortunately it
is possible to investigate systems in equilibrium and non- :P‘T 12 L|i 789
equilibrium states using a related particle-particle method— | o7 g | 6 L‘J L]
molecular dynamic§MD). Hansenet al. [28] and Slattery, 10
Doolen, and DeWitf29] carried out equilibrium calculations *9 o0 |
using MC and MD methods with improved accuracy. ‘
The main properties investigated to date by MC and MD
for dense plasmas have been based on the raatidpair” ) FIG. 1. Construction of two-dimensional tree structure used for
distribution functiong(r). This describes how likely it is to storing information on the particle distribution.
find a particle at a distance from another particle, thus
giving a measure for the spatial correlation between two parmodel the situation of interest here, we have to resort to
ticles, and is normalized so tha(r) approaches unity as direct methods.
r—co. The radial distribution is related to the static structure ~ The most straightforward computational method would be
factorS(k) via the Fourier transfornS(k) andg(r) are used to follow the paths of all particles of the system induced by
to calculate the effects of external forces on the systemthe forces due to all particle-particle interactidB$]. How-
where perturbation theory is applicable. However, this is no€Ver. this becomes prohibitively expensive for large particle
possible anymore if the external forces are very strong anagmbers, because the computation time is proportional to
nonlinear effects become important. In this case the effectd Fu_rukawg and NishiharB6] have investigated absorp-
have to be measured directly in a system which includes thfion using a°m code, in which the macroscopic field deter-
external force. Here, a two-component plasma is modeIeEP'ned by '.DIC IS co.rrected by calculating for_ces betvyeen
where electrons are only weakly degenerate and are treat@cﬁ"’"rest ne|ghbors dlrectl’)87].3 AI.though numerically effi-
the same way as the ions in the simulation. C|§nt, the main drawback W_mh M is that !t cannot cope well
The problem then reduces to obtaining macroscopic Vari\_Nlthl_Iong-wlavelength density perturbations, nor with highly
ables with good statistical accuracy and avoiding boundarnon Inear clustered systems.

. . . ary n this paper we use a tree code to simulate a dense
effects, which means using a large number of particles in Blasma. This technique has two advantages over other

simulation region large enough to encompass physically relgethods—an accurate handling of collisions, including
evant length scalegfor example, the collisional mean free many-body encounters, large-angle scattering and screening,
path and the Debye lengthWith standard MD simulations it - ajong with a gridless treatment which in principle permits
is only possible to include a few thousand particles in theyrpitrary geometry and high-density contrasts.

calculation for reasonable simulation times. The hierarchical
tree method demonstrated here is capable of modeling sys-
tems with 16—1CF particles on state-of-the-art computers,

thus offering a means of comparing microscopic simulation The tree algorithm we use for plasma simulation is similar
with theory and experiment. to the codes developed for gravitational problems in astro-

physics[38,39. A tutorial account of the numerical realiza-
tion can be found if40]. The underlying principle is the
following.

Of the codes developed to study the complex many-body The most time consuming part of @body code is the
problem of laser beam interaction with targets, the thredorce calculation, because taking all particle-particle interac-
main types of code in common use, fluid, particle-in-cell,tions into account involvesl(N—1)/2 operations. The basic
and particle-collision(or Fokker-Planck codes, are unsuit- idea of a hierarchical tree construction is to exploit the? 1/
able for modeling dense plasmas for the following reasons fall off of the force(in plasmas the effect becomes enhanced

Fluid codes treat the plasma as a viscous fluid, wherdy screening A particle is mainly affected by the force of
collisions between electrons and ions are included through each particle in its immediate neighborhood and it is suffi-
damping term. It is assumed that the electron-electron collicient to take particles only groupwise into account at larger
sion rate exceeds the heating rate, so that the distributiodistances.
function remains Maxwellian. Particle-in-cell codes are tra- The aim is to avoid calculating the distance between each
ditionally used to model non-Maxwellian phenomenaparticle pair, but to develop a relationship between each par-
[30,31, but collisions are difficult to include self- ticle and its neighbors which can function as a measure of
consistently. closeness. This is achieved by recursively dividing the entire

Particle-collision code§32—34 solve the Fokker-Planck space into subcells until there is only one particle per cell.
equation including electron-electron and electron-ion colli-The resulting data structure is known as the “tree.” An ex-
sions to obtain the electron velocity distribution. The colli- ample is given in Fig. 1, which shows a distribution of par-
sion term is determined by summation over many smallticles with the spatial division and the corresponding tree
angle scatterings; it does not take into account very largstructure. This structure is used to cluster groups of particles
deflections or encounters between two or more particlesogether to pseudoparticles. The influence of remote particles
Since none of the above simulation methods can adequateily evaluated from a multipole expansion of the particle clus-

oot

A. Hierarchical tree method

IIl. NUMERICAL METHOD
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ter rather than its individual members. The force is evaluated ~ L 47 Ng [47N, 173

for each particle by “walking” through the tree, starting at L=—= 3 N_:< ) e
the root and working up towards the leaves. The size of the b
current cluster is compared with the distanct the particle

i where a, is the mean interelectron spacing. Generally it is
of interest by

more convenient to specifif and Z rather thana,, so in

s/d<6 practice we define. according to(see the Appendix
13
where 6 is a tolerance parametgusually between 0.2 and L= 4”N9) (31) Y2z 506 @)
1.0). The choice off determines whether the force of the 3

charge sum of a cell is evaluated, or whether the cell is split ] ]
into its daughter cells and the force of each charge sum of th@nd the ions are placed in the same box wik=Ne/Z.
daughter cells calculated. The summation is of course more Due to the attractive forces between the electrons and ions
accurate the more the cell is split, but at a cost of increasel “Pare” Coulombic potential would make the system un-
computation time. Therefore to maintain a high accuracy angtable via stochastic heating. Therefore it is necessary to in-
low computational effort at the same time, both the dipoleclude a short range truncation which allows this singularity
and quadrupole moments of the pseudoparticles are includetp Pe dealt with. To retain some physical basis for this, ef-
For plasmas this is particularly important because quasined€ctive pair potentials can be used which can account for
tral clusters would be virtually ignored if only monopole quantum diffraction as well as symmetry effects in an ap-
terms were taken. proximative way[42]. However, since we are not explicitly
The scheme implemented in our code largely follows thatnterested in degeneracy effects here, we instead employ an
of Makino [41], which enables the particle’s interaction lists @d hoc EOﬂ%”'nl.C/lz in the Coulomb potential of the form
to be gathered independently of one another. This choice i¥(r)>(r“+&%) " wheree is some fraction of the interpar-
motivated by the scheme’s flexibility, which allows particles ficle spacinga. . This allows us to verify analytical results in
to be processed in groups: a feature which permits subcyhe classical['<1) regime, while at the same time giving a
cling of particles with different time steps while maintaining means of obtaining approximate scaling laws into the
a high level of parallelism. strongly coupled regime.

The simulations are performed using dimensionless units Due to the large mass ratio; /m, between the electrons
with m—m/m,, g—gle, r—r/\p, v—vlve, and t and ions the dynamics of the two species occur on rather

—wpt, where w, is the plasma frequency given by, different time scales. The time step has to be chosen accord-

= 47n.e%m,. In these units, the force on a particlecan NG to the much quicker electron motion, ensuring that the

be expressed as paths of the particles are resolved accurately enough that
collisions are correctly described. There are two limiting fac-

do 1 9.0 tors for this: the speed and the closeness of the particles. The
m“d_ta = 3N B 4 .o, (5)  time step has to be small enough to describe close encounters
D B#a  T,pg according to the softened force law. Takingwv

5. . = 10% Max{ye.vo) results inAt;<max(o,1)f2NY¥Z, where
whereND=(41-r/3)ne_)\D is the number of e.IethonS In a-De— f is some fraction of the average interparticle spacing, typi-
bye sphere, and, is the externally applied electric field ¢ajly 0.3-0.5. The other time step limitation is that the fast-
amplitude. For an oscillating laser fiell sinwt, we have  est particles should not move more than a distanoe
Eo=wvo/wpvie, Wherev, is the quiver velocity as defined =fa,, so thatAt,<fN; ¥[2max(o1)]. In the simulation
earlier. The normalized potential energyUU/Muf,  the smaller of these two time steps is applied, so that

=U/kgT,) of the system is = min(At,At).
Periodic boundaries are handled in the usual way using an
U :i 9.9 (6) Ewald summation, which has previously been combined
P 3Np &5« lep with both tree codef43] andFmm codes 44]. However, for
plasma applications the accuracy of the calculation has to be
and the kinetic energy improved by including higher moments of the multipole ex-
pansion. A more detailed description of implementing the
U, :Ez m. 2 @) Ewald sum and higher moments of the force can be found in
kin= & aar Refs.[45,40).
The simulation region is set up by placing a number of B. Constant temperature dynamics

electrons and ions in a cubic box of lengthThe size of this The systems under consideration here are in a nonequilib-
box is defined according to the number of electrons in a y q

. . rium state, because the applied electric field heats the system
Debye sphere. For a given electron density we have during the simulation. Although this heating is physical, it

presents a problem because the state of the system changes
:%: L disproportionately as the simulation evolves. Therefore, in
L3 (477/3))\%’ order to sample or measure a variable inissthermalsys-
tem, one must either rescale the velocity distribution after a
whence the normalized box length, certain number of time steps, or modify the usual equation of

Ne
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motion to compensate for the heating. Both methods physi-

6
cally correspond to immersing the whole system in an infi- sta) ] —
nite heat bath. With velocity rescaling, assuming that the Q;‘: ] pm
perturbation is oscillatory, this can be at every full cycle. % SIVUVUV UV UV UV UV UV VWV VY | —— T,
Alternatively the rescaling can be performed at every time 1 ] --- AU,
step—see Ref46] for a review of these methods. Okozzmmmommmmmmmmme oo -
In the simulations that follow in Sec. IV, we include the -10 . 1'0 s 20
external force explicitly in the equation of motion by adding wt
a Lagrange multiplier, so that for each particle spedies
6
dr, 9 5t
dt LT ( ) 04 -
z3
52
dva _ 10 1t
dt _auz gava! ( ) 0
-1 L
wherea is the acceleration due to both internal and external 0 > olj(:t 13 20
forces andt,, is to be determined by the constraint condition.
The thermal energy of each particle species given by g 0
th 1 2 i
Ugem=om, 2 (of—(vi)?). (11) z3y
i o2
1 L
Initially, for a 3D Maxwellian distribution we have in nor- 0 pooTTIIITIIIIIIIIIIIIII
malized unitsUy,en{t=0)=3Ng/2. The electron tempera- -10 e 1'0 s 20

ture is then justTo=2Uyemn{3Ne. Setting dUy,em/dt=0, wpt
we arrive at the condition

0.5
—— - no constraint
2 Vi-g— 2 U+ 2 a; /N 0.4 : lﬂglc;;{lzscale d) _____ ; 1
§o= 2 : (12) 503 oA ]
20?—(2 vi| IN Qool  paeeet™ 77
To implement this scheme, we follow R¢#16] and split 0.1 /

the velocity advance into two halves. Dropping the subscript 0.0 . - .

: ; } 0 5 10 15 20
a, we first perform an unconstrained half step: wt
o' =" Y24 Za'At. (13) FIG. 2. Comparison of constraint scheméal no constraint

2 (energy conserving (b) velocity rescaling, andc) modified equa-
tion of motion with isothermal constraint. The simulation param-

Next, we determine the new thermal enetdy according to  eters werd"=0.5, vo/ve=2, o/w,=3, with 2000 particles. The

Eqg. (11) and then compute the ratio heating curves are redrawn {d) on an expanded scale for clarity.
Uy were initialized using a Monte Carlo routine to place the
x(t)= (14)  system in its minimum potential energy configuration. If this

U is not done, or if insufficient MC “moves” are taken, the
system will initially heat up as it relaxes to this state. Indeed,
this is exactly what we observe in Fig@®, the temperature
increases fronT,=1.0 to 1.1 in a time~1.50,*. Subse-

quently, the thermal energy increases steadily due to inverse-

whereU is the desiredinitial) thermal energy. It is straight-
forward to show thajy ~1=1+ £At/2, so that the second half
step reduces tp47]

oM 2= (25— 1)u" Y2+ ya At (15) bremsstrahlung heating at a rate given by
Since we are only concerned with electron dynamics here, AU, Veillp (16
we can neglect the heating of the idiliy taking a high mass At 4

ratio) and just apply Eq99)—(15) to the electrons only. The
technigue can, however, be generalized to multispecies plas- Thus, although we can still extraet,; in this case, we
mas. would actually have to rescalE by (1.0/1.1=0.9 to de-

To illustrate the constraint method in action, we comparescribe the actual plasma conditions. This inconvenience can
three simulations of inverse-bremsstrahlung heating all starbe mitigated to a certain extent by allowing the system to
ing from the same initial conditions:;=2.0, I'=0.5, N,  relax dynamically from a slightly highel" with the field
=N;=1000, Z=1. The initial electron and ion positions switched off. A more serious problem is the temperature in-
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crease which accompanies the IB heating. Because the colli-
. —3/2 i —— Dawson-Oberman Theory
sion frequency scales &R, *“, the heating rate decreases O Cauble & Rozmus (Debye-Hiickel model)
with time, and we are likely to underestimate; from the © Tree-Code Simulation
slope of the temperature curve in Figd?
To get around this problem, two means of maintaining ' ' 3
isothermalsystems are implemented in our code. First and L
most simply, we can rescale the velocities at the end of each f
o a a

cycle such that 3
: Uo
V,= U, U . (17) 0.01t
therm

. . _ . 0.01 0'.1 1 10
This is illustrated in Fig. &), in which we see that after the r

initial relaxation, the temperatur€=2U/3 now fluctuates

around its nominal valu&y,=1.0. The heating rate is now _ _ A - . : .

determined from the heaemovedfrom the system due to >’ @/ ©p=3, andv,/ve=0.2. The simulation points are the
circles with estimated error bars. Also shown are theoretical curves

velocity rescaling. Thus at the end of each cycle, we calcu]zrom Dawson and Oberma(Ref. [6]) and Cauble and Rozmus

late (Ref. [20]).

Veilwp
=}
-

FIG. 3. Dependence of collision rate on coupling parameter for

AUe=Utpem— Yo, (18)  rather than a saturation predicted by most theories.
: . . - It should be stressed at this point that even though the
which results in the somewhat jerky dashed curve in F'gprimary motivation for using this code is the investigation of

2(b). .
A smoother result can be obtained using the constan dense plasma effects, most of the results shown here are in

temperature dynamics algorithm outlined earlier—Fi(g).2 act calculated fqr the.hlgh frequency e wp) regime. To
, : . make a connection with the daw&€w,) conductivity rel-
Here, we apply the velocity correction according to Ed4) L P/
. . X evant to short-pulse laser-solid interactions, we show the fre-
and(15) at each time step. Again, the heating corresponds tQ - .
oo guency dependence of,; in Fig. 4. In the weak-coupling
the energy removed, and is given by

limit I'=0.1, we see a clear resonancecgf as expected

AU=2(U’—Ug)=2U[ x(t)"2—1]. (19) [48], below which the simulation points approach the classi-

cal dc limit [49]. For I'=0.65 the behavior appears to be

On averagey is just less than unity and the temperaturemore complicated, with apparent enhancements of the colli-
increment per time step is small, so a large number of parsion rate for certain values @/ w,. This behavior is pres-
ticles are generally needed to smooth out statistical fluctugently not understood, and cannot be explained in terms of the
tions in AU,. Most of the results which follow were ob- correlation effects suggested by Declegral. to account for
tained using this method, i.e., constant temperaturéheir anomalougPIC) results in a region whergy/\p>1
dynamics. Thus botb, and v, were effectively held con- [12].
stant while the heating rate was computed from @&§).

0.12 :
0.1} a) |
IV. RESULTS: INVERSE-BREMSSTRAHLUNG HEATING 008 | o

We now use the tree code with the modified dynamics \3:0.06 to o T 1
described above to calculate the heating rate due to an ap- * o0l \
plied oscillating field. This field is uniform in space and ap- 00| ° o ]
plied in thex direction: E(t) =E, sinwt. For these simula- L
tions between 20 000 and 40 000 electrons and {ovith 0'00 1 2 3 4 5 6 7 8 9 10
Z=1) were randomly placed in a cubic box and allowed to wlwp
relax to an equilibrium state with the field switched off.

First we check that we recover the well-known classical o —————————————————
result of Dawson and Obermditq. (3)] for the weakly osl b) |
coupled regimd'=0.1. This is done in Fig. 3, which shows ’
the normalized collision frequency as a function of the cou- $£06 °
pling parameter fow/w,=3. As we increasd’, we find a 2 oal o
departure from the classical result 10 0.2, essentially due o6 T TTTTTTTTTTTTTTTTTTr
to the usual limitation on the latter theory that the Coulomb 021 & °
logarithm “becomes negative.” Also shown for comparison 0.0 L —

is the analytic result of Cauble and Roznm@§] who used a
Debye-Hickel expansiorincluding electron degeneracy ef-
fects to obtain corrections ne&dr=1. Since we do not in- FIG. 4. Frequency dependence of collision rate foy/v,e
clude quantum effects in these simulations, the results foe.2: (a) weakly coupled systenip) moderately coupled system.
I'>1 should be treated with some caution: however, therhe solid and dashed curves represent the Dawson-Oberman theory
curve does indicate a strong scaling with coupling parametedind dc limit, respectively.
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FIG. 5. Nonlinear inverse bremsstrahlung fBr=0.1, Z=1: FIG. 6. Cycle-averaged distribution functions for weakly

simulation results(circles compared with classical theory after couplezd Qzlasma heated by inverse bremsstrahlung@ fol. where

Dawson and ObermatDO, Ref.[6]), DO theory with Langdon @=Zvg/Ute.

correction(Ref. [14]), and the highvy /v limit due to Silin (Ref.

[13)). of the same order as the plasma frequency. To the best of our
knowledge, the results in Figs. 5 and 6 represent the first

We continue our study by extending the simulations intomicroscopicverification of the Langdon effect.
the nonlinear regimey/v.>1 with Z=1. For the code, this
involves no additional technical difficulty except that we V. CONCLUSIONS
must decrease the time step accordingly to accommodate the
higher oscillation velocities of the electrons. Measuring the To summarize, a simulation technique for modeling non-
heating rate actually becomes easier because it is less prohear transport processes in dense plasmas has been pre-
to thermal fluctuations. The results for a weakly coupled syssented. The code reproduces standard theory in the weak-
tem are shown in Fig. 5, and compared with the theoreticatoupling limit and has the potential to check existing and
limiting cases of Dawson and OberméRO) [6] and Silin  future analytical models in the strong-coupling regime. In
[13] for low and highvg/ve, respectively. Note that for our investigation of inverse-bremsstrahlung absorption, we
vo/v=0.2, the simulation points lie below the DO result, have not attempted to provide a definitive coverage of all
following instead the curve obtained by including Langdon’sparameter spadgntensity, laser frequency, and coupling pa-
correction factof14]. Although there is some numerical er- rametey here; rather, we have indicated regions which would
ror associated with the simulation values, this is not morgnerit further investigation, for example, the high-intensity,
than 20% in this case. Some of the runs were also repeatédrong-coupling regime now accessible with terawatt femto-
with smaller time steps and potential-truncation parametersecond lasers. To make accurate predictions of the plasma
with no significant difference in the result. We conclude thatcollisionality for specific temperatures and densities, how-
the reduction in heating rate is indeed a consequence of ttRver, one would need to include electron degeneracy effects
Langdon effecf14]—a distortion of the velocity distribution in the model—a task which we reserve for future study. The
which occurs when the electron-electron collision rate is in{lasma tree code can in principle also be used to calculate
sufficient to bring the system back to a Maxwellian equilib- other transport coefficients, such as the thermal conductivity,
rium. dc electrical conductivity, as well as the equation of state in
To check this we computed the cycle-averaged distribustrongly coupled systems.
tion function for variousvy/v, the result of which is

shown in Fig. 6. Departures from the initial Maxwelli.an dis- ACKNOWLEDGMENTS
tribution are already apparent fary/v.=0.2, consistent
with the predicted scaling witdv3/vZ, [14]. Strictly speak- This work was supported in part by the Deutsche For-

ing, Langdon’s theory is valid for simultaneously higrand ~ schungsgemeinschaft and by the TMR program of the Euro-
vo<Uve, SO We can only make a quantitative comparison forPean Union, Contract No. ERBRMXCT960080. The simula-

Vo<Vt i Fig. 5. Forvg/v,e>1, the simulation points ap- tions were performed on the Cray T90 at the HLRZjclu
proach the asymptotic curve predicted by Sji8], confirm- ~ The authors also wish to thank A. R. Bell and M. G. Haines
ing the assertion in Ref§17] and [12] that the Langdon for useful discussions during the 1997 CECAM Workshop in
reduction is no longer effective in this regime. Lyon, France.

It should be stressed that we make no assumptions about
the distribution function except at the start of the calculation,
where it is initialized as a Maxwellian. As the simulation
proceeds, it is allowed to evolve self-consistently, including In order to avoid aZ dependence in the dimensionless
bothe-i and e-e collisions, just as in a Fokker-Planck code. variables, we have deliberately chosen normalizing factors
Some modification to the distribution function might occur based on theslectron plasma parameters—principally the
due to the temperature constraint scheme, which, in itglectron plasma frequency and Debye length. This system is
present implementation, does not discriminate between higappropriate for two-component plasm@CP) modeling,
and low velocities: the same “correction” factor is applied where the physics is governed by electron motion, but it is
to all particles. On the other hand, we would only expect thisstill convenient to specify the system in termslofndZ. A
to become significant for high, where the heating rates are more natural length scale for a one-component plasma would

APPENDIX: NORMALIZING UNITS
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be \p;={kgT/47n;(Z€)?}*? in which case one obtains the a=7a,,
identitiesa; /\ p; = 3T andNp; = (3T") %2 for the mean ion
separation and number of ions in a Debye sphere, respec- Npi=Z "\p,
tively. To convert between our units and natural OCP units, s
we make use of the relations Npi=Z">"Np
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