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Experimental study of low-frequency electrostatic fluctuations in a magnetized toroidal plasma
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An experimental study of low-frequency electrostatic fluctuations is presented for a plasma produced by a
steady-state discharge in a magnetized toroidal plasma device without a rotational transform. A significant
intermittency of the fluctuations is observed. Thus the evolution and propagation of large coherent vortical
structures is demonstrated by a conditional sampling technique. The flutelike nature of the structures is explic-
itly demonstrated. The analysis includes measurements of fluctuations in plasma density, electric potential, and
electron temperature. The relevance of the observations to anomalous transport in the device is pointed out.
The performance of the conditional sampling technique is compared to a simple correlation analysis by a
Monte Carlo simulation[S1063-651X98)14402-1

PACS numbgs): 52.35.Ra, 52.25.Fi, 52.25.Gj

I. INTRODUCTION In this paper we shall use the notion estationary
equilibrium—meaning a plasma with a stationary fldgv
In this paper we describe experimental studies of fluctua=0, d,p,=0, etc), and the notion of fluctuating
tions observed in the toroidal Blaamann device at the Uniequilibrium—meaning a fluctuating state with stationary
versity of Tromgo Norway, emphasizing the role of large mean values. It is important to realize that a finite plasma
scale electrostatic vortices in determining the radial plasmaensity at the boundary is a prerequisite for the existence of
transport across magnetic field lines. a stationary—as well as a fluctuating—MHD equilibrium.
A toroidally magnetized, collisionless plasma without aThis can be seen from a simple generalization of the non-
toroidal current and no rotational transform, such as the onexistence proof of Tasso, Green, and Zeehrfdlll and is
in the Blaamann device, does not possess a nontrivial ideaone by proving that the following four assumptions lead to
magnetohydrodynamicéMHD) equilibrium [1]. A quasi- a contradiction:(a) vanishing boundary density,, and
steady-state plasma distribution can nevertheless be prtoundary plasma pressype (b) p>0 in at least one point in
duced by maintaining a discharge to balance losses of plasnthe plasma(c) stationary or fluctuating equilibrium, ar(d)
and electric charge. A thorough description and discussion dfIHD equations satisfied.
this type of discharges was given[i2]. It was observed that First we note that such a contradiction follows immedi-
the plasma state was strongly influenced by the charge irately if there are sources for mass,{) or charge §,) in the
jected via the filament cathode. Estimates show that classic@lasma. Assumptiofa) implies that the mass flug,v van-
transport(in our case dominated by ion-neutral collisipis  ishes on the boundary, hence the mass source yields mass
not sufficient to provide the cross-field current necessary taccumulation, contradicting the equilibrium assumption
compensate the charge injected into the toroidal magnetiwvith respect to charge we note tHép is perpendicular to
flux tube intersecting the filament. It was also shown thathe boundary, and singe,=0 makes the inertia term in the
classical transport is insufficient to compensate the chargmomentum equation vanish on the boundary, this equation
accumulation due to guiding center drifts of electron andreduces tg x B=Vp, implying that the current densityis
ions (VB and curvature drifts although the latter accumu- parallel to the boundary surface. This means that there is no
lation is small compared to that arising from electron injec-current flowing out of the plasma, and the source will in-
tion. Hence, for nontrivial, inhomogeneous plasma states therease the total charge, again contradicting assumtion
radial cross-field current is anomalous in nature. The sum of Having established the nonexistence of stationary and
the radial pressure force and the centrifugal force on thdluctuating equilibria with vanishing boundary density if
plasma is balanced by thgXx B force which arises from the sources are present, we proceed assuming no sources. From
sum of the poloidal diamagnetic curreig, and the current the MHD momentum equation, Amges law, and the mass
from the poloidal component of the ion polarization drift. continuity equation, using assumptit®, Tasso, Green, and
Not quite so obvious is the existence of an anomalous visZeehrfeld[1] arrived at the relation
cous force arising from the fluctuation contribution to
V-T, whereT=p.vv is the Reynolds stress tensor arisin 2. 2 _d
from inclusion olfDET(])n inertia in t)rqe momentum equatiid]. ° f [2p+pm(v¢+vR)]d3r— at f prvRRET, (1)
Herep,, is the fluid mass density andis the fluid velocity.

wherevy, is the velocity along the major radius, ang is the
velocity in the toroidal direction. In a stationary equilibrium
*Present address: Spacetec A/S, Prestevannsveien 38, N-900%e right hand side of this equation vanishes, while assump-

Tromsh Norway. tion (b) implies that the left hand side is positive. In a fluc-
TAlso at Physics Institute, University of Oslo, Box 1048 Blindern, tuating equilibrium, the time average of the right hand side
N-0316 Oslo, Norway. vanishes, while the time average on the left is positive. In
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both cases we have a contradiction, which concludes the V, [Volts) ne [10°m~]
proof of nonexistence of stationary or fluctuating equilibrium  ° g s
with vanishing density on the boundary. —e
These considerations show that the experimental fluctuat ===
ing equilibria reported in this paper exist only if the plasma ~=°
is in contact with the boundary, in our case a poloidal limiter.
In the future we plan to generalize the proof of Tasso, Green
and Zeehrfeld1] to include nonexistence of a nontrivistia- 1
tionary equilibrium for plasmas wittiinite boundary density ¢ °
and pressure, which explains why the equilibria must bex °
fluctuating. In a recent papdB] the experimental results 10
reported here are supported by numerical simulations, whict PSPa—
also give insight into the global dynamics of the fluctuations R [em]
and how they can improve the confinement. . )
The paper is organized as follows. In Sec. Il we describe F!G. 1. Plasma potential, , densityn,, and electron tempera-
the experimental conditions in the Blaamann device. Thdure Te. for the selected reference plasma parametrss the
fluctuation analysis, the conditional sampling in particular, js™a0r_radius coordinate, and is the coordinate along the major
discussed in Sec. lll, together with a Monte Carlo simulation?r)é'rsr‘]' ZTE%f;ngn:n'qs \;ertlrr;ilinz:tatgle p?ﬁg'?.zsgztﬁrg’toerthe.r;d.':%he
presented in the Appendix. A cross-parametric analysis, inﬁegativeR direction' PP y: X usis
volving signals measuring two different physical quantities, '
is discussed in Sec. IV, where electron temperature fluctua-
tions are discussed in particular. The fluctuations have als@nd density are deduced from these. It has been explicitly
been investigated by a wavelet analysis, with results disverified [2] that there is little global perturbation of the
cussed in Sec. V. This analysis allows information to bePlasma by the probe. In Fig. 1 we see plasma potential, elec-
extracted directly from a transformed presentation of the ravifon density, and electron temperature for a selected equilib-
data, while the first sections were concerned with statisticalilum with a toroidal magnetic fieldB,=110 mT, vertical
averages. Finally Sec. VI contains our conclusions. The firstnagnetic field,B,=0.3 mT, giving an ion cyclotron fre-

results from our study in the Blaamann torus were publishe@uency w;~10" rad/s. The neutral gas pressure was 8.4
by ©ynes, Peseli, and Rypdall4]. X 10”4 mbar. These parameters are selected here because

one obtains a well defined plasma column with closed, al-
most circular, equipotential contours, indicating that there is
Il. STEADY-STATE CONDITIONS little loss to the walls of the confining vessel due to the mean

thEXB flow. As the following analysis demonstrates, there are
Anevertheless losses of a “bursty” nature due to fluctuations.

major and minor radi of 651 and 133 mm, respectively. The parameters may be varied to obtain different fluctuating
detailed description of the device is gi in Rdf3,5]. A o ; . S
b e is given in R4E5) equilibria[2], and it has been verified that these equilibria

toroidal ic fi . [ i
oroidal magnetic field up to 0.4 T with a rippl&B/B) less are highly reproducible.

than 0.01 at the center is generated by 24 coils. The magnet : S . i
field system also contains eight horizontally positioned coils, 1° & first approximation the average potential profile can
concentric with the major axis. These coils are used for creP® considered parabolic, i.e., the averaged electric E¢t)
ating auxiliary radial and/or vertical magnetic fields inside ncreases approximately linearly with radius from the local
the vacuum chamber. For the experiments described in thiRotential minimum. This implies an almost shear-free bulk
and the following sections a hydrogen plasma is created bff < B poloidal plasma rotation velocityg. With maxVj
140 eV electrons emitted from a negatively biased hot tung==35 V, we have the angular poloidal rotation frequerty
sten filament. These primary electrons flow in both toroidal=E/rB~4x 10" rad/s, or Q/2m~5kHz. For comparison
directions, subject to verticdB and curvature drifts and we have the estimate* /27~ 1 kHz for the drift frequency.
poloidal EX B drift, ionizing the neutral gas under constant, The potential well responsible for the poloidal rotation is
monitored pressure. A poloidal limiter extending 2 cm in- created by the injection of negative charge through the cath-
ward from the wall acts as the main anode for the resultingode, and the growth of this well is saturated by a radial
discharge current. There is no transformer action to induce aurrent due to a turbulent viscous force in the poloidal direc-
toroidal electric field, and no externally imposed toroidaltion. As shown by numerical simulations [i8], the fluctua-
electric current, hence there is no poloidal magnetic fieldion responsible for this force is the nonlinear stage of an
except those radial and vertical fields which can be imposeélectrostatic Rayleigh-Taylor flute-type instability, driven by
by the auxiliary coils. The results presented in the followingthe pressure gradient together with the centrifugal force due
refer to hydrogen plasmas, although the device has been ops the poloidal rotation. Moreover, the simulations indicate
erated also with other plasmas, argon, for instance. that the fluctuating state is also influenced by the driving
The measurements of the time averaged basic parameterechanisms of the curvature-driven interchange instability,
shown in Fig. 1 are obtained by using a computer controlledywhich seems to be responsible for the rotating dipole struc-
motor-driven, Langmuir probe with an exposed sphericakures which are observed in the simulations as well as in the
probe tip of diameter 1 mm. Full Langmuir characteristicsexperiments reported in this paper.
were obtained at selected spatial resolution in a cross section The continuing free energy for the instabilities is derived
of the Blaamann device and the steady-state plasma potentiibm the sources in charge and mass, i.e., the injection of
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a Skewness Kurtosis — 3 propagating localized or intermittent structure in the plasma,
the average evolution of such an event can be examined by
means of conditional averaging, where, for instance, a stan-
dard correlation analysis can provide only little relevant in-
formation.

A. Conditional sampling

The conditional sampling and averaging method has been
described ir{6,7]. We here only give a brief overview of the
. method and its interpretation, with some details discussed in
-10-5 0 5 10 the Appendix. The method as used in the following is based
® fem] on a two-probe diagnostic. One probe is kept at a fixed ref-
erence position measuring an observablg while the other

density fluctuations, their skewness and kurt@sisere the number probe scans Se,leCted points in a, ,Cross section of the P'asma
3 characterizing a Gaussian probability density is subtrace ~ COlumn measuringb,. The quantitiesb; and®, can indi-
contour interval is 0.011 for the standard deviation, 0.123 for theVidually represent any observable, such as density, potential,
skewness, and 0.189 for the kurtosis. These intervals were select& temperature. We use a conditiGndefining time windows
for the sake of presentatiotOur estimates for the relative density Of selected size centered around a specific signature at the
fluctuations at the very edge of the plasma column are somewhdgference probe, for instance, a certain signal amplitude. We
uncertain since they are obtained as the ratio of two small numbersdefine theconditional time window$o be the subseries at the
movable probe corresponding to a fulfillment©f At each
electrons and subsequent ionization, which maintain the pd?osition of the moving probe we average all acquired condi-
loidal rotation and the radial plasma density gradient. Thigional time windows, getting the conditional averaged time
gradient, of course, may also give rise to drift-wave instabil-Seres
ity, and one cannot exclude the possibility that drift waves
coexist with flute modes. It will be shown in this paper,
however, that the dominant large scale coherent structures
are of the flute type. This is consistent with the simulationsin this manner we are able to determine the average time
in [3], which reproduces the most important features of thevariation of an observablé, at any location in the plasma
experiments from a flute-mode model. centered around an event at a fixed spatial position. By pre-
senting the results of this analysis as contour or surface plots,
we can describe the average time evolution of the structures
causing, or being correlated with, the signature selected as
our triggering condition. The simplest signature to look for is
Fluctuations in potential and density are detected by th@mplitude levels higher than some critical value, either abso-
same Langmuir probes which were used for the dc measuréute or relative to the average fluctuation level. The ideas are
ments. Typical frequencies for the fluctuations are below 1dllustrated in more detail in Fig. 3, showing actual data.
kHz. For comparison we note that relevant ion cyclotron While the conditional averaging method gives the space-
frequencies are above 1 MHz. A number of signal sequencedéne evolution of anaveragestructure, it does not give any
of typically 4 ms duration are recorded and stored for a subindication of how individual structures deviate from this av-
sequent numerical analysis. For the present purpose the sagfage. By defining theonditional variance(C'¥) as
pling rate was chosen to be 100 kHz. The time series in

FIG. 2. Spatial variation of standard deviation of the relative

D cp=(D,[C). 2

Ill. FLUCTUATIONS IN PLASMA DENSITY
AND POTENTIAL

floating potential and electron saturation current all give non- ((Dy—(D,|C))2[C)
Gaussian amplitude statistics for most of our experiments as cva= DIC)2 , ©)]
evidenced by a nonvanishing skewné&sand a kurtosiK ((@2]C)%)

deviating from the value 3 which characterizes a Gaussian.
The spatial variation of the standard deviati@nandK, are  where 0<C"®<1, we obtain a measure for the reproducibil-
shown in Fig. 2. Thus, for exampl&=—0.3, —0.2,0 and ity of the entire event, i.e., the shape and position of a po-
K=3.0, 2.8, 3.1 for the three regiods B, andC in Fig. 1, tential structure, and in particular also its trajectory. Small
respectively. Note that the estimate of the relative densitwalues ofC'?" indicate a high degree of reproducibility, and
fluctuation is uncertain at the edge of the plasma, where w€¥®~1 means little or no reproducibility. For representation
take the ratio of two small numbers, both subject to statisticait might be advantageous to definecanditional reproduc-
uncertainty. However, there are statistically significant fluc-ibility (C™P)
tuation enhancements at positions where the centrifugal force
causing the curvature drift is antiparallel with the local den-
sity gradient.

The observed fluctuations are random, but in the time
series there are some repetitive signatures which can be dié- conditional variance(or conditional standard deviatipn
tinguished from the Gaussian background noise. If we aswas introduced already if6] although with a normalization
sume these signatures to be caused by, or related to, sordéferent from the one used in EQ).

CreP=1_Cvar (4)
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Time series at reference probe B. Basic results

l

Conditional time windows at movable probe

1.25
0.191
-0.88
-1.94

For the selected plasma parameters specified before, we
have performed a conditional averaging experiment measur-
ing density fluctuationgobtained by the electron saturation
curren) on both probes with the results shown in Fig. 4. The
fluctuations in density are here normalized in each spatial
position by the local average density. The condition used for

1.880
_?:32;: 'b\‘( W w W \( I\ ] triggering was in this case
®,<—1.50, )

®  [Volts]

—2.840

[¢] 200 400 600 800 1000

Conditional averaged time windows at reference probe where o1 is the root mean square associated with the time

0.393 series from the reference probe. Harg=7x 10 2 in terms
—-0.243} - . . . . .
—og79l | of the relative density fluctuations. The different frames in
-1.515 Figs. 4 and 5 are obtained by numerical interpolation of mea-

0 10 20 30 40 surements performed for probe positions on a grid marked by
N . . dots in the figures for=0. The analysis reveals the forma-
0.187C°”d't'°“°' averaged time windows at movable probe tion and propagation of a dipole shaped structure transform-
~0.366 ing into a monopole while it rotates #&X B direction around
:?:ggg i 1 the density peak shown in the equilibrium measurements.
o 10 20 30 0 The figures show the fluctuating quantities only. These are to

be superimposed on the dc variations shown in Fig. 1.

FIG. 3. lllustration of conditional sampling as applied to the ~We also calculated the conditional reproducibility given
present data. Examining a reference signal, top frame, we sele®y EQ.(4) and found that the trajectories and the extremum
times where the signal fulfills a selected condition, in the presenvalues of the structures are highly reproducible, see Fig.
case,d,<—20;, whereo, is the root mean square of the refer- 4(b). The statistical uncertainty of the result increases away
ence signal. The selection of the exact reference time is here dorfeom the extremum value. At present we cannot distinguish
by locating the next time the signal crosses the reference level, nowhether this uncertainty represents variations in the struc-
in the opposite direction, and a conditional time interval betweertures from one realization to another, or being alternatively a
these two times is obtained. The reference time is then placed at trsignature of a “flapping” of the edges of the structure as it
largest local extremum, in the present case the deepest local minpropagates.
mum, within this time interval. Given the reference time, condi-  Similar results have been obtained for a wide range of
tional time windows WiFh giyen duration are selected symmetricallyplasma parameters. The signals of the conditionally selected
around the reference time in the other signal, here the one from _th§ubseries have significantly non-Gaussian characteristics,
movable probe, see second frame. The signals from many such timg,q the forms and time variations of the conditionally aver-
intervals are averaged to give results as shown in the two loweéged structures depend significantly on the imposed condi-
frames. tions, in particular, their polarity. In cases where large struc-

The conditional analysis is different from a simple corre-tures appear seldom, thexeednot give rise to significantly
lation. It is thus readily seen that the conditional average iion-Gaussian amplitude distributions for tieatire time
sensitive, for instance, to the sign or polarity of structures, ifecords in the regions where they occur. In the present case,
contrast to a simple correlation which in effect squares thdiowever, even the unconditionally analyzed time series are
signal and is thus insensitive to a sign reversal. The relationon-Gaussian, as evidenced by the skewness and kurtosis
between the conditional analysis and correlation functions irvalues shown in Fig. 2.
studies of electrostatic turbulence has been discussed in, e.g., The large coherent structures are expected to be important
[8]. for particle transport across magnetic field lines. Charged

Conditional sampling has been applied in a number ofarticles are propagating essentially with the |dex B/B?
other experiments, for instance, also in the Texas Experivelocity along equipotential contours, which have the role of
mental Tokamak Upgrad@EXT-U) [9], but the results are streamlines. The potentigberturbations observed by the
not in all cases supporting a model with large coherent strucconditional averaging method correspond approximately to
tures being present in the turbulence. The simplest interprehe conditionally averaged potential in the rotating frame of
tation is of course thaho such structures are present, andreference moving with the average plasma flow. Hence the
indeed in the case where the turbulent fluctuations constituteevel curves for this potential constitute flow surfaces for the
a Gaussian random process no such structures can be iderlasma in this frame of reference during the lifetime of a
fied [8]. However, in some cases it is the conditional sam-structure. If the lifetime of a dipole structure is comparable
pling method which imposes some restriction on the inter{o the rotation time of each vortex in the dipole, the plasma
pretation, and in the Appendix we illustrate such a case by aill be transported radially a distance comparable to the vor-
Monte Carlo simulation, using a synthetic signal. In particu-tex size during this time. The transport can of course be
lar, we there also illustrate the performance of a conditionabubstantial even if the lifetime of the structures is shorter, the
analysis as compared to a simple correlation between thelasma lifetime will then just be longer than the vortex time.
reference signal and the one obtained from the movindt may be appropriate here to emphasize that the time scales
probe. and lifetimes deduced from conditional averages should not
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FIG. 5. Conditional averaging with reference probe displaced
90° toroidally relative to the movable probe. We used the same
triggering condition and contour separations as in F{g).4

be confused with characteristics dfidividual structures.
This particular question is discussed in some detaflli@].
Here we only mention that in general one will expect life-
times of individual structures to be comparable tdarger
than what is deduced from the conditional average.

To get an indication on whether the driving force is drift-
mode or flute-mode instabilities, we repeated the conditional
averaging experiment with the reference probe displaced 90°
toroidally relative to the previous experiment with the results
shown in Fig. 5. Since drift-mode waves have a firlite
parallel wavelength, while flute modes are strictly parallel to
the magnetic field lines, we would expect to see a “phase
shift” between the two experiments in the case of drift
modes but not for flute modes. By comparing Figa) 4nd
5 we find no such phase shift, indicating flute-mode instabili-
ties.

The identification of flute modes in the present toroidal
plasma is unambiguous, in contrast to the results in the linear
Q device discussed in, e.g10], where end-plate conditions
can accommodate a phase shift], which can be measured
only with limited accuracy. Moreover, the drift-mode scaling
impliesed/« T~ én/ngy, which is in disagreement with our
observations. We fin@®/«xT.~—3dn/ny as an additional
support for the interpretation in terms of flute modes. Due to
same toroidal position as the movable probés the relative time the u.ncerta_mty mtroduped by t_he high bulk p'asm? rotation
for triggering, i.e.,7=0 corresponds to the time of the triggering veloc!ty, It Is not pOSSIbIe. to give an accurate estimate for

. velocity of the structures in the rest frame of the plasma.

event at reference probe. The toroidal magnetic field is into the W te that the ch teristic of the L ) be i
paper plane. Solid lines denote positive contours, dotted lines nega- e note hat the charactenstic ot the Langmuir probe 1S

tive ones. The separation between contours corresponds to 3% reliiClin€d in the electron saturation region also in our experi-
tive density fluctuations. The range BEZ variations given here ment(i.e., the probe characteristic does not actually saturate

applies to the following figures as well. The small dots at the framd" the “electron saturation” regime In order to ensure that
for zero time delay indicate the spatial positions where the analysiéne observed fluctuations in what we interpret as electron
was carried out, the contours being obtained by numerical interpoSaturation current are not misinterpreted due to fluctuations

lation to give the full figures. Iifb) we show the conditional repro- in plasma potential with a corresponding displacement of the
ducibility obtained for the analysis if@). entire characteristic, we repeated the density fluctuation mea-

FIG. 4. Temporal variation of the conditionally averaged local
relative density fluctuations is shown {a) as obtained with the
reference probe in the positiorR(Z)=(—2.85,5.0) cm, at the
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surements by detecting the ion saturation current with ¢
floating double probe with a fixed bias between the probe
tips. The results were similar to those above, possibly witt

T ok,
even smaller values ofén/ng|. In the measurements de- 5 e,
scribed in this section we find a density depletion to have ¢ , *f N RIS
. . . . . . =4 — Region -
surplus of positive charge, which is not consistent with drift =2z .- Region B
=z

— — Region C

waves but indicates flutelike convective cells. The implica- ~ o
tions of the arguments outlined here are that the observe ™77, * & %
structures are not wavelike modes, but some where particle

are carried along with the structures in a vortical motion.

The Rayleigh-Taylor instability induced by magnetic field _ 6°
curvature has been suggested as a possible source for t
excitation of such fluctuations in this type of dev[d®], and
the localized mode evident in Fig. 2 is consistent with suck ;
an interpretation. We emphasize, though, that the analysis « 3+ "°[*
this paper should be applied with care as it refers to pertur °-212 s 5 . 212 s o . "
bations of an equilibrium condition which in the strict sense © R [cm) (@ Z [em]
does not exist in Blaamann or similar devices, as already
mentioned. The simulations if3] also show that results FIG. 6. The number of times per secomd,, that the signal of
from linear stability analysis should be applied with caution,the movable probe exceeds is shown as a function af for three
since the “equilibrium” is actually a strongly fluctuating, different spatial positionga). In (b) we showN, as a function of
driven state. (R,Z) for c=1.5. In(c) N, is shown with solid line as a function of

R for Z=0 andc=1.5, while in(b) N is shown as a function
for R=0 andc=1.5. The average density variation is shown with a
C. Spatial distribution of structures dotted line for both cases, see Fig. 1.

4.5}

Events/s

30F

A local measure of the relative weight of the large ampll'the fluctuating electron temperature confirm that the large

tude structures compared to the background turbulence Caltale structures give rise to outward bursts of hot electrons

be obtained by a conditional analysis of the signal from th?originating from the filament region.

Povg}b:‘e F:LObte. itself. _For thliogurpose (;Ne seltet(;]t a certain Inspection of the temperature profile in Fig. 1 shows that
ength for the time seriehere &us) and count the num- it is similar to the density profile. The maximum value is

ber ofht|mes.per segoglmc, t??t _the S'g‘;]il exceed_s a value shifted somewhat downwards as a consequence of the larger
Co, wherec Is a variable coefficient an _.‘T(R’Z) ISNOW " qownwards curvature drift of the high-energy population of
thelocal standard deviation for the signal in the actual POSi-4|actrons. The flat density profile in regi@in Fig. 1 can

tion of the movaple probe. The value.pfc can then b? then consistently be viewed as a consequence of the strong
plotted as a function of for a given position. The curve is «

. ; : “stirring” of the plasma in this region due to the vortex
evidently monotonically decreasing. Examples are shown iMotion.

Fig. 6@ for the selected probe positions corresponding to
the centers of regiong, B, and C in Fig. 1. The higher
counts in regiorB indicate that the large coherent structures
have a more dominant role in the turbulence in this region. To provide a detailed analysis of the fluctuations in the
Similar information is obtained in Fig.(6) whereN, is plot-  Blaamann device we also performedrass-parametricon-

ted as a function of spatial coordinates for1.5. The an-  ditional analysis, by using the signal for one physical param-
nular region of maximum counts coincides with regiBn  eter (e.g., temperatujeas reference and anothé.g., den-

and corresponds to the trajectory of the peak amplitude o$ity) as the conditionally averaged signal. By proper choice
the conditionally averaged signal, which can be found fromof reference signal it is possible to distinguish different phe-
Fig. 4. From Fig. 1 it can also be seen that regidias a nomena in thesamedata sef13].

smaller density gradient than regioAsand C. This is dis- We performed the following analysis combining different
played even more clearly in Figs(d and &d), where ver-  signals. First, with the reference probe detecting fluctuations
tical and horizontal profiles oN. (for c=1.5 andn are in potential, we made a conditional analysis of fluctuations in
plotted. The density gradient is flattened in regions where theensity and potential as detected by the movable probe.
turbulence is dominated by the large amplitude structure3hen, using the fluctuating electron temperature as reference,
(i.e., whereN; is large. Assuming that all of the plasma is we again made a conditional analysis of fluctuating density
produced in the vicinity of the filamef2] we can argue that and fluctuating potential as detected by a movable probe.
the radial plasma flux is independent of distance from the In order to demonstrate that the phenomena discussed in
filament. The anomalous plasma diffusion coefficient will this study are not referring to one particular set of parameters
consequently be inversely proportional to the density gradionly, we selected a set of basic reference parameters differ-
ent. This means that the diffusion coefficient is higher in theing from that in Fig. 1; a hydrogen plasma in a toroidal
region dominated by the coherent structures. It is thereforenagnetic field of 88 mT, vertical magnetic field 0.24 mT,
plausible that these structures have a significant role in erand neutral gas pressure 3.80 * mbar, implying a re-
hancing the radial plasma transport. Independent experduced collisionality with neutrals as compared with the con-
ments in our device based on three-probe measurements ditions in Fig. 1. The direction of the magnetic field was also

IV. CROSS-PARAMETRIC CONDITIONAL ANALYSIS
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v, [Vots] - T, [eV] region. The plasma density fluctuations can be detected si-

" multaneously from the current fluctuations to the double
W i probe. The time resolution of the probe potential, and thus
. ’%‘4"‘ the electron temperature, was 0.2 ms, and ideally we are able
/"‘m _____ } to resolve fluctuations in temperature on the same time scale
i as the variations in potential and plasma density. Power
spectra of the fluctuations in electron temperature are shown
in Fig. 8(b).

We found that the power spectra for fluctuations in den-
sity and electron temperature appeared rather similar, indi-
cating that a warm electron component can be considered as
a constituent which here, at least approximately, passively
follows the plasma flow and therefore has the same fluctua-
tion characteristics. This question will be addressed again
FIG. 7. Steady-state plasma parameters for study of crossater on by investigating the phase relations between the fluc-

parametric conditional analysis. The figure shows the plasma potenuations in electron temperature, plasma density, and poten-
tial V,, densityny, and electron temperatufi, . tial, respectively.

reversed to test whether this parameter was of relevance. The
steady-state conditions for these parameters are shown in
Fig. 7. Again we observe that the equipotential contour The reference probe was placed in the positiéhZ)
forms closed lines around a local minimum in the vicinity of =(2,0) cm at the same toroidal position as the movable
the hot filament. Fluctuation spectra for these conditions argrobe. Results are shown in Fig. 9, wheagis referring to

B. Potential fluctuations as reference

shown in Fig. 8. the case where the movable probe detects potential, while in
(b) it was detecting density fluctuations. In this case the den-
A. Fluctuations in electron temperature sity fluctuations ar@ot normalized by the local average den-

sity, and the results ifb) are shown in arbitrary units. The
ﬂnposed condition was,<—1.50, in both cases, where
g, is the standard deviation for the potential fluctuations.

Fluctuations in electron temperature were detected by

electron temperaturg, is expressed in terms of the floating yhe case where the movable probe detects potential fluctua-

potentials of the single prob&sp, and of the positively  tiong There is a tendency for the conditional reproducibility
biased one of the double prob&ép, to increase somewhat slower towards the reference time,
Vpp—Vsp <0, compared to the time scale for its decrease at increasing
TEZT' (6) times,7>0.

This simple expression implicitly assumes that the electrons C. Fluctuating electron temperature as reference

are characterized by a Maxwellian distribution. This assump- In this case we use the triple probe detecting fluctuations
tion does not hold close to the filament, and we thereforén electron temperature as the reference probe. The triple
only used the triple probe for electron temperature measurgsrobe was also placed in the positioR,Z)=(2,0) cm, at
ments at spatial positions well separated from the filamenthe same toroidal position as the movable probe. At this po-
sition the fast electron component is negligible and the as-
sumption of Maxwellian distribution implied in the interpre-
tation of the probe signal is well satisfied. Typical results are
shown in Fig. 11, wherda) refers to the case where the
movable probe detects potential, while(b) it was detecting
density fluctuations. The imposed condition wds <
—1.507, in both cases, whereTe is the standard deviation
for the temperature fluctuations. The imposed condition was
varied, taking alseb > 1507, for instance. Also the con-
ditional reproducibility was obtained. Qualitatively, these re-
sults were similar to those shown for the other conditional
reproducibilities.
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D. Temporal distribution of events

The peaks in the spectra shown in Fig. 8 demonstrate that
FIG. 8. Power spectréin arbitrary unit$ for (a) fluctuations in  there is well defined periodicity associated with the signals.
floating potential, andb) fluctuations in electron temperature. It is, however, nota priori obvious what relation this peri-
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FIG. 10. Conditional reproducibility as defined in E¢8) and
(4) for the case where both the reference probe and the movable
probe detect fluctuations in potential. The imposed condition is as
in Fig. 9a).

®,<co was recorded for negative values of thewith
c=—(1+0.25) wherene{0,...,6;. Again ®; denotes the
measured quantity, i.e., fluctuations in potential or electron
temperature. Quite similarly we can study positive values of
¢ by ®,>co. Results are shown in Fig. (& for the case
where the reference probe detects potential fluctuations. The
sharp drop in the distribution at short time delays is intro-
duced by the selection window, which in this case has a
half-width of 200 us; the windows are nonoverlapping. The
time resolution was in this case 2.

In a quite similar manner we can analyze the case where
the reference signal comes from the triple probe detecting
fluctuations in electron temperature. Results are shown in
Fig. 12b), again for the positive polarity of the imposed
condition. Also the negative polarities were investigated,
giving slightly different results, which can be explained by
the difference in signal-amplitude probability density for the

FIG. 9. Conditional average where a condition is imposed on theyyg polarities.
reference signal for fluctuations in potential, whéagis referring
to the case where the movable probe detects potential, whil® in
it was detecting density fluctuations. The resultgbnare given in
arbitrary units. The imposed condition wés;<—1.504 in both The main features of the experimental results described
cases. The reference probe was in the positRZ)=(2,0) cm. before can be summarized as follows. The formation and
propagation and decay of large structures can be observed,

odicity has to the observed conditional structures. To studynd the direction of propagation along e B drift, the dc

this particular question we performed a time-delay analysisglectric fieldE being derived from the potential distribution
This was carried out by forming a histogram of the timeshown in Fig. 7. The velocity of propagation is of the same
delay between consecutive events detected by the referenoeder of magnitude as tHex B/B? velocity. The time scales
probe. A set of 3050 time series, each of 1024 sample point$or the formation and for the decay are different; we find that
were collected, forming a total of-31s. The time delay in general a structure decays on a time much faster than the
between two successive fulfilments of the conditionone on which it is being formed. In particular, the condi-

E. Discussion
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FIG. 12. Normalized distribution of time delays for different
values ofc as a function of time for positive values of The
condition is in(a) imposed on the signal measuring fluctuations in
potential, in(b) on the signal measuring fluctuations in electron
temperature. The resolution, i.e., the bin size of the histogram, is 20

us.

time it takes a structure to decay to a small amplitude, rather
and more generally it is the time it takes it to be deformed so
much that its shape has lost any statistical relation to its
original form[10]. In the simulations by Rypdal, Garcia, and
7 =120us Paulser 3] it is observed that the dipole vortex structures are
\ destroyed in events which lead to bursts of anomalous radial
charge transport, and hence to some reduction in the depth of
the potential well, and this happens more quickly and in a
more erratic way than the more gradual buildup of the struc-
tures. Moreover, the time scales of these processes are very
close to what is observed here. Thus it seems quite plausible
that the two-dimensional flute-mode model, on which these
jmulations are based, provides an adequate description of

FIG. 11. Conditional average where a condition is imposed o
the reference signal for electron temperature fluctuations, wagre
refers to the case where the movable probe detects potential, whi

in (b) it was detecting density fluctuations. The resultsinare '€ global dynamics of this system. _
given in arbitrary units. The imposed condition wab,< The size of the structures seems to be determined by the

—1.50;_in both cases. The reference probe was in the positiorf§€ometry of the plasma in the cross section of the column,

(R,2)=(2,0) cm. i.e., the overall radial scale of the conditionally averaged
structures seems to be the column radius irrespective of

tional reproducibility analysis shown in Fig. 10 indicates thatwhich signal was used for reference.

the structures all grow more or less at the same rate, since Considering the frame for vanishing time delays 0, in

C'®" as defined by Eqq3) and (4) varies only little during  Fig. 9b) we find that density and potential are in antiphase,

the growth phase. The decay phase is apparently more iR agreement also with the results in Sec. Ill and the simu-

regular, withC'® decaying within half the growth time. It is lations in[3]. This means that when the imposed condition

important to emphasize that what is here interpreted as lifeen the potential at the reference probe is negaigein Fig.

time for structures is not necessarily to be interpreted as th®), we find a positive value for the conditionally averaged
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density, and demonstrates again that the structures are u T =—30u 7 =0Ous
likely to be drift-wave type. The conclusions were confirmed -
by investigating both polarities of the imposed condition. !
The internal phase relations between the signals could k %)
obtained by a correlation analysis as well, and have bee :
confirmed explicitly by performing the relevant estimates. -10-5 0 5 10
Considering the frame for vanishing time delay; 0, in

T =—30us T=0us

Fig. 11(b) we find that density and electron temperature are 10

in phase, i.e., when the imposed condition on the electroi b) {
temperature at the reference probe is negdtgan Fig. 1}, -

we find a negative value for the conditionally averaged den -0

sity, i.e., a density depletion. This result was verified also by S5 0 5 10

repeating the measurement with the opposite polarity on the

imposed condition. Since the fluctuating density and poten- FIG. 13. Conditional analysis of filtered potential fluctuations.
tial were in antiphase we can conclude that also the fluctu@ shows data obtained after bandpass filtering both signal and
ating electron temperature is in antiphase with potential. Thigeference fof1 kHz; 2 kH3, (b) filtering for {2 kHz; 3 kHZ. The
phase relation indicates that a warm electron component {&ontour separation is 0.23 and 0.19 V(@ and (b), respectively.
carried with the enhancement of plasma density as it propa-

gatgs in the azimuthal direction away from the hot filamenthe signal is bandpass filtered in the inter{akHz; 3 kHZ,
region. The argument does not necessarily imply that thene same type of investigation shows a propagating dipole-
fluctuations are generated in the filament region. _like structure, see Fig. 13. When added to the dc potential,
_ The observations discussed here are consistent with thfjs structure corresponds to a “tilting” of the entire poten-
picture established earlier, where structures like those injal well. Our observations are consistent with those reported
e.g., Figs. 9 and 11 are not considered as wavelike modef, [15], showing that the frequency spectrum at the bottom of
but rather as perturbations in density, temperature, and pghe potential well peaked at a lower frequency than closer to
tential appearing as dipole vortices drifting along with thethe wall, indicating the existence of fluctuations in the poten-
mean plasma flow. o tial well depth, in addition to the fluctuations at somewhat
Inspection of the time-delay analysis, Fig. 12, shows thahigher frequency due to the rotating dipole structure. Very
there are two characteristic delays, both with a significanjmilar features are also observed in the simulations by Ryp-
scatter. The origin of these two peaks can be explained frorga|, Garcia, and PaulsdB].
the power spectrum in Fig. 8, where also two broad peaks The bandpass filtering method reported here is valuable
can be observed around 1.5 and 2.5 kHz, the lowest fréfor the interpretation of the nature of the fluctuations, but
quency having the largest power. These two frequencies aigjidently it is not logically possible completely to separate

not harmonically related and it is therefore reasonable to agsne or the other type of phenomena by this method, since
sume that they COI’reSpond to two different perturbations, Sitheir Spectra' contents are in genera' Over|apping.

multaneously present, rather than being the spectral compo-
nents ofoneirregular rotating_ structure. Indeed, the inverse V. WAVELET ANALYSIS
time delay for the two maxima in Fig. 12 reproduces the
central frequency for the two peaks in the power spectra in The analysis and discussion presented so far were based
Fig. 8 quite well. on an averaged presentation of the data, and the results are
From Fig. 12 we conclude that sometimes it is one, somenot easily obtained by simple inspection of raw data.
times the other component of the fluctuations which fulfills Complementary insight, however, can be obtained by finding
the imposed condition. For small reference amplitudes it isa representation of the original data which allows direct in-
usually the one with the smallest time delay, i.e., the largesspection. We found that some details of the properties of the
frequency in the spectra, Fig. 8, which is observed. As thdluctuations can be understood by considering a wavelet
reference amplitude is increased, it is more and more oftetransform of the original signdll6]. This method does not
the one with the smallest frequency which appears in thectually comprise dateeduction On the contrary, the data
time-delay analysis. Note that this discussion has only indisequence with time as one independent variable is now re-
rect relevance for the spectral amplitudes in Fig. 8. The magplaced by a representation with two independent variables,
nitude of the peak in the power spectrum is determined byime and frequency, implying a large redundancy in the rep-
the average amplitude of the appropriate spectral componermesentation. The advantage is a possibility for studying, for
this amplitude will usually vary, and this variation is contrib- instance, variations in the local dominant frequency.
uting to the width of the appropriate spectral peak. Results from our analysis are illustrated in Fig. 14, ob-
We have analyzed the data discussed in this section aldained for signals recorded simultaneously in two spatial po-
by a filtering followed by our standard conditional analysis.sitions. The conclusions from this and similar figures for
Bandpass filtering the data for floating potential from theother combinations of probe positiofiat the same plasma
movable as well as the reference probe for the frequencparametersare that the two frequency components around
interval {1 kHz; 2 kHZ we find that the oscillations in this 1.5 and 2.5 kHz are not necessarily present simultaneously.
interval have the form of a relatively slow deepening of theAlso the frequencies are not constant, for instance, in Fig. 14
potential well, followed by a somewhat faster rise in poten-a slight slanting upshift of the 2.5 kHz signal can be noticed.
tial across the entire plasma column. If, on the other handThese two observations are consistent with the spectra in
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. with lower frequencies. We have not found evidence for any
] regularity in the lengths of frequency “bursts,” and indeed
such a regularity would have given rise to sidebands in the

i ] power spectra.
- /\ It is noted that no obvious systematic variation of the spec-
¥ V V T V v

0.

o

U tral characteristics can be discerned by visual inspection. It is
plausible that the high-frequency part of the spectrum has
systematic variations with positions inside or close to a large
coherent structure as compared to regions where no struc-
tures are present. This question deserves and requires a spe-
cial analysis which will be addressed in a different context.

P

VI. CONCLUSIONS

Frequency [kHz]

In the present study we analyzed fluctuations in a toroidal
device without rotational transform, using a conditional
analysis technique. The results demonstrate that the fluctua-
tions are flute type and with a scale size apparently deter-
mined by the overall radial scale length of the density varia-
i ] tion in the plasma column. The structures do not seem to
have any inherent propagation velocity, they seem rather to
be transported by the bulkx B flow in the azimuthal direc-
tion. The lifetimes of the structures are comparable to the
time of one full azimuthal rotation of the column. Strong
indications of the ability of the fluctuations to transport
plasma particles were obtained by considering, for instance,
the fluctuating electron temperature as a reference signal.
The observed structures exhibit spatial as well as temporal
intermittency, being localized in spadsee, for instance,
Figs. 4 and pas well as in timgbest illustrated in Fig. 12

We find the overall similarity between the present results
and those reported in Reffl7,1§ interesting. The latter
experiments were performed in a linear device in a thermally
produced plasma. The presence of large vortexlike structures
in both experiments indicates that such structures might have
some universal properties, and thus be important also, for
instance, for confinement in tokamaks or stellerators, the so-

FIG. 14. Wavelet analysis of data sequences. In the top sec@lledL-H transition, in particular. Coherent structures have
quence we show data from the reference probe with raw data ar@iSO recently been observed in a toroidal magnetic confine-
wavelet transform, below data from the movable probe placed ifment device[19]. This and similar studies rely on a bior-
the bottom position atR,Z) = (0,~4) cm. The lowest signal levels thogonal decompositiof20] based on the information ob-
are white. The figure is obtained using a transformation based offined simultaneously from a large number of spatially
Morlet's wavelet. The part of the figure below the dashed line isdistributed detectors or probes. Coherent structures are by
nontrivially influenced by edge effects. this method identified by a constant spatial form, multiplied

in each point by a temporally varying function accounting
Fig. 8 and also the time-delay analysis in Fig. 12. The linefor the time evolution. A biorthogonal decomposition is thus
width of the power spectra can partly be explained by thénadequate in representing structures which deform during
shifting frequencies. The time-delay analysis will in shorttheir temporal evolution. The two-probe method used in the
time sequences resolve sometimes one, sometimes the oth@esent work does not have this shortcoming. The biorthogo-
one of the frequency components as its amplitude varies, asal decomposition is a fruitful, unbiased method of analyzing
already mentioned. The reason for the frequency drift isand presenting the information contained in a data set, but
likely to be the slow variation in the depth of the entire the standard applications of the method seem to lack a sys-
potential well in, e.g., Fig. 1. The resulting modulation of thetematic approach to the reduction of the full information in-
EX B rotation of the plasma is consistent with a temporallyherent in the data.
varying frequency of the high-frequency-@.5 kHz) com- The experimental observations reported in this work sup-
ponent, as it is resolved by the wavelet analysis. A frequencyort the essential results from numerical simulations of a
drift of, for instance, 500 Hz, requires a variation of approxi- one-fluid model for the plasma in the Blaamann device as
mately 10% in the local minimum of the potential well, discussed by Rypdal, Garcia, and Paul$8h Also these
which is compatible with observations. Note that this varia-results show the formation and propagation of large struc-
tion is not caused by the-1 kHz signal but is associated tures. The model seems to predict that the large scale struc-

Frequency [kHz]

Time [ms]
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FIG. 15. Illustration of a realization of a synthetic signal in two /G- 16. Correlation analysis of synthetic signal. The cross cor-
spatial dimensions for different time steps. The top figure showd€lation is obtained for the reference signal obtained R{Z]
two propagating structures with unit amplitudes of opposite polarity= (0:6) @nd the signal from each grid point. Space and time are here
and time-varying amplitudes. The bottom figure shows shee ~ Measured in dimensionless computational units.
signal after addition of spatially uniform random noise with zero
average and a standard deviation of three units. Space and time
here measured in dimensionless computational units.

structure or pulseshapein the reference signal, assuming
A¥at such a pulse shape is givendyriori knowledge, the-
oretical investigations, for instance. The most convenient
tures are directly excited and not a result of a coalescence a¥ay of performing such an investigation is to devise a
smaller scale perturbations as argued for the observations matched filter for the pulse shape in question; assume that a
the linear device[10,21. An important question remains pulse with time variatiorf(t) is expected to be present in the
which concerns the polarity of the observed structures: In theeference signal. Under fairly general conditigi2s], the
present experimental conditions no significant preference fopptimum filter has the impulse characterishi¢t) =kf(—t)
the polarity of a vortex was found. If the signals were ana-wherek is an arbitrary constant. The filtered sigrs(lt)
lyzed with the sign of the imposed condition changed, we=[”_®(7)h(t—7)d7 is thus designed to have large value
still observed large coherent structures being formed, alat the time where the pulse is present in the signal, but being
though with nontrivial deviations in details of form and relatively small otherwise. This filtered signal can then be
propagation characteristics. On the other hand, for a wideised for a conditional analysis similar to the one carried out
range of parameters, the experiments reported®17,22  in the present study. The condition is now to be imposed on
show a pronounced preference for one polarity of structureghe signals(t), by, for instance, requiring(t) to have a
The numerical simulations if8] indicate a stronger positive local maximum above a certain level at the reference time in
density (negative potentialpole, compared to the negative the selected subinterval. The signal from another probe can
density (positive potentigl pole. We find it likely that this then be analyzed as before.
apparent controversy can be resolved by a combination of The ideas outlined here are expected to be particularly
analytical and numerical studies, and coordinated numericaklevant in cases where coherent structures characterized by
and laboratory experiments. Such a study is now in progresanalytical expressions, possibly containing a set of param-
In conclusion, we should like to point out some exten-eters, are derived analytically, double vortices in drift-wave
sions of investigations like those discussed in the presentirbulence being one example. In such cases a matched filter
work, where we used rather simple conditions imposed omran be readily devised. In numerical simulations of two or
the reference signal. These can evidently be generalized hijiree spatial dimensional flows such a filter can readily be
imposing conditions not just on the signal level and the sigrapplied (it will be an advantage to filter the spatial Fourier
of its time derivative, but also on second, third, etc. derivatransformation of the flov For experimental conditions
tives. Also it might be an advantage in some cases to use, favhere only a few probes are available for detection it is
instance, the time derivative of a signal as reference, rathatecessary to take into account that the cross section of the
than the signal itself. It may, however, be more interesting tastructure cut by the probes may not &eoriori known, and
devise an alternative method where we search for a certaitiis can require a separate statistical analysis.
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\/

FIG. 17. Conditional analysis of the synthetic signal as a func-

tion of (R,Z) for different time steps is given ita). The conditional
reproducibility of the synthetic signal as a function d&&,Z) for
different time steps is given itb). Space and time are here mea-
sured in dimensionless computational units.
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APPENDIX

In this appendix we illustrate the performance of a condi-
tional analysis as compared to a simple correlation between
the reference signal and the one obtained from the moving
probe. For this purpose, synthetic data are generated in two
spatial dimensions by introducing a number of moving struc-
tures (usually twg with a prescribed form and trajectory,
which propagate in a background of additive noise. The sig-
nals are recorded in a number of grid points as by the mov-
able probe in the experimental study and analyzed by the
same computer program. We carried out a number of simu-
lations but present here only some with particular reference
to the present conditions. A realistic model was obtained by
having a pair of dipolelike vortices growing and decaying
while rotating in the cross section. Successive structures
were generated at random initial angular positions, but at a
fixed radial position, and the structures were given a Gauss-
ian amplitude time evolution. The total life cycle for a vortex
was kept constant at approximately 20 time steps. The time
delays between successive structures were random, but
bounded so that there at a single time was no more than one
dipole present, and that the maximum delay from one vortex
has faded till the next appears is no longer than 50 time
steps.

In Fig. 15 we show four successive snapshots beginning
at an arbitrary time with structures present. The top sequence
shows the signal without noise, while the bottom sequence
gives the situation after adding uniformly distributed noise of
amplitude = 3.0 relative to the peak unit amplitude of one
individual structure. The number of vortices passing the ref-
erence probe with an amplitude sufficiently high for detec-
tion is small in such a simulation, and it was necessary to use
long time samples in order to suppress the background noise
in the conditionally averaged subensembles. The correlation
analysis is unsuccessful in recovering any trace of the struc-
tures in the signal, see Fig. 16. The conditional average is
more successful in this respect, see Fig.al 7This numeri-
cal experiment also illustrated the strong dependency on the
imposed condition used in the conditional sampling tech-
nique. The structures were thumt successfully detected
when usingc=1.5 or 2.0, in the conditiod,;>co, but for
an intermediate value of 1.8 the technique is able to recon-
struct the trajectory of the vortex, and to some degree also its
shape. The failure of the method when imposing a too strict
condition is obvious, but the fact that a too low value for the
conditionc also causes structures to be missed may at first
sight be surprising. The reason is that when the condition is
not sufficiently high, a large number of events will be inter-
preted as the presence of a structure, while it in fact is the
amplitude of the background noise alone that is responsible
for the triggering. In this case the subensembles will be se-
lected at arbitrary positions in the time series anddtier-

We thank T. Brundtland for his expert and enthusiasticagedsubensembles approach the conditional average of the
technical assistance. Without him the present work woulcbackground nois¢8]. For some cases it can therefore be
not have been possible. Stimulating discussions with Jexpected that conditional averaging gives nontrivial results
Trulsen and R. Armstrong are gratefully acknowledged. Thinly within a window of imposed conditions.
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To complete the analysis we obtained the conditional remethod. The polarity of the structures will, however, be
producibility as defined before, see Fig.(i)f As the figures missed by the conditional reproducibility, which in this re-
indicate, the conditional reproducibility may be an even betspect suffers from the same shortcoming as the correlation
ter tool for determining the presence of coherent structurebetween the signals from the reference and the spatially dis-
and their preferred trajectories than the conditional samplingributed positions.
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