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Structures of an electrorheological fluid
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Department of Physics, Southern Illinois University at Carbondale, Carbondale, Illinois 62901-4401

~Received 11 October 1996!

Extensive computer simulations were carried out to examine the structures of electrorheological~ER! fluids.
In a weak electric field, ER fluids move from a liquid state to a nematic-liquid-crystal state that has ordering
only in the field direction. If the electric field is strong and thermal fluctuations are weak or moderate, ER fluids
develop into a body-centered-tetragonal lattice. A very strong electric field with very weak or no thermal
fluctuations may force ER fluids into a polycrystalline structure. When both the electric field and thermal
fluctuation are strong, ER fluids develop into a glasslike state, in which the particles aggregate together to form
thick columns, but the structure has no appreciable ordering. The simulation has also shown that the solidifi-
cation time and chain formation time in ER fluid systems depend mainly on the ratio of the viscous force to the
dipolar force.@S1063-651X~97!02509-9#

PACS number~s!: 83.20.Jp, 83.80.Gv, 61.90.1d
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I. INTRODUCTION

Electrorheological~ER! fluids are a class of material
whose rheological characteristics are controllable thro
the application of an electric field. A typical ER fluid con
sists of colloidal dispersions of dielectric particles in a liqu
of low dielectric constant. When an electric field is applie
the effective viscosity of the ER fluid increases dramatica
If the field exceeds a critical value, the ER fluid turns into
solid whose shear stress continues to increase as the fie
further strengthened@1–5#.

It is known that, upon application of an electric field, th
dielectric particles in ER fluids form chains spanning t
electrodes. The chains can go on to form thick columns@6#.
The body-centered-tetragonal lattice was predicted theo
cally as the ground-state structure for an ER fluid and
been verified experimentally@4,7#. The microstructure of ER
fluids is a fundamental issue. The mechanical and phys
properties of ER fluids depend strongly on the induced str
ture. For example, the thick-column structure has a hig
shear stress than the single-chain structure@8#. Recently, the
ER effect has also been used to produce new composite
terials @9,10#. Therefore, information about the microstru
ture of ER fluids under various conditions is very importa
for the growing number of applications.

In this paper, we will apply a molecular-dynamics sim
lation to investigate the structure. Our ER system is confi
between two electrodes located atz50 and z5L, respec-
tively, upon which a voltage may be applied. The syst
consists of spherical dielectric particles of diameters and
dielectric constantep suspended in a nonconducting liqui
The liquid has a dielectric constant ofe f and viscosityh. In
an electric field, each particle has an induced dipole mom
of p5ae f(s/2)3Eloc , where a5(ep2e f)/(ep12e f) and
Eloc is the local field. The formation of structure is driven b
dipolar interactions, viscous drag forces, and Brownian m
tions. Molecular simulations on this model have shown t
the ER fluid can readily form the bct lattice under a stro
electric field @11#. Several other computer simulations on
similar model have also been reported@12–16#. Some groups
also found a crystalline structure@13,16#, but some did not
561063-651X/97/56~4!/4328~9!/$10.00
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@14#. In order to clarify the issue and understand the detai
the induced structure under various conditions, we carr
out extensive computer simulations.

Our results indicate that ER fluids under an electric fie
may develop into five different structures under differe
conditions. In a weak electric field, ER fluids can move fro
a liquid state to a nematic-liquid-crystal state which only h
ordering in the field direction, but no ordering in other dire
tions @17#. This ordering indicates chain formation along th
field direction. In both liquid and liquid-crystal states, th
columnar particle density remains uniform. When the el
tric field is strong and the thermal fluctuation is weak
moderate, ER fluids develop into a body-centered-tetrago
~bct! lattice. In a very strong field with or without very wea
thermal fluctuations, ER fluids may develop into a polycry
talline structure consisting of many small bct lattice grains
both the electric field and thermal fluctuation are strong,
fluids develop into a glasslike structure in which the partic
are aggregated together to form thick columns, but the st
ture has no appreciable ordering. In all of the last three str
tures, the columnar particle density peaks in a small reg
indicating a thick-column structure.

Our simulation also provides information about the soli
fication and the chain formation time in ER fluids. The cha
formation time is much shorter than the solidification tim
Both of them depend mainly on the ratio of the viscous fo
to the dipolar force, especially in the overdamped case. H
ever, when the viscosity is not too strong, the ratio of t
Brownian force to the dipolar force also plays a role in the
two time scales.

II. SIMULATION

We use the Langevin equation to describe the motion
particle i :

m
d2r i

dt2
5Fi23psh

dr i

dt
1Ri~ t !. ~1!

HereFi includes all electric forces on particlei , 3pshvi is
the Stokes’ drag force, andRi(t) is a Brownian force.Fi is
given by the expression
4328 © 1997 The American Physical Society
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56 4329STRUCTURES OF AN ELECTRORHEOLOGICAL FLUID
Fi5(
j Þ i

@ f i j 1f i j
rep#1f i

self1f i
wall , ~2!

wheref i j is the force acting on particlei by particlej and all
of j ’s images,f i j

rep is a short-range repulsive force to preve
particlesi and j from overlapping,f i

self is the force on par-
ticle i due to all its own images, andf i

wall is a short-range
repulsive force to prevent particlei from penetrating the two
electrodes.

The dipolar force exerted by particlej on particle i is
given by

3p2

~e f r i j
4 !

@er~123 cos2u i j !2eusin2u i j #, ~3!

wherer i j 5r i2r j , andu i j is the angle between thez direc-
tion and the joint line of the two dipoles. When a dipole
placed inside a capacitor atr i5(xi ,yi ,zi), an infinite num-
ber of images are produced at (xi ,yi ,2zi) and (xi ,yi ,2Lk
6zi) for k561,62, . . . . Theforce that thej th particle and
its images exert on thei th particle is given by

f i j ,x5
p2

e fL
4 (

s51

`
4s3p3~xi2xj !

r i j
K1S spr i j

L D cosS spzi

L D
3cosS spzj

L D ,

f i j ,y5
p2

e fL
4 (

s51

`
4s3p3~yi2yj !

r i j
K1S spr i j

L D cosS spzi

L D
3cosS spzj

L D , ~4!

f i j ,z5
p2

e fL
4 (

s51

`

4s3p3K0S spr i j

L D sinS spzi

L D cosS spzj

L D ,

wherer i j 5A(xi2xj )
21(yi2yj )

2, andK0 andK1 are modi-
fied Bessel functions.

The force on a particle due to its own images is in thez
direction, and given by

f i ,z
self5

3p2

8e f
F2

1

zi
4 1(

s51

`
1

~zi2sL!42
1

~zi1sL!4G . ~5!

To introduce hard spheres and hard walls into the simulat
we use a short-range repulsion between two particles,

f i j
rep5

3p2er

e fs
4 exp@2100~r i j /s21!#, ~6!

and the short-range repulsion between a particle and the
trodes as

f i
wall5

3p2ez

e fL
4 $exp@2100~zi /s20.5!#

2exp@2100„~L2zi !/s20.5!…%. ~7!

The random forceRi(t) has a white-noise distribution
t

n,

ec-

^Ri ,x&50, ^Ri ,a~0!Ri ,b~ t !&56pkBTshdabd~ t !, ~8!

wherekB is Boltzmann’s constant, andT is the temperature.
We introduce a subintervalt which is shorter than the time
steps used in the integration of Eq.~1!, but much longer than
the molecular collision time@18#. The average ofRi(t) over
t, Ri ,a(t,t)5(1/t)* t

t1tRi ,a(t8)dt8, has a Gaussian distribu
tion

W„Ri ,a~ t,t!…5
1

~2p!1/2V
exp@2„Ri ,a~ t,t!…2/~2V2!#,

~9!

where V5A6pkBTsh/t. For a time stepdt.t, we can
divide it into many subintervals of durationt, in which all
quantities exceptRi(t) can be treated as constants. Then,
any smooth functionc, Xa5* t

t1dtc(j)Ri ,a(j)dj has a
probability distribution

W~Xa!5~pq!21/2exp~2Xa
2/q!, ~10!

whereq512pkBTsh * t
t1dtc2(j)dj, and is independent of

t. Although the value oft is not very uniquely defined, Eq
~10! implies that our results do not depend on a spec
choice oft.

The intrinsic time scale in Eq.~1! is t05m/(3psh). We
rescale the variablest5t0t* , Fi5F0Fi* , where F053p2/
(e fs

4), Ri5VRi* (t), and r i5sr i* in Eq. ~1!. The scaling
produces a new equation

r̈ i* 1 ṙ i* 5A~Fi* 1BRi* !, ~11!

whereA5F0t0 /(3phs) and B5V/F0 . It is interesting to
note thatA is the ratio of the Reynolds number to the Maso
number. The Reynolds numberR is the ratio of the inertial
force mv2/s to the viscous force 3pshv, wherev is the
speed of dielectric particles. HenceR5mv/(3phs2)
5vt0 /s. The Mason number Mn is the ratio of the viscou
force to the dipolar force, Mn53pshv/F0 . Then, it is clear
thatA5R/Mn. In our problem, dielectric particles have neg
ligible speed before the electric field is applied or after t
solid structure is formed. During the process, the partic
have either steady or typical speed. As a result, there is
typical Reynolds number or Mason number in our proble
However, their ratioA is independent of the particle spee
and hence is a good parameter for our simulation.

We also note that parameterB is the ratio of the Brownian
force to the dipolar force. In addition, 1/(AB2)5(1.5t/t0)l,
where l5(p2/e fs

3)/kBT, a crucial parameter@19# in the
study of an ER system in the equilibrium process@17#. How-
ever, we must remember that our electric-field-induced
lidification is a nonequilibrium process, during which th
temperature is not uniform throughout the system.

In our simulation we use 122 particles confined in a c
of dimensionsLx5Ly55s andLz514s. This corresponds
to a volume fraction off50.183. There are periodic bound
ary conditions in thex andy directions. We probe the struc
ture at each step using the following three order paramet

r j5U1

N (
i 51

N

exp~ ibj•r i !U, ~12!
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4330 56G. L. GULLEY AND R. TAO
wherebj are the reciprocal-lattice vectors of the bct lattic

b15~2p/s!~2ex8/A62ez!,

b25~2p/s!~2ey8/A62ez!, b354pez /s. ~13!

Of the three unit vectors,ez is along the field direction, and
ex8 andey8 are along the intrinsic axes of the bct lattice. In t
calculation of the order parameters, we must rotate the c
dinate system around thez axis to find the intrinsic axes o
the structure which maximizesr1r2 . The order parameterr3
characterizes the structure along thez direction, whiler1 and
r2 characterize structure in thex-y plane.

In the simulation, we assume that an electric field is
plied at t50 instantaneously. Then we apply an adapt
step-size control Runge-Kutta method to integrate the eq
tion of motion. It is clear from Eq.~11! that the final struc-
ture depends on the two parametersA and B. We examine
the dynamic process by monitoring the particles’ positio
velocities, and the structure’s order parameters. In m
cases, after application of the field, the particles quic
move to form chains, then the chains aggregate to form
thick structure. Afterwards, the particles usually fluctua
slightly around their positions in the structure, and the or
parameters of the system change very little. Hence we
able to determine the solidification time and analyze the fi
structure. The other interesting quantity is the chain form
tion time which is shorter than the solidification time.

As seen from Eqs.~6! and~7!, collisions may interrupt the
structure formation if some particle’s position change in
integration is too large. Therefore, we specify a valuedr c . If
the largest position change among all the particles’ mot
during one time stepdt is greater thandr c , the next time
step is reduced. Otherwise,dt will be increased. Our method
speeds up the integration and effectively prevents poss
problems from the collisions, because we control the posi
change by selecting a properdr c . Since the time step
changes at every step with this method, we must employ
~10! to handle the Brownian force.

There are some special situations which need to be
cussed. In the overdamped case, the viscous force bec
so strong that we have

r̈ i* 52 ṙ i* 1A~Fi* 1BRi* !'0. ~14!

The overdamping condition requires

uA~Fi* 1BRi* !u!1. ~15!

Equation~11! can then be simplified to

ṙ i* 5A~Fi* 1BRi* !. ~16!

Now, settingt* 5z/A, we have

dr i* /dz5Fi* 1BRi* , ~17!

which is independent ofA. Therefore, in the overdampe
case the final structure is independent ofA, but the solidifi-
cation time is inversely proportional toA. From Eq.~15!,
A!1/(Fmax* 1B) is required to see the overdamped case. T
maximum forceFmax* comes when there are collisions b
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tween the particles or collisions between the particles and
electrodes. In our simulation, we have found that whenA
<1023, the final structure has its three order parameters
dependent ofA and the solidification time is proportional t
1/A, indicating that the system is in the overdamped sit
tion.

The effect of the random forceBR* in Eq. ~11! needs
special attention. SinceRi* is a Gaussian deviate, we shou
compare the magnitude ofFi* with B. When the particles are
randomly distributed in the cell, the typical value ofFi* in
Eq. ~11! is ;n4/3, where n is the particle density. In our
simulationn50.3486, which gives an estimation of 0.2 fo
the typical value ofFi* for a random distribution. When two
particles come very close, their dipolar interaction force h
a typical value;1. However, when the particles aggregate
form a final structure, the joint forces on every particle a
vanishingly small. Therefore, it is easy to understand fr
Eq. ~11! that if B!0.2, BRi* has little effect on the early
dynamic process, but may have some effect on the fi
structure since the joint forces on each particle are smal
B@1, BRi* becomes the leading force in Eq.~11!.

III. STRUCTURES

If the ER system can always evolve into its equilibriu
state after an electric field is applied, the final structure m
only depend on the parameterl5p2/(e fs

3kBT). However,
in the actual dynamic process, the ER system may no
able to reach the ground state after it is trapped in a lo
energy minimum state. The viscous force enhances su
possibility by a quick reduction of the particles’ kinetic e
ergy.

In order to make a comparison, we derive all these fi
structures in our simulation from an initial randomly distri
uted state~Fig. 1!. As we vary the two parametersA andB,
we clearly see five different structures of ER fluids: liqu
structure, nematic-liquid-crystal structure, glasslike structu
polycrystalline structure, and bct lattice structure. Figure
depicts the final structures the system evolves into ove
wide range ofA and B. In Fig. 2~a!, we present the resul
with axesA andB. In Fig. 2~b!, we present the same resu
with axesA andl. The boundary between the liquid and th
nematic liquid crystal and the boundary between the bct
tice structure and the nematic-liquid-crystal structure seem
havel56.7 and 167 respectively. Although this is expect
for equilibrium statistical physics, we should note that t
final structure in our simulation may not be the equilibriu
state. Therefore, Fig. 2 may differ from a conventional pha
diagram.

A. bct lattice and polycrystalline structure

As seen from Fig. 2, the ordered state, a bct lattice,
been obtained in quite a wide range ofA andB. In Fig. 3, we
plot a typical bct lattice structure with order paramete
r1 ,r2'0.8 and r3>0.9. The projection of the three
dimensional structure onto thex-y plane shows a centere
square lattice~Fig. 4!, a typical characterization of the bc
lattice @4#, the marked square also has its side;A1.5s, and
the characterization of these chains is also correct for the
lattice @4#.
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56 4331STRUCTURES OF AN ELECTRORHEOLOGICAL FLUID
We also note that there is a small region inside this
dered region where the system may likely develop into
polycrystalline structure~Fig. 5!. This small region has a
very small B and a largeA ~>0.1!. Examination of this
structure reveals that the system has thick columns con
ing of several bct lattice grains. However, these grains do
form a single crystal. There is some mismatch, mai
caused by their rotation around thez axis by slightly differ-
ent angles. In Fig. 6, we plot a part of a thick column
polycrystalline structure which clearly shows a twist of b
lattice grains. Since these rotations do not affectr3 very
much but reducesr1 andr2 , r3 remains;0.9, whiler1 and
r2 are reduced to;0.5. The polycrystalline structure is
product of fast solidification. Because of a very smallB in this
region, the ER system may not be able to relax into a g
crystal. It is thus easy to understand that in this region
final structure is somehow sensitive to the initial rando
state. The computer simulation confirms this conclusion t
in this region from some random initial state the ER syst
may develop into a good bct lattice, while from some oth
random initial state the system ends up in a polycrystal
structure.

To further understand the issue, we paid special atten
to the situation ofB50 which can be realized at zero tem
perature. IfA<1023, the system is overdamped. The fin
structure has three order parameters independent ofA: r1
and r2 around 0.62, andr3 around 0.89. IfA is between
1023 and 0.1 withB50, the final structure is improved with
r1 andr2 around 0.8–0.9, andr3 around 0.90–0.93, a rathe
good bct lattice. The order parameters of the final structur
this region depends onA. As A continues to increase, th

FIG. 1. The initial state has the particles randomly distributed
space.
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three order parameters are fluctuating in the polycrystal
region. For example, whenA>0.1 andB50, the final struc-
ture developed from the initial state in Fig. 1 has three or
parameters around 0.5, whiler3 is close to 0.6. However, the
final structure atA>0.1 andB50 is now very sensitive to
the initial random state. For example, after changing the
tial state atA50.1 andB50, we ended up with a good bc
lattice: r1 andr2 are close to 0.84, andr3 is close to 0.92.
This also implies that the ER system atB50 can be easily
trapped in a local-energy minimum. The final structures
rived at a moderateB are not sensitive to the initial random
state because the ER system can obtain from a lo
minimum-energy state and develop into the global ener
minimum state with the help of the thermal fluctuations.

We also compared the final structures in the polycrys
line region when we fixA and increaseB. For example, at
A51.0 andB50, the final structure derived from the initia
state in Fig. 1 hasr1 andr2 around 0.5–0.6, andr3 about
0.83. When we increaseB, although we continue to start th
system from the same initial state, the final structure i

n

FIG. 2. ~a! Different structures under various conditions. In th
shaded area, ER fluids may develop into a polycrystalline struct
The boundary between the liquid and the nematic liquid crystal
AB2;0.25 ~l;6.7!. The boundary between the bct lattice and li
uid crystal state hasAB2;1022 ~l;167!. ~b! The same results
presented with axesA and l. The polycrystalline structure and
glasslike structure are nonequilibrium products.
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proves. For example atA51.0 andB50.1, the final structure
hasr1 andr2 around 0.8 andr3 around 0.87. This implies
that a moderateB can help the system relax into a glob
energy minimum state.

B. Nematic-liquid-crystal and glasslike structures

When we increaseB, equivalent to raising the tempera
ture, we come from the region of the bct lattice to a region
final structure with significantr3 , but small r1 and r2 .
Typically, r1 and r2 are around 0.3 whiler3>0.6. This

FIG. 3. A good body-centered-tetragonal lattice is formed w
r1 ,r2'0.8 andr3>0.9.

FIG. 4. Projection of the bct lattice on thex-y plane. The
marked square has its side;A1.5s.
f

implies that the system has ordering in thez direction with
weak or no ordering in thex-y directions. From the defini-
tion of a particle density

D~r !5(
j 51

N

d~r2r j !, ~18!

FIG. 6. A thick column of polycrystalline structure whic
clearly shows a twist of bct lattice grains.

FIG. 5. A polycrystalline structure.
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56 4333STRUCTURES OF AN ELECTRORHEOLOGICAL FLUID
wherer j is the position of thej th particle center, we define
columnar density,

D~x,y!5E
0

L

D~r !dz. ~19!

After analyzing the columnar density of these structures,
find that, within this region, there are two slightly differe
structures. WhenA is relatively small andB is relatively
strong,D(x,y) is quite uniform, as in Fig. 7. This implie
that, in these structures, the particles do not aggregate
gether to form thick columns, though there is some order
in the field direction. The system remains in a liquid sta
but similar to a nematic-liquid-crystal structure~Fig. 8!.
WhenA is relatively strong andB is relatively small, the ER
fluids form thick columns. As indicated byD(x,y) in Fig. 9,
the particles are concentrated in a small region, a main
ference distinguishing this structure from a nematic-liqu
crystal structure. The three order parameters of this struc
are not too much different from that of a nematic-liqui
crystal structure. Although there is some ordering in the fi
direction, there is no significant lateral ordering. Therefo
this is a glasslike structure~Fig. 10!. In this region, the
strong electric field forces the particles to aggregate to fo
thick columns, but the thermal fluctuations prevent the s
tem from forming a crystalline structure.

C. Liquid

A further increase ofB leads to a region which has th
final structure in a liquid state~Fig. 11!. All three order pa-

FIG. 7. In a nematic-liquid-crystal state, the particles do n
aggregate together.D(x,y) is quite uniform over most of the re
gion.
e

to-
g
,

if-
-
re

d
,

-

t

FIG. 8. In a nematic-liquid-crystal state, the system has orde
in the z direction but almost no ordering in thex-y directions.

FIG. 9. In a glasslike structure,D(x,y) is peaked in a small
columnar region, a main difference between a glasslike struc
and liquid.
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4334 56G. L. GULLEY AND R. TAO
rameters are very small for these structures. The particles
randomly and quite uniformly distributed in the space,
seen fromD(x,y) in Fig. 12. In this region, the random
Brownian force is too strong to prevent formation of a
ordered structures.

D. Nonequilibrium process and boundaries

Our simulation shows a dynamic process. The polycr
talline structure is a product of nonequilibrium process
The difference between the glasslike structure and liq
crystal is only in the columnar density, not in the ordering.
a glasslike structure, the particles aggregate together w
they do not in a nematic liquid crystal~see Figs. 7 and 9!.
Therefore, polycrystalline and glasslike structures may
be closely related to the equilibrium state. On the other ha
both the boundaries between the liquid and nematic-liqu
crystal structures and the bct lattice and liquid-crystal str
tures seem to be related to the equilibrium state. Althou
they are not exact, these two boundaries both haveAB2

roughly as a constant. Since the parameterl is proportional
to 1/(AB2), these two boundaries are roughly along the lin
of a constantl @17#. The boundary between the liquid an
the nematic liquid crystal hasAB2 close to 0.25, correspond
ing to l;6.7. The boundary between the bct lattice a
liquid-crystal state hasAB2 close to 1022, corresponding to
l;167.

IV. SOLIDIFICATION TIME

ER fluids are marked for their fast response to an elec
field. A number of experiments established that a typi

FIG. 10. In a glasslike structure, the ER fluids form thick co
umns, but the three order parameters are almost the same as t
the nematic-liquid-crystal state.
re
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t
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-
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response time of ER fluids is of the order of millisecond
This response time is usually defined as the time needed
ER fluids to have a significant viscosity increase imme
ately after an electric field is applied. In our simulation, w
define the solidification time as the time interval between
application of an electric field and the establishment o
final structure@20#. It is clear that our solidification time
should be longer than the response time since ER fluids
liver a significant increase of viscosity before they rea
their final structure. However, these two time scales
closely related, and our solidification time has clear physi
meaning and is important for applications as well.

The relationship between the solidification time and t
parametersA and B is in Fig. 13. We note that, at a fixe
B, the solidification time grows longer asA becomes
smaller. In the overdamped case, Eq.~17! indicates that the
solidification time is inversely proportional toA. Our simu-
lation verifies this conclusion: the solidification time in th
overdamped case goes as

tsolid560/A. ~20!

This relationship holds up toA;1022. In real time, for ex-
ample, atA51023, this solidification time is of the order o
a second. As the value ofA increases, the viscosity reduce
When the system is not overdamped, the solidification ti
further decreases asA increases, but this reduction is slow
than 1/A. For example, asA increases from 1022 to 1021,
the solidification time only slightly reduces.

At a fixed A, the solidification time increases withB.
This is due to high fluctuations of the Brownian motio
However, the effect ofB is significant only whenB is large
enough. For example, ifB,1022, the solidification time is

FIG. 11. In a liquid state, three order parameters are vanishin
small, and the particles are randomly distributed in the space.
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almost unaffected byB. If B.1022, the thermal fluctuations
delay the solidification process. For example, atA51023

and B51022, the formation of a bct lattice structure take
about 1.7383105t0 , while atA51023 andB51021 the so-
lidification of a similar bct lattice takes 2.813105t0 .

In our simulation, we also determine the chain formati
time by examining the order parameterr3 . From Fig. 14, it
is clear that the chain formation is much faster than the f
mation of a final structure. This again implies that the pa
ticles in ER fluids form chains first, then chains aggrega
together to form thick columns. Typically, the chain forma

FIG. 12. In the liquid state,D(x,y) is quite uniform over the
whole region.

FIG. 13. The relationship between the solidification time and t
parametersA andB.
r-
-
e

tion time is about one-third of the solidification time o
shorter. In the overdamping case, the chain formation tim
also proportional to 1/A. We also notice that, in real time, th
chain formation time is of the order of milliseconds, th
same order as the response time found in engineering a
cations.

V. DISCUSSIONS

In this section, we want to compare our simulation resu
with experiments. For a real ER system, such as dielec
particles in petroleum oil,e f;2, ep@1, h;0.2 P,s;10 mm,
and the mass density of the particler;3 g/cm3. We estimate
t0;8.3331027 s. If we choose the subintervalt50.4t0 ,
then asE0 varies from 0 to 4 KV/mm atT5300 K, A
changes from 0 to 1022 and B reduces from` to 1023.
When A51022 and B51022, for example, our simulation
finds the chain formation time is about 4 ms, while the b
lattice and the solidification time is less than 1 s. In t
experiment, the chain formation takes milliseconds to co
plete, but the formation of the bct lattice is slower than th
in our computer simulation@7#.

As the particle size becomes larger the inertial timet0 and
A increase. For example, if the above ER fluid has eve
thing the same excepts;100mm instead of 10mm, then we
haveA;1 at E54 kV/mm. Hence, from Fig. 2, we notice
that ER fluids with large particles are easy to develop int
polycrystalline structure in the nonequilibrium process. T
interesting result is useful in production of composite ma
rials by the ER effect@9,10#.

Our results atB50 are interesting enough to warra
some experimental investigation. The fact that the final str
ture atB50 is sensitive to the initial state indicates that t
Brownian force plays an important role in driving the E
system from a local-energy-minimum state into a glob
energy-minimum state. On the other hand, ifB is too strong,
the thermal fluctuations prevent the system from forming
good bct lattice. Therefore, an experimental determination

e

FIG. 14. The relationship between the chain formation time a
the parametersA andB.
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this range ofB will be very interesting. This goal may b
achieved by examination of ER fluids at cryogenic tempe
tures.

Our simulation also reveals that the response time defi
in ER engineering applications is related to the chain form
tion time. We also found a relationship between the solid
cation time and the viscosity, temperature, and electric fi
14

s.

nd
-

d
-
-
d.

It will be very interesting to see if this relationship holds
experiments.
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