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Structures of an electrorheological fluid
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Extensive computer simulations were carried out to examine the structures of electrorhedERjdhlids.

In a weak electric field, ER fluids move from a liquid state to a nematic-liquid-crystal state that has ordering
only in the field direction. If the electric field is strong and thermal fluctuations are weak or moderate, ER fluids
develop into a body-centered-tetragonal lattice. A very strong electric field with very weak or no thermal
fluctuations may force ER fluids into a polycrystalline structure. When both the electric field and thermal
fluctuation are strong, ER fluids develop into a glasslike state, in which the particles aggregate together to form
thick columns, but the structure has no appreciable ordering. The simulation has also shown that the solidifi-
cation time and chain formation time in ER fluid systems depend mainly on the ratio of the viscous force to the
dipolar force.[S1063-651X97)02509-9

PACS numbd(s): 83.20.Jp, 83.80.Gv, 61.96d

I. INTRODUCTION [14]. In order to clarify the issue and understand the detail of
the induced structure under various conditions, we carried
Electrorheological(ER) fluids are a class of materials out extensive computer simulations.
whose rheological characteristics are controllable through Our results indicate that ER fluids under an electric field
the application of an electric field. A typical ER fluid con- may develop into five different structures under different
sists of colloidal dispersions of dielectric particles in a liquid conditions. In a weak electric field, ER fluids can move from
of low dielectric constant. When an electric field is applied,a liquid state to a nematic-liquid-crystal state which only has
the effective viscosity of the ER fluid increases dramatically.ordering in the field direction, but no ordering in other direc-
If the field exceeds a critical value, the ER fluid turns into ations[17]. This ordering indicates chain formation along the
solid whose shear stress continues to increase as the fieldfigld direction. In both liquid and liquid-crystal states, the
further strengthenefll—5]. columnar particle density remains uniform. When the elec-
It is known that, upon application of an electric field, the tric field is strong and the thermal fluctuation is weak or
dielectric particles in ER fluids form chains spanning themoderate, ER fluids develop into a body-centered-tetragonal
electrodes. The chains can go on to form thick colufijs  (bct) lattice. In a very strong field with or without very weak
The body-centered-tetragonal lattice was predicted theoretthermal fluctuations, ER fluids may develop into a polycrys-
cally as the ground-state structure for an ER fluid and ha#alline structure consisting of many small bet lattice grains. If
been verified experimentally,7]. The microstructure of ER  both the electric field and thermal fluctuation are strong, ER
fluids is a fundamental issue. The mechanical and physicdluids develop into a glasslike structure in which the particles
properties of ER fluids depend strongly on the induced strucare aggregated together to form thick columns, but the struc-
ture. For example, the thick-column structure has a higheture has no appreciable ordering. In all of the last three struc-
shear stress than the single-chain struci8teRecently, the tures, the columnar particle density peaks in a small region,
ER effect has also been used to produce new composite midicating a thick-column structure.
terials [9,10]. Therefore, information about the microstruc-  Our simulation also provides information about the solidi-
ture of ER fluids under various conditions is very importantfication and the chain formation time in ER fluids. The chain
for the growing number of applications. formation time is much shorter than the solidification time.
In this paper, we will apply a molecular-dynamics simu- Both of them depend mainly on the ratio of the viscous force
lation to investigate the structure. Our ER system is confinedo the dipolar force, especially in the overdamped case. How-
between two electrodes located z£0 andz=L, respec- €Ver, when the viscosity is not too strong, the ratio of the
tively, upon which a voltage may be applied. The systemBrownian force to the dipolar force also plays a role in these
consists of spherical dielectric particles of diameteand  two time scales.
dielectric constank, suspended in a nonconducting liquid.
The liquid has a dielectric constant ef and viscosity. In Il. SIMULATION
an electric field, each particle has an induced dipole moment
of p=aer(0/2)°Epe, Where a=(e,—€r)/(e,+2¢€) and
Eoc is the local field. The formation of structure is driven by
dipolar interactions, viscous drag forces, and Brownian mo- dr, dr;
tions. Molecular simulations on this model have shown that m 4z ~Fi—37on 5o +Riv). 1)
the ER fluid can readily form the bct lattice under a strong
electric field[11]. Several other computer simulations on aHereF; includes all electric forces on particie 3mo v, is
similar model have also been reporfd@-16. Some groups the Stokes’ drag force, an@;(t) is a Brownian forceF; is
also found a crystalline structuf@3,16], but some did not given by the expression

We use the Langevin equation to describe the motion of
particlei:
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R =0, (R L0)R; 4(t))=6mkgTond,z5(t), (8
Fi:z [fij+fir]fap]+fiself+f;/valll ) ( |,x> ( i (0) |,ﬁ( ) TRl 07Oy (1), (8
e . , ;
wherekg is Boltzmann’s constant, anfl is the temperature.

of j’s imagesf{;P is a short-range repulsive force to prevent steps used in the integration of Hd), but much longer than
#5¢lfis the force on par- the molecular collision tim§18]. The average oR;(t) over

particlesi andj from overlapping - g e : I
ticle i due to all its own images, arl*®" is a short-range 7 Ri.o(t:7) = (1) ] "R o(t')dU’, has a Gaussian distribu-

repulsive force to prevent particléfrom penetrating the two tion
electrodes. 1
The dipolar force exerted by particle on particlei is : = —(R: 2 2
given by p y partickeon p W(R; o(t,7)) 2m' exf — (Ri o(t,7)/(2Q)],
9
3 2
% [e(1-3 coéaij)—eesin%ij], (3  where Q= 67kgTon/7. For a time stepst>r7, we can
flij

divide it into many subintervals of duration in which all
wherer;; =r;—r;, and is the angle between tredirec- quantities excep’Ri(.t) can be tre&tgd as constants. Then, for
tion and the joint line of the two dipoles. When a dipole is @1 Smooth functiony, Xo=J1 T (é)R; (§)dE has a
placed inside a capacitor &&= (x;,y; ,z), an infinite num-  Probability distribution

ber of images are produced at; (y;,—z) and ;,y;,2Lk

— —1/2 _y2
+7z) fork=+1,=2,.... Theforce that thejth particle and W(Xq) = (mq) ™ exp( - X,/q), (10
its images exert on thigh particle is given b
g P ¢ y whereq=12rkgTon [IT2y2(£)d¢, and is independent of
p2 = 433773(xi—x,-) STpij smz; T. Alt_hough the value ofris not very uniquely defined, Eq: _
fij x= K - 1| 3 (10) implies that our results do not depend on a specific
€ s=1 Pij choice of .
swz, The intrinsic Fime scale in Ed1) is tg=m/(37o 7). V\l2e
X Co - | rescale the variables=tot*, F;=FyF*, where Fq=3p*/
(e;0"), Ri=QR¥ (1), andr;=0r’ in Eqg. (1). The scaling
roduces a new equation
p 4s’w3(yi—y;) ST pij sz P g
fiivy:EL4 . K1 L L Sk ok * *
f s=1 pl] I’i +r| _A(FI +BR| ), (11)
><cos< SWZi) (4) whereA=Fty/(37no) andB=Q/F,. It is interesting to
L note thatA is the ratio of the Reynolds number to the Mason
. number. The Reynolds numbBris the ratio of the inertial
3 p? PRI smpi;| . [s7Z smz; force mv?/o to the viscous force 8o nu, wherev is the
fij.2= el? & 4s Ko ——|sin ——|cog —/— | speed of dielectric particles. Henc®&=mu/(3mno?)

=vtg/o. The Mason number Mn is the ratio of the viscous
wherep;; = Jxi —xj)2+ (yi _yj)2, andK, andK, are modi-  force to the dipolar force, Ma3wonu/Fq. Then, itis clear

fied Bessel functions. thatA=R/Mn. In our problem, dielectric particles have neg-
The force on a particle due to its own images is in the ligible speed before the electric field is applied or after the
direction, and given by solid structure is formed. During the process, the particles

have either steady or typical speed. As a result, there is no
typical Reynolds number or Mason number in our problem.

. (5 However, their raticA is independent of the particle speed,
and hence is a good parameter for our simulation.

To introduce hard spheres and hard walls into the simulation, e also note that paramet@ris the ratio of the Brownian

2
f self_ 3 p

Iz 86f

1

1 1
4+2

7' & (z—sLt (z+sL)?

we use a short-range repulsion between two particles,  force to the dipolar force. In addition, #@?) =(1.5r/to)A,
where A= (p?/e;0%)/kgT, a crucial parametef19] in the
rep 3pe study of an ER system in the equilibrium procg$g]. How-

I gt X100 fo=1)], (6)  ever, we must remember that our electric-field-induced so-

lidification is a nonequilibrium process, during which the
and the short-range repulsion between a particle and the ele@mperature is not uniform throughout the system.
trodes as In our simulation we use 122 particles confined in a cell
of dimensionsL,=L,=50 andL,=140. This corresponds
wall 3p2e, to a volume fraction ofp=0.183. There are periodic bound-
i =17 1exd—100z/0-0.5)] ary conditions in thex andy directions. We probe the struc-
€L y co y p
ture at each step using the following three order parameters:
—exd —100((L—z)/oc—0.5)}. (7)

The random forcdR;(t) has a white-noise distribution pj=

N

%Z exp(ib;- )

i=1

: (12
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whereb; are the reciprocal-lattice vectors of the bct lattice, tween the particles or collisions between the particles and the
electrodes. In our simulation, we have found that wien

by=(27/o)(2€)/\6—6,), <1073, the final structure has its three order parameters in-

dependent oA and the solidification time is proportional to

b2=(277/a')(2€>’,/\/g— e), bs=4welo. 1/A, indicating that the system is in the overdamped situa-

tion.

Of the three unit vectorsg, is along the field direction, and The effect of the random forcBR* in Eq. (11) needs

e, ande; are along the intrinsic axes of the bct lattice. In thegpecial attention. SincR* is a Gaussian deviate, we should

calculation of the order parameters, we must rotate the COOkompare the magnitude &t with B. When the particles are

dinate system a_round tk_ne:_ms to find the intrinsic axes of randomly distributed in the cell, the typical value B} in

the structgre which maximizgs p, . Tr_le order paramet% Eq. (11) is ~n%3, wheren is the particle density. In our

characterizes the structure along thdirection, whilep; and simulationn=0.3486, which gives an estimation of 0.2 for

P2 lch?r:actgnz? ?tructure in they {)rlla?e. lectric field i the typical value of} for a random distribution. When two
_nthe simiration, we assume ihat an eectric nie'c 1S ‘."lp'particles come very close, their dipolar interaction force has
plied att=0 instantaneously. Then we apply an adaptive

; i a typical value~1. However, when the particles aggregate to
step-size control Runge-Kutta method to integrate the equgy 5 fing) structure, the joint forces on every particle are
tion of motion. It is clear from Eq(11) that the final struc-

. vanishingly small. Therefore, it is easy to understand from
ture depends on the two parameté&randB. We examine gy y

) Y . | .~ Eq. (11 that if B<0.2, BR" has little effect on the early
the dynamic process by monitoring the particles’ positions namic orocess. but mav have some effect on the final
velocities, and the structure’s order parameters. In mos y P ! Y

cases, after application of the field, the particles quickIyStrUCture since the joint forces on each particle are small. If

N ; .
move to form chains, then the chains aggregate to form §>l’ BR" becomes the leading force in Bd.1).
thick structure. Afterwards, the particles usually fluctuate

slightly around their positions in the structure, and the order
parameters of the system change very little. Hence we are If the ER svstem can alwavs evolve into its equilibrium
able to determine the solidification time and analyze the final y Y d

structure. The other interesting quantity is the chain forma—State after an electric field is applied, the final structure may

13

lll. STRUCTURES

tion time which is shorter than the solidification time.
As seen from Eqg6) and(7), collisions may interrupt the

structure formation if some particle’s position change in the

integration is too large. Therefore, we specify a vadag. If
the largest position change among all the particles’ motio
during one time ste@t is greater tharr., the next time
step is reduced. Otherwisét will be increased. Our method

speeds up the integration and effectively prevents possibl
problems from the collisions, because we control the positio

change by selecting a prope¥r.. Since the time step
changes at every step with this method, we must employ E
(10) to handle the Brownian force.

There are some special situations which need to be di

cussed. In the overdamped case, the viscous force become

so strong that we have

P =—r*+A(FF +BR¥)~0. (14)
The overdamping condition requires
|A(FF + BR¥)|<1. (15)
Equation(11) can then be simplified to
fi*=A(Fi*+BRi*). (16
Now, settingt* ={/A, we have
dr¥/d{=F} +BR}, a7

which is independent oA. Therefore, in the overdamped
case the final structure is independent?gfbut the solidifi-
cation time is inversely proportional tA. From Eq.(15),
A<1/(Fy

maximum forceF*__ comes when there are collisions be-

max

n

S_

only depend on the parameter= p?/(e;a°kgT). However,

in the actual dynamic process, the ER system may not be
able to reach the ground state after it is trapped in a local-
energy minimum state. The viscous force enhances such a

rpossibility by a quick reduction of the particles’ kinetic en-

ergy.
In order to make a comparison, we derive all these final

%tructures in our simulation from an initial randomly distrib-

Uted statgFig. 1). As we vary the two parametefsandB,

we clearly see five different structures of ER fluids: liquid

structure, nematic-liquid-crystal structure, glasslike structure,

Clpolycrystalline structure, and bct lattice structure. Figure 2

depicts the final structures the system evolves into over a
wide range ofA andB. In Fig. 2a), we present the result
With axesA andB. In Fig. 2b), we present the same result
with axesA and\. The boundary between the liquid and the
nematic liquid crystal and the boundary between the bct lat-
tice structure and the nematic-liquid-crystal structure seem to
havern=6.7 and 167 respectively. Although this is expected
for equilibrium statistical physics, we should note that the
final structure in our simulation may not be the equilibrium
state. Therefore, Fig. 2 may differ from a conventional phase
diagram.

A. bct lattice and polycrystalline structure

As seen from Fig. 2, the ordered state, a bct lattice, has
been obtained in quite a wide rangefoindB. In Fig. 3, we
plot a typical bct lattice structure with order parameters
p1,p2~0.8 and p3=0.9. The projection of the three-
dimensional structure onto they plane shows a centered
square lattice(Fig. 4), a typical characterization of the bct
lattice [4], the marked square also has its side/1.50, and

maxT B) is required to see the overdamped case. Thehe characterization of these chains is also correct for the bct

lattice [4].
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We also note that there is a small region inside this or- 00 02 04 06 08 10
dered region where the system may likely develop into a A
polycrystalline structurgFig. 5. This small region has a
very smallB and a largeA (=0.1). Examination of this FIG. 2. (a) Different structures under various conditions. In the

structure reveals that the system has thick columns consisshaded area, ER fluids may develop into a polycrystalline structure.
ing of several bct lattice grains. However, these grains do nothe boundary between the liquid and the nematic liquid crystal has
form a single crystal. There is some mismatch, main|yABz~0.25()\~6.7). The boundary between the bct lattice and lig-
caused by their rotation around theaxis by slightly differ-  uid crystal state ha#\B?~10"? (\~167). (b) The same results
ent angles. In Fig. 6, we plot a part of a thick column of prese_nted with axe# and . '_I'_he. polycrystalline structure and
polycrystalline structure which clearly shows a twist of bct 9/asslike structure are nonequilibrium products.
lattice grains. Since these rotations do not affpgtvery
much but reduceg; andp,, p; remains~0.9, whilep, and  three order parameters are fluctuating in the polycrystalline
p» are reduced to~0.5. The polycrystalline structure is a region. For example, wheA=0.1 andB=0, the final struc-
product of fast solidification. Because of a very snBalh this  ture developed from the initial state in Fig. 1 has three order
region, the ER system may not be able to relax into a googharameters around 0.5, whitg is close to 0.6. However, the
crystal. It is thus easy to understand that in this region thdinal structure atA=0.1 andB=0 is now very sensitive to
final structure is somehow sensitive to the initial randomthe initial random state. For example, after changing the ini-
state. The computer simulation confirms this conclusion tootial state atA=0.1 andB=0, we ended up with a good bct
in this region from some random initial state the ER systemattice: p; andp, are close to 0.84, ang is close to 0.92.
may develop into a good bct lattice, while from some otherThis also implies that the ER systemB#=0 can be easily
random initial state the system ends up in a polycrystallingrapped in a local-energy minimum. The final structures de-
structure. rived at a moderat8 are not sensitive to the initial random
To further understand the issue, we paid special attentiostate because the ER system can obtain from a local
to the situation oB=0 which can be realized at zero tem- minimum-energy state and develop into the global energy-
perature. IfA<10 3, the system is overdamped. The final minimum state with the help of the thermal fluctuations.
structure has three order parameters independe#t: qf; We also compared the final structures in the polycrystal-
and p, around 0.62, angh; around 0.89. IfA is between line region when we fiXA and increasd. For example, at
102 and 0.1 withB=0, the final structure is improved with A=1.0 andB=0, the final structure derived from the initial
p1 andp, around 0.8-0.9, angy around 0.90-0.93, a rather state in Fig. 1 hag, and p, around 0.5-0.6, angd; about
good bct lattice. The order parameters of the final structure if.83. When we incread®, although we continue to start the
this region depends oA. As A continues to increase, the system from the same initial state, the final structure im-
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FIG. 5. A polycrystalline structure.

implies that the system has ordering in thelirection with
weak or no ordering in the&-y directions. From the defini-

tion of a particle density

proves. For example &=1.0 andB=0.1, the final structure
hasp, andp, around 0.8 angh; around 0.87. This implies
that a moderatd3 can help the system relax into a global
energy minimum state.

B. Nematic-liquid-crystal and glasslike structures

When we increas®, equivalent to raising the tempera-
ture, we come from the region of the bct lattice to a region of
final structure with significanfps, but small p; and p,.
Typically, p; and p, are around 0.3 whilep;=0.6. This
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FIG. 4. Projection of the bct lattice on they plane. The
marked square has its side\/1.5.

N
D(r)=j§1 s(r—r), (18)
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FIG. 6. A thick column of polycrystalline structure which
clearly shows a twist of bct lattice grains.
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Z (o)
14.00

FIG. 7. In a nematic-liquid-crystal state, the particles do not
aggregate togetheb(x,y) is quite uniform over most of the re-

gion FIG. 8. In a nematic-liquid-crystal state, the system has ordering

in the z direction but almost no ordering in they directions.

wherer; is the position of thgth particle center, we define a
columnar density,

L
D(x,y)=f0 D(r)dz (19

After analyzing the columnar density of these structures, we
find that, within this region, there are two slightly different
structures. WherA is relatively small andB is relatively
strong,D(X,y) is quite uniform, as in Fig. 7. This implies
that, in these structures, the particles do not aggregate to-
gether to form thick columns, though there is some ordering
in the field direction. The system remains in a liquid state,
but similar to a nematic-liquid-crystal structur&ig. 8).
WhenA is relatively strong and is relatively small, the ER
fluids form thick columns. As indicated Hy(x,y) in Fig. 9,

the particles are concentrated in a small region, a main dif-
ference distinguishing this structure from a nematic-liquid-
crystal structure. The three order parameters of this structure
are not too much different from that of a nematic-liquid-
crystal structure. Although there is some ordering in the field
direction, there is no significant lateral ordering. Therefore,
this is a glasslike structuréFig. 10. In this region, the
strong electric field forces the particles to aggregate to form
thick columns, but the thermal fluctuations prevent the sys-
tem from forming a crystalline structure. Y (o)

C. Liquid FIG. 9. In a glasslike structurd)(x,y) is peaked in a small
A further increase oB leads to a region which has the columnar region, a main difference between a glasslike structure
final structure in a liquid staté~ig. 11). All three order pa- and liquid.
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FIG. 11. In a liquid state, three order parameters are vanishingly
FIG. 10. In a glasslike structure, the ER fluids form thick col- Small, and the particles are randomly distributed in the space.

umns, but the three order parameters are almost the same as that of ] o o
the nematic-liquid-crystal state. response time of ER fluids is of the order of milliseconds.

This response time is usually defined as the time needed for
rameters are very_small_for these_ structures. The particles aggR fluids to have a significant viscosity increase immedi-
randomly and quite uniformly distributed in the space, asytely after an electric field is applied. In our simulation, we
seen fromD(x,y) in Fig. 12. In this region, the random gefine the solidification time as the time interval between the
Brownian force is too strong to prevent formation of any gnpjication of an electric field and the establishment of a
ordered structures. final structure[20]. It is clear that our solidification time

should be longer than the response time since ER fluids de-

D. Nonequilibrium process and boundaries liver a significant increase of viscosity before they reach

Our simulation shows a dynamic process. The polycrystheir final structure. However, these two time scales are
talline structure is a product of nonequilibrium processesclosely related, and our solidification time has clear physical
The difference between the glasslike structure and liquidneaning and is important for applications as well.
crystal is only in the columnar density, not in the ordering. In  The relationship between the solidification time and the
a glasslike structure, the particles aggregate together whilearametersA and B is in Fig. 13. We note that, at a fixed
they do not in a nematic liquid crystéee Figs. 7 and)9 B, the solidification time grows longer aé becomes
Therefore, polycrystalline and glasslike structures may nosmaller. In the overdamped case, Edj7) indicates that the
be closely related to the equilibrium state. On the other handsolidification time is inversely proportional #. Our simu-
both the boundaries between the liquid and nematic-liquidiation verifies this conclusion: the solidification time in the
crystal structures and the bct lattice and liquid-crystal strucoverdamped case goes as
tures seem to be related to the equilibrium state. Although
they are not exact, these two boundaries both haf2 tsoiig= 60/A. (20)
roughly as a constant. Since the paramatés proportional . . . , .
to 1/(AB?), these two boundaries are roughly along the lines! NS refationship holds up t8~10"7. In real time, for ex-

of a constani [17]. The boundary between the liquid and @MPle, atA= 10°°, this solidification time is of the order of
the nematic liquid crystal ha&B? close to 0.25, correspond- a second. As the value éf increases, the viscosity reduces.

ing to A~6.7. The boundary between the bct lattice angWhen the system is not overdamped, the solidification time
liquid-crystal state hadB2 close to 102 corresponding to further decreases d@sincreases, but this reduction is slower

N~167. than 1A. For example, a#\ increases from 107 to 10 2,
the solidification time only slightly reduces.

At a fixed A, the solidification time increases witB.
This is due to high fluctuations of the Brownian motion.
ER fluids are marked for their fast response to an electritiowever, the effect oB is significant only wherB is large

field. A number of experiments established that a typicaknough. For example, B<10 2, the solidification time is

IV. SOLIDIFICATION TIME
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FIG. 14. The relationship between the chain formation time and
the parameteré andB.

tion time is about one-third of the solidification time or

FIG. 12. In the liquid stateD(x,y) is quite uniform over the ~Shorter. In the overdamping case, the chain formation time is
whole region. also proportional to . We also notice that, in real time, the
chain formation time is of the order of milliseconds, the

almost unaffected b. If B>10"2, the thermal fluctuations Same order as the response time found in engineering appli-
delay the solidification process. For example,Aat 10°3  cations.
andB=10"2, the formation of a bct lattice structure takes
about 1.73&% 10°ty, while atA=10"% andB=10"? the so- V. DISCUSSIONS
lidification of a similar bct lattice takes 2.8110°t,.
In our simulation, we also determine the chain formation

time by examining the order paramejgy. From Fig. 14, it . ; .
y 9 b ey d particles in petroleum oil;~ 2, €,> 1, »~0.2 P,0~10 um,

is clear that the chain formation is much faster than the for . . .
mation of a final structure. This again implies that the par-2nd the mass density of the partigle-3 glc?. We estimate
ticles in ER fluids form chains first, then chains aggregatdo™8-33<10" " s. If we choose the subinterval= 0.4,
together to form thick columns. Typically, the chain forma- en asEq varies from 0 to 4 KV/mm aff=300K, A
changes from 0 to I¢ and B reduces frome to 10 3.

WhenA=10 2 andB=10" 2, for example, our simulation

In this section, we want to compare our simulation results
with experiments. For a real ER system, such as dielectric

109 E finds the chain formation time is about 4 ms, while the bct
i lattice and the solidification time is less than 1 s. In the
108 L & experiment, the chain formation takes milliseconds to com-
= E plete, but the formation of the bct lattice is slower than that
£ in our computer simulatiofi7].
T 107k As the particle size becomes larger the inertial tighand
“ c A increase. For example, if the above ER fluid has every-
2 thing the same excejpt~100 um instead of 1Qum, then we
ERRL haveA~1 at E=4 kV/mm. Hence, from Fig. 2, we notice
g . that ER fluids with large particles are easy to develop into a
B 405 L polycrystalline structure in the nonequilibrium process. This
£ interesting result is useful in production of composite mate-
[ rials by the ER effeci9,10].
104 | Our results atB=0 are interesting enough to warrant
F some experimental investigation. The fact that the final struc-
o - ' ' ' ' ture atB=0 is sensitive to the initial state indicates that the
1 L1ty [ R B R R AT IS NN

Brownian force plays an important role in driving the ER
106 108 104 , 109 102 101 system from a local-energy-minimum state into a global
energy-minimum state. On the other handBifs too strong,
FIG. 13. The relationship between the solidification time and thethe thermal fluctuations prevent the system from forming a
parameter# andB. good bct lattice. Therefore, an experimental determination of



4336 G. L. GULLEY AND R. TAO 56

this range ofB will be very interesting. This goal may be It will be very interesting to see if this relationship holds in
achieved by examination of ER fluids at cryogenic temperaexperiments.
tures.

Our simulation also reveals that the response time defined
in ER engineering applications is related to the chain forma-
tion time. We also found a relationship between the solidifi- This research was supported by National Science Founda-
cation time and the viscosity, temperature, and electric fieldtion Grant No. DMR-9622525.
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