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Dendritic crystal growth for weak undercooling

M. D. Kunka, M. R. Foster, and S. Tanveer
The Ohio State University, Columbus, Ohio 43210

~Received 19 June 1996!

Through an asymptotic expansion for small undercooling~i.e., Péclet numberP!1!, different regions of a
two-dimensional evolving dendrite in a one-sided model are identified, when the dendrite shape is initially
parabolic in the far field. There is ano(P21) tip region ~region I! where the temperature field is a Laplacian
with an appropriate matching condition to the far field. For deviations to an Ivantsov field that are initially
limited to this region, it is shown to be consistent to assume that the Ivantsov solution is asymptotically valid
in the far-field asymptotic regions whent!P21. Within this interval of time, we consider the dynamics in
region I through an integro-differential equation derived from a conformal mapping formulation, where the
upper-halfz plane is mapped to the exterior of the dendrite. It is shown that a linear analysis of an initially
localized disturbance fails to remain localized later in time. Instead, it results in a partially wavy interface
where the waviness has a sharp leading edge. This feature is shown to be related to the Stokes phenomenon
associated with the inner equation around an initial complex singularity in the lower-halfz plane, as it advects
into the upper-halfz plane. The specific linear growth rate is shown to be consistent with prior results of
Barber, Barbieri, and Langer@Phys. Rev. A36, 3340~1987!#, though not with Caroliet al. @J. Phys.~Paris! 48,
1423~1987!#. The results do not depend crucially on the nature of initial disturbance or the singularity in the
lower-half complexz plane that is used to represent such a disturbance. However, nonlinear effects are shown
to cause important changes in the prediction for both qualitative and quantitative aspects. This understanding
is advanced by considering the dynamics of singularities in the lower-half complexz plane. We also present
many features of the zero-surface-energy dynamics including tip splitting, sidebranching, as well as cusp
formation. We also present a scenario for dendrite sidebranch coarsening in terms of the motion of complex
singularities.@S1063-651X~97!05405-6#

PACS number~s!: 81.10.Aj
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I. INTRODUCTION

Dendritic crystal growth has been a subject of continu
interest to physicists, metallurgists, as well as mathem
cians. The most common example of such a growth is
well-known ice crystal. From a physicist’s perspective, de
drites constitute a relatively simple but important problem
pattern formation in nonequilibrium growth@1–3#. In metal-
lurgy, dendrites are common to crystal formation in t
manufacture of alloy castings, metal ingots, and weldme
@4#. They form in the process of directional solidification of
binary alloy when the growth rate exceeds some criti
value. Unlike the case of the crystallization of a pure ma
rial, where growth is determined by diffusion of the tempe
ture field, the dendrites in directional solidification are co
trolled by the mass diffusion of one binary compone
relative to another. The resulting solid is rich in microstru
tures that ultimately control many of the properties of t
finished product. A fuller understanding of dendrite form
tion is considered vital to controlling this technological
important process. From a mathematician’s perspective,
drite formation is an extended version of the classical o
dimensional Stefan problem: a free boundary problem wh
the domain has to be determined as part of the solution.
most common and simple mathematical model that is
lieved to be relevant to dendrite formation consists of a
ear diffusion equation describing the diffusion of heat or s
ute, as the case may be. A far-field condition on tempera
or concentration is specified as well in accordance with
experimental condition. Additionally, to make the proble
561063-651X/97/56~3!/3068~33!/$10.00
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well defined, one specifies two interfacial boundary con
tions: One is the Gibbs-Thomson boundary condition t
accounts for lowering of the melting temperature by curv
ture or kinetic effects, while the other follows from a balan
of heat or mass at the interface, where solidification relea
latent heat. The Gibbs-Thomson relation assumes a l
thermodynamic equilibrium, which is appropriate since t
thermodynamic time scale of relaxation is usually mu
shorter than the time scale of diffusion. Further, except
cases where the growth rate is very high, kinetic effects
the melting temperature are small and hence ignored. In
case, the additional boundary condition on the interface~two
instead of one! determines the evolution of the free surfa
boundary.

The relevance of the above model to experimental ob
vations is not definitely clear. Many effects that are believ
to be small have been ignored; yet anisotropy in the surf
energy relation, even though very small for some crystals
crucial to theoretical predictions, at least for one theo
based on the above model~see review articles@1–3#!. Ex-
perimental support for such a preeminent role of anisotro
at least for tip characteristics, does not seem to exist@4#. To
understand if such a discrepancy arises from inherent lim
tions of the model or from the additional assumptions ma
in the theory, one must understand the full mathematical
plications of the model equations, but that understanding
yet to emerge.

A steadily moving planar front is unstable due to the we
known Mullins-Sekerka instability@5#. Experimental obser-
vations of the dendrite’s parabolic tip motivated the sea
3068 © 1997 The American Physical Society
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56 3069DENDRITIC CRYSTAL GROWTH FOR WEAK UNDERCOOLING
for steady solutions that are approximately parabolic. N
glecting the Gibbs-Thomson lowering of melting tempe
ture, and for a specific choice of ‘‘undercooling’’ at infinity
Ivantsov@6# found an exact solution for a steadily growin
needle crystal in the form of a parabola, in two dimensio
and an axisymmetric paraboloid in three dimensions. T
solutions were later extended to elliptical paraboloids
Horvay and Cahn@7#. Since capillary effects are ignored i
these results, there is no intrinsic length scale and so it is
surprising that these solutions do not give a unique dete
nation of the tip radius. For a given undercooling and fix
material constants, only the product of the tip radius a
velocity is determined from these solutions. Experimenta
on the other hand, both the tip radius and tip speed are
termined uniquely for given conditions@8#. Although the ob-
served product of the tip radius and tip velocity is in rou
agreement with theory, the agreement is not very good@9#
presumably due to those factors not incorporated in
model described above.

Following Ivantsov’s seminal work, much attention w
paid to the effect of surface energy in removing the deg
eracy in the steady solution. Much of the earlier work utiliz
ad hochypotheses. The marginal stability hypothesis@10#,
which requires that the selected tip radius must be such
the tip is neutrally stable to disturbances, is an example
it leads to a determination of the product of the square of
tip radius and tip velocity. When combined with the Ivants
relation, both the tip radius and velocity are then uniqu
given. This theory does not necessitate the inclusion of c
talline anisotropy and predictions can be made in two as w
as three dimensions. Despite the relative simplicity of t
theory and reasonable agreement of some prediction
experiment, no tenable mathematical justification for
marginal stability hypothesis exists@4#.

In the 1980s, following progress on model problems@11#,
the ‘‘microscopic solvability’’ criterion emerged, to describ
the effects of capillarity on the Ivantsov steady-state so
tions @12#. Numerous numerical and analytical evidences
two- and three-dimensional dendrites suggest that the
inclusion of isotropic surface energy does not give a stea
state needle crystal that asymptotically approaches
Ivantsov solution in the far field. This apparent lack of reg
larity in the perturbations of the Ivantsov solution for arb
trarily small isotropic surface energy is mathematically
flected in exponentially small terms in the asympto
expansion. When surface energy anisotropy is modeled
fourfold anisotropic term in two dimensions, a discrete se
steady states exists, only one of which is linearly stable@13#.
Thus a unique steady-state tip radius and tip velocity
predicted. In addition, for small surface energy, the stea
state correction to the Ivantsov parabola due to surface
ergy remains small everywhere. However, in three dim
sions, there has been recent work@14# that suggests tha
surface energy causes large nonaxisymmetric deviat
from the Ivantsov paraboloid far from a tip that is appro
mately parabolic. It is unclear at this time if the large no
axisymmetric deviations observed in experiment cannot
alternately explained by the existence of nonaxisymme
zero surface energy solutions.

While the evidence for steady-state selection in the c
text of the theoretical model equations is firm in two dime
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sions, the relevance of any theoretical steady-state solutio
the observed dendrite is far from evident. Dendrites
hardly steady, except perhaps for a small region around
tip. The microscopic solvability theory explains the dendri
features as resulting from the convective instability of
disturbances@15–18# advecting along the sides of the a
sumed steady needle crystal, though the nonlinear stage
the growing disturbance have not been addressed. It is
clear if results based on linearization about a global ste
state are not too restrictive in ruling out other qualitative
different phenomena associated with the full, time-evolvi
problem. As an example, a time-dependent dendritic s
that is steady only near the tip might exist in the absence
anisotropy.

The advent of powerful computers has led to a new a
important theoretical tool. Indeed numerical simulations
now possible that make it possible to include many nonlin
features of of a time-evolving two-dimensional dendrite. N
merical calculations for the dendrite, either for a sharp int
face with a Gibbs-Thomson interface condition@19–23# or in
the context of a phase-field calculation@24–30# suggest that
the product of tip velocity and radius squared is consist
with microscopic solvability, even when the dendrite or fi
ger is evolving in time.~See the mathematically similar fea
ture in the problem of viscous fingering with anisotropic su
face energy@31#.! The results lend support to the premises
microscopic solvability, though they do not explain th
physical mechanisms whereby a localized steady-state
condition is possible even while the bulk of the dendrite
evolving in time. Further, it remains unclear how the amp
fication of localized disturbances superposed on a ste
dendrite compare with that of localized disturbances on
arbitrary, time-evolving state. In particular, phase fie
model calculations are reliable indicators of the limitin
sharp interface features only when the width of the transit
zone is comparable to or smaller than the capillary len
scale. This limitation constrains the investigation of the sm
capillary effect limit, which is the purpose of the curre
investigation. In general, numerical calculations, by the
selves, appear to be unsuitable in providing scaling dep
dences on parameters.

Although the theory of dendritic crystal growth has se
significant development, there is a lack of sound theoret
understanding of observed dynamical features of a dend
and how apparently small effects of surface energy~the cap-
illary length is of the order of micrometers in many mate
als! influence global features of a time-evolving dendri
shape. As far as we know, all analytical investigations th
far have been based on some kind of linearization abo
steady base state. In this paper we introduce a system
investigation of the fully nonlinear dendritic evolution
within an analytical framework. In particular, we address t
mathematical origin of the observed chaotic dependenc
specific dendrite shapes on initial conditions, the unexpec
observation that, in many situations, each dendrite gro
relatively independently of its neighbors, and the fact that
growth process is apparently self-similar in all scales up
the capillary cutoff scale. We also address, within an anal
cal framework, how arbitrarily small surface energy dynam
cally selects tip radius and speed relations, without assu
tions on a global steady state, in accordance w
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3070 56M. D. KUNKA, M. R. FOSTER, AND S. TANVEER
microscopic solvability, even as the rest of the dendrite
unsteady. Further, for a specific set of initial conditions,
predict the time over which dynamic selection of the
relation occurs.

In a sequence of three papers, we plan to examine
time evolution of a two-dimensional dendrite in a weak
undercooled melt, using a one-sided model; small underc
ing means that the Pe´clet number is small. Our focus is a
most exclusively on the case for which the surface ene
effects are appropriately small. For a dendrite that is roug
parabolic, surface energy effects weaken with distance f
the tip, due to decreasing curvature. Therefore, the sm
surface-energy limit has obvious relevance. Further, accu
numerical simulation of a time-evolving dendrite in th
small-surface-energy limit is difficult because of the need
resolve fine scales in both space and time. Our objective
combine analytical and numerical methods to shed light
the dynamics in this limit of small surface energy. Althou
a three-dimensional model is faithful to experimental real
many theoretical issues related to the model, e.g., tip cha
teristics and sidebranching, also arise in the more mathem
cally tractable two-dimensional problem. The hope is t
theoretical understandings gained will carry over to three
mensions, at least in a qualitative sense. For the growth
crystal in a melt, a two-sided symmetric model is more r
evant since the temperature diffusion constant in the soli
not generally all that different from that in the melt. Non
theless, a one-sided model can be relevant when grow
controlled by solute diffusion since the diffusion in the so
is small in many instances. Further, numerical calculati
suggest that the qualitative features for one-sided and t
sided symmetric models are about the same, at least in
context of a steadily growing dendrite. However, given t
sensitivity of the evolving dendrite to small effects, it is co
ceivable that the two-sided model can be quantitatively
not qualitatively, different.

The present paper is the first part of the sequence of
pers noted and it concerns the determination of asympt
equations for small Pe´clet number~weak undercooling!, the
linear growth of small scale disturbances for small surfa
energy, the nonlinear zero-surface-energy dynamics of
tially specified complex singularities in the lower-half plan
and their connection to interfacial evolution. It is importa
to make clear this connection to the detailed nonlinear an
sis of the zero-surface-energy dynamics presented in Sec
onward. Therefore, in Sec. III, we present an illustrative
ample of the singularity motion for the much simpler linea
ized dynamics, together with its relation to the growth a
dispersion of small disturbances superposed on an Ivan
solution. We plan to follow with two papers that further e
plore the understanding of this process in the complex pla

The outline of the present paper is as follows. In Sec
we construct a formal asymptotic expansion for weak und
cooling ~small Péclet numberP! and determine where a
assumed regular expansion ceases to be consistent. F
dendrite that is initially Ivantsov-like in the far field, w
show that there are three asymptotic regions with differ
governing equations and scales—where time is measure
units of a/U, wherea,U denote the tip radius and velocit
of the corresponding Ivantsov solution. For anO(1) region
around the tip, ‘‘region I,’’ to the leading order in Pe´clet
s
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number, the temperature obeys Laplace’s equation w
boundary and far-field conditions very similar to those f
unstable viscous fingering in a Hele-Shaw cell@2,3#. When
initial shape deviations from an Ivantsov parabola~not nec-
essarily small or localized! are confined to region I, we find
that it is consistent to assume that in other regions the t
perature and interfacial shape remain that for the Ivant
solution, as long as the timet!P21. For t satisfying this
constraint, we investigate in Sec. III the growth and adv
tion of initially localized disturbances superposed on an
bitrary time-evolving state. The results of the lineariz
analysis are in conformity with previous analytical results
Barber, Barbieri, and Langer@16#, but in disagreement with
Caroli, Caroli, and Roulet@18#. In particular, we find that
linear analysis predicts that an initially localized disturban
fails to remain localized—an observation overlooked in p
vious work. By considering analytic continuation into a com
plex plane, we can understand more fully the meaning of
wave-packet analyses that have been previously done.

The complex plane analysis is also suitable if we like
understand small surface energy effects in a perturbation
cedure about the zero-surface-energy dynamics, which
well posed in the extended complex plane@32,34,37#, but ill
posed in the real domain. This perturbation procedure se
to be the only practical option for the fully nonlinear pro
lem, which is the main focus of this and the compani
papers. The linear results on the connection of complex
gularity motion and interfacial dynamics motivates the stu
of the complex dynamics for the fully nonlinear problem.

As a first step, it is necessary to study the zero-surfa
energy dynamics in the extended complex domain, tho
not all such solutions can be the limit solutions as surfa
energy shrinks to zero—as we know from earlier work in t
analogous mathematical problem of viscous fingering in
Hele-Shaw cell@34–36#. To understand and predict possib
differences, we are naturally led in Sec. IV to investigati
fully nonlinear dynamics in the extended complex plan
where the zero-surface-energy equations are in fact w
posed@37#. The complex plane specification of initial cond
tions, while apparently artificial from the viewpoint of a
experimentalist who is in a position to determine only t
initial interfacial shape to a finite precision, has the theor
ical advantage of removing all sensitivity of the dynamics
initial conditions. In this formulation, the actual results of a
experiment are to be understood by studying a random
semble of initial conditions in the complex plane, subject
the constraint that the corresponding initial shapes for
these initial conditions differ only by errors of measureme
In terms of complex zero-surface-energy dynamics involv
certain singularities, we also present a possible mechan
for nonlinear coarsening of the side-branches.

Our approach is restricted to analytic initial interfaci
shapes, for which the analytic continuation of the conform
map z(z,t) to the lower halfz plane includes only isolated
singularities of certain types. While this is not generic, w
proceed with the expectation that the aggregate feature
the observed dynamics are not sensitive to the precise na
of singularities.

In this paper we restrict discussion to the various featu
of the zero-surface-energydynamics in the complex plan
and the corresponding features observed at the interface



e
ac
dy

h
re

t
he

d

fla
e

an
th

io

a
s

ire

on

he

by

ume

rfa-
al

-

56 3071DENDRITIC CRYSTAL GROWTH FOR WEAK UNDERCOOLING
as such this paper is the precursor to the two future pap
which address the differences between the zero-surf
energy dynamics worked out here and actual dendritic
namics in the limit as surface energy tends to zero.

II. ONE-SIDED MODEL EQUATIONS

For purposes of the analysis to follow, we introduce t
following nondimensionalization. Temperature is measu
in units of L/cp , whereL is the the latent heat andcp the
specific heat capacity. Lengths are measured in units of
tip radius a for the Ivantsov parabola that describes t
asymptotic shape of the dendrite far from the tip.~Notice that
a need not be the actual tip radius.! Velocities are measure
in units of U, whereU is such that the Pe´clet numberP
5Ua/2D satisfies the Ivantsov relation betweenP and di-
mensionless undercoolingD5(cp /L)(Tm2T`). @See Eq.
~2.14! below.# HereD is the diffusivity in the melt andTm
and T` are the dimensional melting temperatures for a
interface and the specified temperature at infinity, resp
tively.

With this nondimensionalization, in the frame where
Ivantsov parabolic interface would have been stationary,
dimensionless temperature variableT, with the melting tem-
perature of a flat interface subtracted before nondimens
alization, satisfies

2P
]T

]t
52P

]T

]y
1¹2T, ~2.1!

exterior to the interface shown in Fig. 1. The condition
infinity that determinesT for a specified the undercooling i

T→2D as y→`, ~2.2!

while the conservation of heat through the interface requ

]T

]n
522P@vn1cos~u!# on y5yi~x,t !, ~2.3!

wherevn is the normal component of the interface moti
andu is the angle between the interface and they axis. The
assumption of local thermodynamic equilibrium implies t

FIG. 1. Problem domain:x,y, crystal-frame coordinates;u,
angle between interface normal andy axis.
rs,
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Gibbs-Thomson boundary condition at the interface~see Ref.
@38# for a derivation using microscopic physics!, which is

T52d0@11a f ~u!#k on y5yi~x,t !. ~2.4!

Hered0 is a nondimensional capillary parameter defined

d05
d̃0cp

aL
Tm ,

where d̃0 is the standard capillary length. In Eq.~2.4!, k
refers to curvature, while the term 11a f (u) is included to
model the anisotropy in the surface energy, where we ass
a standard fourfold anisotropy model

f ~u!512cos4~u2u0!,

whereu0 is the direction of minimal surface energy.
For our purposes, it is convenient to rewrite Eqs.~2.1!–

~2.4! in a transformed coordinate system where the inte
cial location is known for all times. Consider the conform
transformationz(z,t) that maps the upper-halfz plane, with
z5j1 ih ~see Fig. 2! into the exterior of the crystal in the
z plane, wherez5x1 iy . It is clear that determination of the
function z(z,t) yields the unknown interfacey5yi(x,t),
which is always ath50. Under this transformation, the gov
erning equation~2.1! becomes

FIG. 2. Conformal map from the computationalz5j1 ih plane
to the physicalz5x1 iy plane.
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2Puzzu2F]T

]t
2ReS zt

zz
D ]T

]j
2ImS zt

zz
D ]T

]hG
52PS Im~zz!

]T

]j
1Re~zz!

]T

]h D1¹2T ~2.5!

and the far-field condition~2.2! becomes

T→2D as h→`. ~2.6!

The boundary conditions at the interface correspond to c
ditions onh50, i.e., the realz axis

T52d0@11a f ~j,t !#k~j,t !, ~2.7!

]T

]h
522Puzzu2 ImS zt1 i

zz
D , ~2.8!

where

f 512
1

uzzu4
Re~zz

4e2 i4u0!, ~2.9!

k52
1

uzzu
ImS zzz

zz
D . ~2.10!

Before considering the asymptotic solution for smallP, it is
convenient to recover Ivantsov’s steady solution with pa
bolic interface ford050 in this notation. Even whend0
Þ0 and the dendrite is unsteady, the Ivantsov solution
relevant in matching solutions in the far field, as we shall
momentarily.

The Ivantsov steady solution@6# corresponds to

z~z,t !52 i z2/21z[zI~z!. ~2.11!

In this case,T is independent ofj and is determined from

d2T

dh2 12P~11h!
dT

dh
50,

T→2D as h→`,

T50 on h50. ~2.12!

It follows that

T5TI~h!52D1ApPePerfc@AP~11h!#, ~2.13!

where

D5ApPePerfc~AP!. ~2.14!

We notice that with the choicez(z,t)5zI(z) the condition
~2.7! on the conservation of heat at the interface reduce
]T/]h522P, which is satisfied byT5TI(h) at h50. We
also notice from Eq.~2.13! that for h5O(1), the leading-
order behavior of the temperature field corresponding to
Ivantsov solution asP→0 is given by

T;22Ph. ~2.15!

Returning to dimensional variables, the Ivantsov res
~2.14! implies that ford050, the steady Ivantsov solutio
n-

-

is
e

to

e

lt

determines only the product of the tip radiusa and velocity
U in terms of given undercooling and material paramete
This is a well-known degeneracy when surface energy is
taken into account.

A. Asymptotic series inP: Region I equations

In spite of the unwieldy appearance of the governi
equations~2.5!, simplifications are possible asD→0 ~hence
P→0!. First, we note from Eq.~2.14! that for small under-
cooling D5O(P1/2). Also, we assume that variations occ
at most on a dimensional time scale far larger thanaP/U,
i.e., if u(j,h,t) is any O(1) quantity of interest, then we
assume that

PU]u

]t U!1.

This restriction means that the time derivative term in E
~2.5! can be neglected to leading order, at least whenuzzu
5O(1). We also assume that the interfacial shape a
proaches the steady Ivantsov shape at sufficiently large
tances from the tip. More precisely, if the conformal ma
ping function is decomposed into

z~z,t !52
i

2
z21z1Z~z,t !, ~2.16!

then we will assume for large but realz that

uZu, uZtu!uzu, uZzu!1. ~2.17!

A posteriori checks on general, time-varying solutions a
shown to be consistent with the above hypothesis.

The far-field behavior of the Ivantsov temperature fie
suggests that matching with specified undercooling at infin
will be possible only if we assumeT5O(P). Further, con-
sistent with most experimental conditions, we assumed0
5O(P) and note this includesd05o(P) as well. Therefore,
we define parameterB through the relation

d052BP, B5O~1!. ~2.18!

We then form a regular perturbation expansion of the te
perature and the conformal mapping function in the form

T5PT01P2T11O~P3!, ~2.19a!

z5z01Pz11O~P2!. ~2.19b!

Then, to O(P), equations and interfacial boundary cond
tions are

¹2T050,

T0522B~11a f 0!k0 on h50,

]T0

]h
522uz0zu2ImS z0t1 i

z0z
D on h50, ~2.20!

where k0 and f 0 refer to the expressions~2.9! and ~2.10!,
with z replaced byz0 .

To next order@i.e., O(P2)# the equations become
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¹2T1522S Im~z0z!
]T0

]j
1Re~z0z!

]T0

]h D12S uz0zu2
]T0

]t

2Re@z0t~z0z!* #
]T0

]j
2Im@z0t~z0z!* #

]T0

]h D ,

where

T1522B@~11a f 0!k11a f 1k0# on h50,

]T1

]h
522uz0zu2H ImS z1t

z0z
D1ImF S z1z

z0z
D * S z0t1 i

z0z
D G J

on h50, ~2.21!

and

k152
1

uz0z
u

Im
d

dz S z1z

z0z

D 1
1

uz0z
u

ReS z1z

z0z

D Im
z0zz

z0z

,

f 152
4

uz0z
u4 Re~z0z

3 z1z
e2 i4u0!

1
4

uz0z
u4 Re@z0z

4 e2 i4u0#Re
z1z

z0z

. ~2.22!

The set of equations above is not complete since the far-
matching condition ash→` is missing. In general, o
course, there might be time dependence in the far-field t
perature. However, as we shall see later, for certain cla
of initial conditions, it is self-consistent to assume that th
the far-field temperature is asymptotic to the Ivantsov so
tion, with its time variation occurring only over aO(P21)
scale. For much smaller times, it is appropriate to invoke
Ivantsov solution behavior~2.15! and use that for the
leading-order matching to the far field,

T0→22h1o~1! as h→`. ~2.23!

The assumed asymptotic expansion~2.19! is valid for an
O(1) region around the tip that is denoted as region I in F
3. Examination of solutionsT1 and z1 , in addition to the
leading orderT0 and z0 , will be necessary to define wher
the assumed expansion~2.19! becomes inconsistent an

FIG. 3. Asymptotic regions in thez plane.
ld

-
es
t
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e
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hence defines the limits of region I. This question will b
investigated later in Secs. II E and II F.

The region I temperature field is obviously harmonic, so
conformal mapping approach is suitable. We notice that
leading-order equation for small Pe´clet number retains the
time derivative in the boundary conditions only. It is signi
cant that this result comes as a consequence of
asymptotic approach rather than from anyad hochypothesis
of a quasisteady approximation.

B. Integro-differential equations for region I

It is convenient to convert the temperature equations
the interior of the domainh.0 and the boundary condition
into an equivalent integro-differential equation on a line c
responding to the boundary of the domain, i.e.,h50. This
further helps analysis of the equations in region I and allo
determination of where the assumed asymptotic series
pansion inP becomes inconsistent. The resulting integr
differential equation is nearly identical to the equation for t
description of interfacial evolution in the displacement of
viscous fluid in a Hele-Shaw cell~see, for instance,@36#!,
when three-dimensional complications due to thin-film
fects are ignored@39#. The only difference here arises in th
far field. For the Hele-Shaw flow in the channel geomet
the sidewalls are equivalent to a periodic dependence
shape in a direction perpendicular to the walls. In a rad
Hele-Shaw cell, the shape is a closed curve. In both the
dial and the channel geometry, the interior of a circle
semicircle is a convenient work plane in thez variable. Since
we assumed a shape for the dendrite that is asymptotic t
Ivantsov parabola in the far field, it is convenient to use
upper-halfz plane as the work plane. Further, our previo
work on the Hele-Shaw cell has ignored anisotropy in s
face energy; here the anisotropy has very important bea
on the dendritic evolution.

The transformation of the mathematical problem involv
in the study of the dendrite to one similar to the problem
Hele-Shaw interfacial displacement is a great help sinc
allows extension of our previous work on the Hele Sh
flows with isotropic surface energy to the dendrite proble
in an efficient manner.

Clearly, sinceT0 is a harmonic function in two dimen
sions, we can define the temperature fieldT0 as the real part
of an analytic function, say,W0 , and decompose it into an
Ivantsov contribution and a remaining part. In the same w
we decompose the conformal mapping into the sum of
Ivantsov contribution~which is singular at infinity! and an
O(1) perturbation that is analytic in the upper-half plan
Therefore,

T05Re~W0!,

W052i z22Bv0~z,t !,

z0~z,t !52
i

2
z21z1Z0~z,t !, ~2.24!

whereZ0 is taken to be analytic everywhere in Imz.0. The
Gibbs-Thomson boundary condition~2.20b! becomes

Re~v0!5K0~j,t ! on h50,
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where

K0[@11a f 0~j,t !#k0~j,t !. ~2.25!

Further, the conservation of heat at the interface~2.20c!
takes the form

Re~ iW0z!52uz0zu2ReS i
z0t1 i

z0z
D on h50.

With the assumed decomposition ofW0 in Eq. ~2.24!, it fol-
lows that the far-field condition~2.23! is equivalent to

Re~v0!→0 as z→` in Imz.0.

The boundary conditions then become a specification of
parts of the complex functionsW0 and v0 on the real axis
and at infinity. It is well known@40,41# that for a function
F(z) that is analytic everywhere in the upper-half plan
including uzu5`,

F~z!5
1

p i E2`

1` dj8

j82z
Re@F~j8!#1 i Im@F~`!#,

Im z.0. ~2.26!

Note that Imv0(`,t)50 without any loss of generality, sinc
this choice does not affectT0 , the quantity of physical
interest. Further, from hypothesis~2.17! it follows that
Im(@z0t

1i#/z0z
)50 at z5`. Thus, from Eq.~2.25!, it follows

that for Imz.0,

v0~z,t !5
1

p i E2`

1` dj8

j82z
K0~j8,t ![I 1~z,t !, ~2.27!

z0t
1 i

z0z
~z,t !5

1

p E
2`

1` dj8

j82z
R0~j8,t ![q1~z,t !, ~2.28!

where

R0~z,t !5
12B Imv0z

uz0z
u2

. ~2.29!

Notice thatI 1 and q1 as defined above are analytic in Imz
.0. On approaching the boundary of the domainz5j1 i0,
the equations reduce to the integro-differential equations

z0t
1 i 5@H01 iR0#z0j

, ~2.30a!

H0~j,t !5
1

p E
2`

`

—
dj8

j82j
R0~j8,t !, ~2.30b!

Imv0j52
1

p E
2`

`

—
dj8

j82j

]

]j8
@K0~j8,t !#. ~2.30c!

We have thus reduced the governing partial differential eq
tion and boundary conditions to a set of integro-differen
equations on the real line, whose solution then describes
evolution ofz and hence the interfacial motion.
al

,

a-
l
he

C. Far-field behavior of z0 and T0

We need now to ensure that the dynamical equati
~2.28! and ~2.30c! have solutions that do not violate thea
priori hypotheses~2.17! and ~2.23!. The far-field asymptot-
ics of z0 and T0 , along with those forz1 and T1 , that are
determined here, also help to determine where the assu
asymptotic expansion~2.19! fails.

Clearly Eq.~2.28! can be written as

z0t5q1~z,t !z0z2 i . ~2.31!

Since we assume an initial condition that satisfies
asymptotic requirement

z~z,0!;2
i

2
z21z, uzu→`

for t.0, we seek a more general time-dependent behavio
uzu→`, in the form

z0~z,t !;b2~ t !z21b1~ t !z1@b0~ t !2 i t #. ~2.32!

Substitution of this expression into Eq.~2.31! and then con-
sidering the large-z behavior determines the equations for t
evolution forbj (t). That large-z analysis requires asymptoti
evaluation ofq1 for large uzu. To that end, we writeq1 as a
sum of three integrals,

q1~z,t !5
1

p S E
2`

2L

1E
2L

1L

1E
1L

1` D dj8

j82z
R0~j8,t !,

~2.33!

where L is, for convenience, chosen in the rangeuzu@L
@1. We will then take the limitL→`, under the stated
ordering relation touzu.

The first and third integrals in Eq.~2.33!, referred to as
the ‘‘outer contribution,’’ combine by introducing the res
caled variablej[uzu ĵ. From Eqs.~2.29! and ~2.32!,

z0z~j,t !;2b2~ t !uzu ĵ, R0~j,t !;
1

u4b2~ t !zĵu2
.

So the outer contribution from the integrals in Eq.~2.33! is

q1,out;
1

p
S E

2`

2L/uzu
1E

1L/uzu

1` D uzudĵ

uzu ĵ2z

1

4ub2~ t !u2uzu2ĵ 2

5O~ uzu21L21!, ~2.34!

which vanishes atL→`. The*2L
L integral appearing in Eq

~2.33!, henceforth the ‘‘inner contribution’’ toq1 , simplifies
in the limit L→` to

q1,in;2
1

pz E
2L

1L

dj8R0~j8,t !→2
1

pz E
2`

1`

dj8R0~j8,t !,

~2.35!

which isO(z21). Since the inner contribution dominates th
outer contribution, it follows that to the leading order
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q1~z,t !;2
1

pz E
2`

1`

dj8R0~j8,t ![2
M ~ t !

z
as uzu→`.

~2.36!

Substituting Eqs.~2.32! and~2.36! into Eq.~2.31!, it follows
that ḃ2(t)50, therefore from the initial conditionb2(t)5

2 i /2; ḃ1(t)50, thereforeb1(t)51;

ḃ0~ t !522b2~ t !M ~ t !5
i

p E
2`

1`

dj8R0~j8,t !

with b0~0!50. ~2.37!

Note thatb0(t) is purely imaginary.
Therefore, asuzu→`,

z0~z,t !52
i

2
z21z1@b0~ t !2 i t #1o~1!, ~2.38!

whereb0(t) is determined from Eq.~2.37!. This result estab-
lishes one hypothesis in Eq.~2.17! that uZu!uzu. Further, by
differentiating Eq.~2.31! with respect toz andt and carrying
out a similar analysis forz0z

and z0t
, the remainder of the

hypotheses in Eq.~2.17! can be established. In the spec
case where the initial condition is identically the Ivants
parabola with zero surface energyB50, b0(t)[ i t andz0 is
the Ivantsov solution in the crystal frame, as expected.

Now we examine the far-field behavior ofv0 . First we
note that from the above result, asz→`,

z0z;2 i z,

while for realj tending to6`,

f 0~j,t !;12cos~4u0! ~a constant!,

k0~j,t !;
1

uju3 ,

K0~j,t !;
11a f 0

uju3
. ~2.39!

In a similar way to what we did forq1 , we writev0 as the
sum of three integrals

v0~z,t !5
1

p i S E
2`

2L

1E
2L

1L

1E
1L

1` D dj8

j82z
K0~j8,t !.

Using the asymptotic behavior~2.39!, it is easily seen tha
the contribution from the outer integrals isO(z21L22). The
inner contribution gives us

v0,in~z,t !5
1

p i E2L

1L dj8

j82z
K0~j8,t !

;
21

p i z E
2`

1`

dj8K0~j8,t !,

so that
l

v0~z,t !;2
1

p i z E
2`

1`

dj8K0~j8,t ! as uzu→`. ~2.40!

Note that we neglected the term involvingv0 in R0 in Eq.
~2.29!, and this result shows that neglect to be consiste
From relation~2.24! it follows that asj21h2→`,

T0~j,h,t !;22h2
2Bh

p~j21h2!
E

2`

1`

dj8K0~j8,t !. ~2.41!

D. Far-field behavior of z1 and T1

We now turn to the far-field solutions for thez1 andT1 .
From Eqs.~2.38! and ~2.39!, it follows that asz→`,

¹2T1;24i ḃ0~ t !~11h!2
4Bh

p S 11
2h

j21h2D
3E

2`

1`

dj8
]K0

]t
~j8,t !1o~1!. ~2.42!

We decomposeT1 into

T15T1H1T1P , ~2.43!

whereT1P is a particular solution to the inhomogeneous d
ferential equation in Eq.~2.42! and T1H is harmonic. It is
convenient to choose the particular solution so that,
z→`,

T1P~j,h,t !;22i ḃ0~ t !S 11
1

3
h Dh2

2
2B
3p

h3E
2`

1`

dj8
]K0

]t
~j8,t !

1
2Bjh

p
tan21S h

j D E
2`

1`

dj8
]K0

]t
~j8,t !.

Notice that while the above expression is only asympto
T1P(j,0,t) cannot grow withuju since in that case such
term would have been present in this expression. From
boundary condition forT1 , we require ofT1H that

T1H~j,0,t !522BK1~j,t !2T1P~j,0,t !,

K15~11a f 0!k11a f 1k0 .

SinceK1(j,t), the curvature correction, vanishes for largej
while T1P(j,0,t) tends to zero, it follows from Poisson’
integral formula that

T1H~j,h,t !5
1

p E
2`

`

dj8
h

h21~j2j8!2

3 @22BK1~j,t !2T1P~j,0,t !#. ~2.44!

Therefore, asj21h2→`,
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T1;22i ḃ0~ t !S 11
1

3
h Dh22

2B
3p

h3E
2`

1`

dj8
]K0

]t
~j8,t !

1O~Bh2!. ~2.45!

Next we implement the boundary condition on]T1 /]h in
order to determine the large-uzu evolution of z1 . We find
from Eq. ~2.21! the condition

]T1

]h
52uz0zu2 ReF i

z1t

z0z
2 i S z1z

z0z
D S z0t1 i

z0z
D * G . ~2.46!

For Im z.0, (z01 i )/z0z
5q1(z,t), as defined in Eq.~2.28!.

Its analytic continuation to the real axis isH01 iR0 , as given
in Eq. ~2.30!, and since the asymptotic relation~2.36! holds
on the real axis as well, it follows that

S z0t1 i

z0z
D *

;M ~ t !/z as uzu→` on Imz50. ~2.47!

Further simplification of Eq.~2.46! is possible by making an
a priori hypothesis, which may be relaxed subsequently,
z1z

does not grow any faster thanuzu as z→6`. Then Eq.
~2.46! becomes

ReF i
z1t

z0z
2 iM ~ t !S z1z

~z1 i !z0z
D G[R1~z,t !, ~2.48!

where

R1~j,t !5
1

2uz0z
~j,t !u2

]T1

]h
~j,0,t !1ReF1 i S z1z

~j,t !

z0z~j,t !
D

3@q1* ~j,t !2M ~ t !/~j1 i !#G . ~2.49!

From the asymptotic behaviorz0z
;2 i z, T1;j21h2, and

the assumed restriction on the growth rate ofz1 , it follows
that R1(j,t)→0 asj→6`. Since the quantity enclosed i
square brackets on the left-hand side of Eq.~2.48! is obvi-
ously analytic in the upper-halfz plane, application of the
Cauchy half-plane formula once again gives

z1t
2

M ~ t !

z1 i
z1z

5H 2
z0z

p E
2`

1` dj8

j82z
R1~j8,0,t !J

in Im z.0. ~2.50!

Since the right-hand side of Eq.~2.50! can at most be
asymptotic to a constant for largeuzu, it follows that z1t

;(spatial constant) asuzu→`. @Notice that the second term
in Eq. ~2.50! is higher order.# Therefore, becausez1 is ini-
tially zero, its solution at largeuzu must take the form
at

z1;A~ t !,

Ȧ~ t !5
1

2p i E2`

1`

dj8R1~j8,0,t !,

A~0!50. ~2.51!

Thea priori hypothesis on the magnitude ofz1 that we used
above can now be relaxed by seeking higher-order cor
tions the asymptotic behavior ofq1 and subtracting appropri
ate analytic terms@instead of justM /(z1 i )# in the form
M (t)/(z1 i )1M1(t)/(z1 i )21••• up to terms of suffi-
ciently high order, from both the left- and right-hand sides
Eq. ~2.48!. This procedure ensures thatR1 still goes to zero
at 6` any time z1 does not grow any faster than som
polynomial. In a more general case we conclude that
~2.51! represents the asymptotic behavior ofz1 for large uzu.
Therefore, the two-term asymptotic expansion forz in
~small! Péclet number ~2.19b! is uniformly valid as
uzu→`.

E. Far-field breakdown of region I equations: Region II

The asymptotic solutions derived above indicate that
regular perturbation breaks down once we are sufficiently
from the crystal tip, in a fashion to be discovered in th
section. While the conformal mapping has the far-field b
havior ~in the crystal frame!

z;2
i

2
z21z1@b0~ t !2 i t #1PA~ t ! ~2.52!

and remains a regular perturbation expansion as Imz→`, the
two-term asymptotic expansion of the temperature fi
worked out previously,

T;22Ph1P2
h3

3 F2i ḃ0~ t !22BE
2`

1`

dj8
]K0

]t
~j8,t !G

as uzu→`, ~2.53!

clearly suggests that the asymptotic series~2.19! fails when
h5O(P21/2). Therefore, we are forced to define a ne
asymptotic region, say region II~see Fig. 3!, where the ap-
propriate scaling of dependent and independent varia
takes the form

T;P1/2T01O~P3/2!, z1 i 5P21/2z8, t5P21t. ~2.54!

The equations for the evolution ofT in region II are then
determined by takingP→0 with z8 fixed in Eq. ~2.5!. The
first term in the asymptotic series in region II satisfies t
equation

2@~j8!21~h8!2#
]T0

]t
5~¹8!2T12S 2j8

]T0

]j8
1h8

]T0

]h8D ,

T0→2Ap as h8→`, ~2.55!

and in order to match to region I, we require that

T0;22h8 as h8→0,
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i.e., T0 matches the solution in region I. In deriving E
~2.55! we used the fact that the conformal mapping fun
tion z in region II is still given by the Ivantsov solution
2 i z2/21z, at least to the leading order. Thus there is
need to write an equation for the mapping function.

The evolution in region II occurs on a slowO(P21) in-
trinsic time scale. In general, time dependence can com
through the matching to other regions~for instance, to region
I!. However, fort5O(1), with the matching condition and
condition at infinity being independent oft, it follows that
the initial Ivantsov solution is the appropriate leading-ord
solution in region II and therefore

T052Ap erf~h8!. ~2.56!

F. Equations in region III

The existence of region II is inferred from the breakdow
of the asymptotic expansion for largeh; however, differing
scalings can be expected whenh5O(1), but uju is large.
Clearly the governing equation in region I cannot be va
when uz0z

u25O(P21), as seen directly from Eq.~2.5!.
Standard arguments give the appropriate scaling in

~new! region III asj5P21/2j8 and the asymptotic expansio
for the temperature field is here given by

T5PT01O~P2!, ~2.57!

whereT0 satisfies

2~j8!2
]T0

]t
5

]2T0

]h2 , ~2.58!

with boundary conditions

T050 on h50,

]T0

]h
522 on h50. ~2.59!

Matching to region II requires that

T0;22h for h→`. ~2.60!

Notice that this problem, with conditions on bothT0 and
]T0 /]h on h50 as well as the matching condition ath
5`, is overspecified. However, from our previous work, w
know that in this region the asymptotic behavior ofz is
z;2 i z2/21z, so that the free boundary is knowna priori.
Indeed, the steady solution~corresponding to Ivantsov solu
tion!

T0522h ~2.61!

satisfies Eq.~2.58! and all the boundary and matching co
ditions ~2.59! and~2.60!. This steady solution is indeed co
rect for region III until disturbances originating in region
have had time to advect into this region. As we shall see
the further analysis of the region I equations, this time is
leastO(P21). When disturbances from region I do final
arrive, the equations must be modified to reflect the fact
z is no longer given by the Ivantsov solution; the addition
-

in

r

is

in
t

at
l

boundary condition then determines the dynamics of the
surface, as well as the temperature distribution.

We conclude by noting that regions II and III play n
active role in the dynamics of region I, which is fortuitou
since it allows us to conclude a great deal about dend
behavior based solely on region I dynamics, for rather lo
times. From now on, in this paper we concentrate solely
dynamics implied by the region I equations.

We begin the process of studying the region I dynamics
the next section by investigating the linear theory for grow
of localized disturbances, a problem directly related to ear
work by Caroli, Caroli, and Roulet@18# and Barber, Barbieri,
and Langer@16#. Since all of what follows involves investi
gation of solutions for the first term in the Pe´clet number
series~2.19!, we now drop, for simplicity, the ( )0 notation
in reference to that first term, i.e., from this point forwar
z(z,t) refers to the conformal mapping in region I, to leadin
order inP.

III. LINEAR THEORY FOR GROWTH OF LOCALIZED
DISTURBANCES IN REGION I

We consider here the fate of small localized shape dis
bances initially located near the tip~in region I! in the form
of one or more narrow perturbations superposed on a ste
or unsteady dendrite solution, using a linearized analy
With a Green’s-function approach, a similar analysis relyi
on wave-packet hypotheses has been carried out by Ca
Caroli, and Roulet@18# and Barber, Barbieri, and Lange
@16# the results from each indicating a different rate
growth for the disturbances; the results of Barber, Barbi
and Langer@16# are consistent with the numerical results
Kessler and Levine@17#. Our study differs from previous
approaches in that we derive very general results for
evolution of a short-wavelength disturbance superposed
an arbitrary time-evolving base state. Since we do not
sume the background state to be steady, the growth rate
be calculated for any given unsteady solution, provided t
the background state does not have spatial scales of the
order as or smaller than that of the superposed localized
turbance. Further, our approach, using a Fourier transfo
does not make anya priori wave-packet ansatz. For the ca
of a steady background state, concrete results can be
tained for the growth rate as a function of~large! distance
from the tip~though still within region I!. We obtain below a
solution that is consistent with that of Barber, Barbieri, a
Langer@16#.

The linearized problem is approached below in tw
complementary ways. In Sec. III A we study the equations
the real z domain and obtain results through a Fourie
transform method. In Sec. III B we study the dynamics of t
analytically continued equations in the lower-half complexz
plane. Aside from confirming the results in Sec. III A, w
demonstrate how noise amplification and wave-packet e
lution are in fact connected to the motion toward the real a
of complex singularities of the idealized zero-surface ene
problem.

We begin the linear analysis by decomposing the con
mal mapping functionz in region I into

z5z01z1, ~3.1!
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where z0 corresponds to the given solution, steady or u
steady, andz1 corresponds to the disturbance with sma
scale spatial variations. We will also assume here thatuzj

1u
!uzj

0u anduzjj
1 u!uzjj

0 u. Thenz1, to the leading order, satisfie
the linear equation

zt
15@H01 iR0#zj

11@H11 iR1#zj
0, ~3.2!

where

R0~j,t !5
12B Imvj

0

uzj
0u2 , ~3.3!

H0~j,t !5
1

p E
2`

`

—
dj8

j82j
R0~j8,t !, ~3.4!

Imvj
052

1

p E
2`

`

—
dj8

j82j

]

]j8
K0~j8,t !, ~3.5!

K0~j,t !52@11a f 0~j,t !#F 1

uzj
0u

ImS zjj
0

zj
0 D G , ~3.6!

f 0~j,t !512ReS zj
04

e2 i4u0

uzj
0u4 D , ~3.7!

R1~j,t !522
12B Imvj

0

uzj
0u2 ReFzj

1

zj
0G2
B Imvj

1

uzj
0u2 , ~3.8!

H1~j,t !5
1

p E
2`

`

—
dj8

j82j
R1~j8,t !, ~3.9!

Imvj
1~j,t !52

1

p E
2`

`

—
dj8

j82j

]

]j8
K1~j8,t !, ~3.10!

K1~j,t !52@11a f 0~j,t !#F2
1

uzj
0u

ImS zjj
0

zj
0 DReS zj

1

zj
0D

1
1

uzj
0u

Im
]

]j S zj
1

zj
0D G2

a f 1~j,t !

uzj
0u

ImS zjj
0

zj
0 D , ~3.11!

f 1~j,t !5
4

uzj
0u4

Re@~zj
0!3e2 i4u0#

2
Re@4~zj

0!4e2 i4u0#

uzj
0u4

ReFzj
1

zj
0G . ~3.12!

The integrals in the above expressions must be interprete
Cauchy principal value integrals and therefore each is
played as an integral with a horizontal dash.

In what follows we will suppose that the disturbancez1 is
characterized by very short scales, which may arise from,
are not limited to, isolated narrow structures. Formally, th
we take the functional dependence ofz1 on j to be through
j/e, e!1, wheree is then a measure of the spatial scale
the disturbance. Hence we writez1(j,t)5Z(j/e,t) for some
functionZ. The base statez0 and its derivatives are assume
to be independent ofe. Such a hypothesis forz1 allows great
simplification of the equations given above. It is clear fro
-

as
s-

ut
,

f

Eqs.~3.10! and~3.11! that fore!1, the third-derivative term
provides the dominant contribution to the integrand in E
~3.10!. Further, it is well known that for smooth function
S(j) andT(j/e), for which the Hilbert transforms exist,

1

p E
2`

`

—
dj8

j82j
TS j8

e DS~j8!

;
S~j!

p E
2`

`

—
dj8

j82j
TS j8

e D for e→0. ~3.13!

Further, sincezzzz
1 /zz

0 is an analytic function in the upper-ha
z plane and goes to zero at̀sufficiently rapidly, it follows
that

1

p E
2`

`

—
dj8

j82j
ImS zjjj

1 ~j8,t !

zj
0~j8,t ! D 5ReS zjjj

1 ~j,t !

zj
0~j,t ! D . ~3.14!

Therefore, from Eqs.~3.10!–~3.12!,

Imvj
1;

11a f 0~j,t !

uzj
0u

ReFzjjj
1

zj
0 G . ~3.15!

Further, we note thatR1 in Eq. ~3.8! contains two terms: The
first term is O(e21), while the second term, on using Eq
~3.15!, is O(Be23). We retain both terms sinceB may be
small. In evaluatingH1 through the Hilbert transform inte
gral, we invoke the property~3.13! above and obtain an ex
pression forH1 that is asymptotically correct fore→0. Com-
bining this expression forH1 with the leading-order behavio
of R1 in Eq. ~3.8!, we obtain

@H11 iR1#zj
0;22i H 12B Imvj

0

uzj
0u2 J zj

1

2
iB@11a f 0~j,t !#

uzj
0u3 zjjj

1 . ~3.16!

Notice that the coefficient ofzj
1 in the above is just

22iR0. So combining with (H01 iR0)z0j
appearing in Eq.

~3.2!, we obtain the following simplification of Eq.~3.1!,
valid in the asymptotic limite→0:

zt
15@H02 iR0#zj

12
iB@11a f 0~j,t !#

uzj
0u3 zjjj

1 . ~3.17!

Equation~3.17! forms the basis for further analysis present
in Secs. III A and III B.

A. Growth of a disturbance–Fourier-transform approach

We now specialize Eq.~3.17! to the case for which there
is a confined, small-scale initial disturbance. Since that d
turbance will be advected along the crystal surface, it is c
venient to introduce a variable

x[@j2jd~ t !#/e, ~3.18!

wherejd(t) is evolved according to

j̇d~ t !52H0
„jd~ t !,t…. ~3.19!
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We defineZ1(x,t) through the relation

z1
„jd~ t !1ex,t…5Z1~x,t !. ~3.20!

Then, to the leading order, Eq.~3.17! becomes

Zt
1;2 i e21R0

„jd~ t !,t…Zx
12

iBe23@11a f 0„jd~ t !,t…#

uzj
0
„jd~ t !,t…u3 Zxxx

1 .

~3.21!

This equation is adequate for studying the evolution ofZ1

over anO(e) time scale: however, it is not accurate over
O(1) time scale since we ignoredO(1) terms in approxi-
mating Eq.~3.17! by Eq. ~3.21!. Including these corrections
Eq. ~3.21! is replaced by

Zt
15@2 i e21R0

„jd~ t !,t…1Hj
0
„jd~ t !,t…x2 iRj

0
„jd~ t !,t…x#Zx

1

2
iBe23

uzj
0
„jd~ t !,t…u3 Zxxx

1 . ~3.22!

We now introduce the Fourier transform ofZ1,

Z1~x,t !5E
0

`

dk eikxẐ1~k,t !, ~3.23!

where the integration range reflects the fact thatZ1(x,t) is
analytic in the upper-half plane. It follows that

Ẑ1~k,t !5
1

2p E
2`

`

dx e2 ikxZ1~x,t !. ~3.24!

If we now introduce for convenienceQ5kẐ1(k,t), then it
follows from Eq.~3.22! that

Qt1k„Hj
0~jd ,t !2 iRj

0~jd ,t !…Qk

5
1

e FkR0~jd ,t !2
B@11a f 0~jd ,t !#k3

e2uzj
0u3 GQ. ~3.25!

Using the characteristic direction ink-t space,

l5k expF2E
0

t

dt8@Hj
0
„jd~ t8!,t8…52 iRj

0
„jd~ t8!,t8…#G ,

~3.26!

it is possible to integrate Eq.~3.25! along thel characteris-
tic, in terms of an initial valueẐ1(k,0). The result may then
be put in the final form

Ẑ1~k,t !5Ẑ1~k,0!expFk

e
S1~ t !2

Bk3

e3 S2~ t !G , ~3.27!

where

S1~ t !5E
0

t

expH E
0

t8
@Hj

0
„jd~ t̃ !, t̃…2 iRj

0
„jd~ t̃ !, t̃…#dt̃J

3R0
„jd~ t8!,t8…dt8 expH 2E

0

t

@Hj
0
„jd~ t8!,t8…

2 iRj
0
„jd~ t8!,t8…#dt8J , ~3.28!
S2~ t !5E
0

tF11a f 0„jd~ t8!,t8…

uzj
0
„jd~ t8!,t8…u3 G

3E
0

t

expH 3E
0

t8
@Hj

0
„jd~ t̃ !, t̃…2 iRj

0
„jd~ t̃ !, t̃…#dt̃J

3expH 23E
0

t

@Hj
0
„jd~ t8!,t8…2 iRj

0
„jd~ t8!,t8…#dt8J .

~3.29!

Thus

Ẑ1~x,t !5E
0

`

dk Ẑ1~k,0!expF ikx1
k

e
S1~ t !2

Bk3

e3 S2~ t !G .
~3.30!

If either t is sufficiently large orB sufficiently small, then
S2!1 and therefore (ixe1S1)3/2@ABS2. Then this inte-
gral may be asymptotically evaluated by steepest descent
obtain

Z1~x,t !;eẐ1~ek0,0!S p2

3BS2~ i ex1S1! D
1/4

3expF 2

3A3BS2

~ i ex1S1!3/2G , ~3.31!

where the saddle point is located atkSP5ek0 for

k05S i ex1S1

3BS2
D 1/2

. ~3.32!

The result~3.31! is valid for any background statez0,
steady or unsteady, whereS1 , S2 , and k0 are computed
from Eqs.~3.28!, ~3.29!, and ~3.32! onceR0, H0, and their
derivatives with respect toj are computed using the give
z0(j,t) in Eqs. ~3.3!–~3.7!, while jd(t) is found by solving
Eq. ~3.19!.

More concrete expressions for the growth rate can be
tained with more specific knowledge ofz0(j,t). For in-
stance, the trajectory equation~3.19! for jd(t) can be solved
explicitly when z0(j,t)5j2( i /2)j2, corresponding to the
Ivantsov solution. The correspondingH0(j,t) is simply
2j/(j211). On integrating Eq.~3.19! we obtain

jd
212 lnujdu5const12t. ~3.33!

It follows from the above that ifjd(0).0, thenjd(t) in-
creases monotonically and asymptotically behaves asA2t for
t@1. For steady base states close to the Ivantsov solu
which is appropriate for smalla @12#, Eq. ~3.33! gives a
good approximation to the actual trajectory ofjs(t), which
will be discussed in Sec. III B.

More generally, if the base state is not close to t
Ivantsov except in the far field or if the interface is n
steady, we can still simplify the expression~3.31! for t@1,
provided we assume thatujd(t)u, which is initially O(1), is
at some point sufficiently large. In that case, from Eqs.~3.4!
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and ~3.19!, it follows that if uzj
0u2 is O(j2) and B Imvz

0

5O(1) for uju@1, then H0(j,t);2M /j and therefore as
t→`,

jd~ t !;AE
0

t

2M dt where M5
1

p E
2`

`

dj R0~j,t !

~3.34!

for positivejd . If it turns out thatjd(0),0, then repeating
the above arguments gives, fort→`,

jd~ t !;2AE
0

t

2M dt. ~3.35!

From this point onward we examine only positivejd(t),
from obvious symmetry considerations. The expressi
~3.28! and~3.29! for S1 andS2 simplify as well fort@1 and
jd(t)@1 and take the much simpler form

S1;
1

jd~ t ! E
t

R0
„jd~ t8!,t8…jd~ t8!dt8, ~3.36!

S2~ t !;
1

jd
3 E t

dt8
jd

3~ t8!

uzj
0
„jd~ t8!,t8…u3

@11a f 0„jd~ t8!,t8…#.

~3.37!

If we now suppose that the disturbance has traveled
ficiently far from its initial location so thatjd(t) is large
enough to make the base state well approximated by
Ivantsov formzj

0(jd ,t);2 i jd , then

R0
„jd~ t !,t…;

1

jd
2~ t !

,

f 0„jd~ t !,t…;12cos~4u0![ f 0
0 ~a constant! for t→`.

~3.38!

~This result is not valid if the base state has time depende
that has propagated tojd or further.! If u050, so that the
minimal surface energy direction coincides with theh axis,
i.e., they axis, then 11a f 0

0;1 even whena is not small;
the anisotropy therefore plays no role in the asympto
growth rate of the disturbance according to linear theo
While it is straightforward to include the caseu0Þ0 in the
calculations, we will henceforth limit our discussions
u0[0. Under the simplifications of Eq.~3.38!, thenS1 and
S2 , given in Eqs.~3.36! and ~3.37!, further simplify to

S1;
1

jd~ t ! E
t 1

jd~ t8!
dt8 ~3.39!

S2~ t !;
t

jd
3 ~3.40!

and the large-t asymptotic form~3.31! becomes
s

f-

e

ce

c
.

Z1~x,t !;eẐ1~ek0,0!S p2jd
3

3Bt~ i ex1S1!
D 1/4

3expF 2Ajd
3

3A3Bt
~ i ex1S1!3/2G . ~3.41!

An additional assumption on the base statez0 that makes
M approach a constant value fort→` implies

jd~ t !;A2Mt, S2;
1

2Mjd
,

S1;
1

M
,

k0;A2Mjd~ t !~11 i eMx!

3B

and therefore

Z1~x,t !;eẐ1~ek0,0!S 2p2M2jd

3B~ iM ex11! D
1/4

3expF 23/2jd
1/2

33/2MB1/2 ~11 iM ex!3/2G . ~3.42!

Though the result~3.42! holds for M→const for t→`, z0

need not necessarily be steady for this to be so.
Specializing still further to the situation for whichz0

is a steady state that is close to the Ivantsov solut
z052( i /2)z21z, which is valid for small, nonzeroa, it is
appropriate to substituteM51 in Eq.~3.42!. In that case, the
result is consistent with that of Barber, Barbieri, a
Langer @16#, though without the algebraic prefacto
(11 iM xe)21/4. We also note from Eq.~3.42! that the de-
pendence on the precise form of initial condition is wea
For instance, if

Z1~j,0!5
d

j2js~0!2 ihs~0!
, ~3.43!

then

eẐ1~ek0,0!52 idek0hs~0!. ~3.44!

So, in that case

Z1~x,t !;2 id expFhs~0!S 2Mjd~ iM ex11!

3B D 1/2G
3S 2p2M2jd

3B~ iM ex11! D
1/4

3expF 2A2jd

3MA3B
~ iM ex11!3/2G . ~3.45!

Since uhs(0)u5O(e), which is essential for an initially lo-
calized disturbance of the scale assumed and since thate is
small, the exponent of the first term of Eq.~3.45! is uni-
formly smaller than the argument of the final exponential
ex, t5O(1). If the nature of the initial singularity in Eq.
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~3.43! were different, it would make little difference sinc
the first exponential term would be one again, though a
ferent choice would modify thealgebraic factor in Eq.
~3.45!. @For example, a second-order pole instead of
~3.43! produces a result essentially like Eq.~3.45!, except
that thejd

1/4 multiplier becomesjd
3/4; the final exponential is

of course unchanged.# Thus, to a large degree, the result f
growth rate according to linear theory is independent of
detailed nature of initial disturbance~or, more precisely, the
nature of the complex singularity!. Such a conclusion is, a
we shall see later, qualitatively different from what is to
found for the nonlinear equations.

A few other comments are in order before proceeding
the next subsection in which we develop a deeper un
standing of the solution behavior~3.45!. Notice that even
though the disturbance starts being confined to anO(e)
neighborhood inj close to the tip, by the time the long-tim
behavior given in Eq.~3.45! is appropriate, the disturbance
of width O(1) at least, sincex always appears in Eq.~3.45!
in the combinationex. The boundary layer analysis is sti
valid formally because it requires onlyex!jd , and sincejd
is large, this condition is satisfied. However, the result a
shows that the disturbance can have a large spatial ex
compared to the tip radius, while not failing to be sm
compared to the distance from the tip. Also, we note tha
t→`, the local wavelength of the oscillations present in t
solution ~3.45! scales as (B/jd)1/2, which becomes shorte
with time. This is not consistent with sidebranch coarsen
observed in experiment.

For purposes of comparison of our results with oth
works, for jd@1, we replacejd everywhere by (22yd)1/2,
whereyd is they location of the disturbance in the tip fram
of the dendrite. We also replaceM by 1. Then the shape o
the distorted interface is given approximately by

y;2
x2

2
1Im~Z1ujd5A22yd

!, ~3.46!

which is essentially the same result as given in Eq.~5.5! of
Barber, Barbieri, and Langer@16#, except, as noted, the alge
braic attenuation factor (11 i ex)21/4 is missing in their re-
sults.

B. Linear dynamics in the complex plane

An alternate approach to understanding wave-packet
namics involves studying the dynamical equations in
complex lower-halfz plane. For the linear problem itself, th
advantages of such an approach are limited; nonetheless
ensuing discussion of the linear complex plane dynamic
useful in understanding how approaching complex singul
ties can correspond to the intensification and lateral spre
ing of an initially confined disturbance: a connection th
transcends linearity, as we will show in later sections. In fa
it is only in the light of this analysis of singularity motion i
the lower-half z plane that results like Eq.~3.31! can be
properly understood.

In this section, we consider the linearized dynami
equation~3.17!, which is valid only under rather restricte
conditions. We consider the analytic continuation of the i
tial conditionZ1(z,0) to the lower-half complexz plane. It is
f-
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well known in complex variables that this process of analy
continuation is not well posed. In other words, if the interf
cial shape is provided to a finite nonzero error in an exp
ment or simulation, then the extension ofz1(z,0) into the
lower half plane cannot be uniquely determined in any me
ingful manner.

The evolution of the dendrite corresponding to very d
ferent initial conditions in the complex plane may corr
spond to nearly identical initial conditions in the laborator
For example, letz1

1(z,0) be one particular initial condition
and let z2

1(z,0)5z1
1(z,0)1d1 /(z1 id2) with d2.0 be an-

other initial condition. These two differ on the realz axis by
a small amount forud1u/d2 sufficiently small, meaning tha
the interfacial shapes in the two cases are nearly ident
Yet z1

1 andz2
1 differ by a large, singular amount in the lowe

half complex plane. This latter difference leads to sign
cantly different interfacial distortions atlater times as the
complex singularities continually approach the real axis fr
below: as we shall soon see that they do. Therefore, by
ginning with a known singularity distribution in the comple
plane rather than with a known interface position, this sen
tivity to initial condition is removed. Experimental observ
tions are then understood in terms of an ensemble of c
plex singularity distributions subject to the requirement th
the interfacial shape corresponding to any one of a num
of complex initial conditions are indistinguishable to with
experimental error.

We now focus on a single isolated complex singular
zs(0) of Z1(z,0) in the lower-half plane. We ignore aniso
ropy effects in this analysis since the results from Sec. I
indicate that anisotropy has no effect on the results
asymptotic growth rate far from the tip. The analytic co
tinuation of the dynamical equation~3.17! for a50 to the
lower-half plane is given by

Zt
15q1

0Zz
12

iB
@zz

0z̃z
0#3/2 Zzzz

1 , ~3.47!

z̃ 0 is a locally analytic function that is equal to the compl
conjugatez0* on the real axis, andq1

0(z,t) is an analytic
function in the lower-half complexz plane, defined by

q1
0~z,t !5

1

p E
2`

`

dj
R0~j,t !

j2z
, ~3.48!

where R0 is as defined in Eq.~3.3!. It is clear from the
Plemelj formula that asz approaches the real axis from b
low,

q1
0→H02 iR0 . ~3.49!

Further, it is clear that on the real axisuzz
0u25zz

0z̃ z
0. Thus Eq.

~3.47! is easily seen to be the analytic continuation of E
~3.17! ~with a50! to the lower-half complex plane. It is to
be noted that if we substitutezz

0512 i z, as appropriate for
the Ivantsov solution, the correspondingq1

0 can be evaluated
exactly to be

q1
052

1

z2 i
. ~3.50!
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In general, ifzz
05O(z) for uzu@1,

q1
0~z,t !;2

M

z
1O~z22!, ~3.51!

where M is once again determined as in Eq.~3.34!. Note
from Eqs. ~3.49! and ~3.50! that for the Ivantsov solution
M51 and that this value is approached for a steady b
state forBÞ0 for small anisotropya. First, if we neglect
surface energyB in Eq. ~3.47!, it is clear that

Z1~z,t !5Z1~n,0!, ~3.52!

where the relationn as a function of (z,t) is determined by
solving the characteristic equation

ż52q1
0
„z~ t !,t… where z~0!5n. ~3.53!

Therefore, according to Eq.~3.52!, whatever structure char
acterizesZ1 initially, that structure ‘‘advects’’ along a path
given by the solution to Eq.~3.53!. We note that Imq1

0(z,t) is
a harmonic function in the lower-half plane in thej-h vari-
able, taking on the value2R0(z,t),0 on the boundary~j
axis, i.e., realz axis!. From a maximum principle, Imq1

0,0
everywhere in the lower-half plane. Thus Imż5ḣ.0, which
implies that fort.0, for any z on the real axis, the corre
spondingn satisfies the relation Imn,0. Therefore, the iso-
latedZ1(z,0) structure that begins in the lower-half compl
z plane propagates to the real axis in a finite time and p
haps crosses the axis. In particular, if the initial da
Z1(z,0) happen to have a singularity atz5zs(0), where
Imzs(0),0, then the singularityzs(t) will propagate toward
and hit the real axis at a finite time. In the special case wh
the background state is the Ivantsov solution~for B50! zz

0

512 i z, the trajectory of the singularity~in this case! is

zs~ t !5 i 1A@zs~0!2 i #212t. ~3.54!

Note, in this case, that this singularity in the lower-half pla
hits the realz axis before eventually approaching Imzs51.
When Rezs(0).0, it is clear that Rezs5js→1` ast→` and
that for Rezs(0),0, Rezs(t)5js(t)→2`.

While the solution ceases to make physical sense bey
the time when Imzs(t)50 for B[0, the same is not true fo
any nonzeroB, however small. As we shall soon discove
the zero-surface-energy singularity located atzs(t) is re-
placed by a smoothed out inner structure centered atzs(t). In
such cases, it is necessary to compute the trajectoryzs(t)
even as it enters the upper-half plane. This inner struc
affects the solution on the realz axis and hence the interfac
shape, even when it is well into the upper-half plane.
study the trajectory ofzs(t), we need to write down the
analytic continuation ofq1

0(z,t), as it is defined in Eq.
~3.48!, from the lower-half plane to the upper-half plan
Recall that the analytic continuation ofuzz

0u2 off the real axis
is zz

0z̃ z
0, while that of Imvz

0 is given by (vz
02ṽ z

0)/2i . Thus,
for zs(t) in the upper-half plane, Eq.~3.48! implies that

żs52q0
u
„zs~ t !,t…12i

@12~B/2i !~vz
02ṽz

0!#

zz
0z̃ z

0 , ~3.55!
se

r-

re

nd

re

o

where

q0
u~z,t !5

1

p E
2`

` dj

j2z
R0~j,t !. ~3.56!

Note that even though the expressions forq1
0 and q0

u are
identical, they are not the same analytic functions;q1

0 is de-
fined with the integral expression~3.48! only when Imzs

,0, whereas the above definition ofq0
u(zs ,t) is valid only

when Imzs.0. Indeed, on the realz axis, the Plemelj formula
implies thatq0

u2q1
052iR0.

Now, we consider separately the equations forjs(t) and
hs(t), the real and imaginary parts ofzs(t), in the case the
t@1. Since we have noted in Sec. III A that foruzu@1,
zz;2 i z, thenz̃z;1 i z. Further, for largeuzu, Eq. ~3.27! is
approximated by

vz
0;

1

p i z2 E
2`

`

K0~j,t !dj. ~3.57!

Therefore, in the absence of an essential singularity at`,

ṽz
0;2

1

p i z2 E
2`

`

K0~j,t !dj. ~3.58!

From Eqs.~3.55!, ~3.58!, and~3.59!, q0
u;q1

01o(js
22). Thus,

taking the real part of Eq.~3.55! leads to the long-time dif-
ferential equation forjs ,

j̇s~ t !;
M

js~ t !
1O~js

22!, ~3.59!

from which we trivially obtain

js~ t !;AE t

2M dt. ~3.60!

When M approaches a constant ast→` then js(t)
;A2Mt.

On taking the imaginary part of Eq.~3.55!, we obtain

ḣs52
1

p E
2`

` hs

~j2js!
21hs

2 R0~j,t !dj

12 Re@R0
„zs~ t !,t…#, ~3.61!

whereR0(z,t) is now the analytic continuation of the expre
sion for R0(j,t) off the realz axis and is given by

R0~z,t !;
1

zz
0z̃ z

0 F12
B
2i

~vz
02ṽz

0!G . ~3.62!

Consider the large-t behavior of the integral in Eq.~3.61! by
breaking it into

E
2`

2L

1E
2L

L

1E
L

j2L

1E
j2L

j1L

1E
j1L

`

, ~3.63!

where hs!L!js and L@1. By substitutingj5jsn in the
first-integral and usingR0(njs ,t)5O(js

22n22), it follows
that the contribution from each of*2`

2L , *L
js2L , and*js1L

` is



is
und

56 3083DENDRITIC CRYSTAL GROWTH FOR WEAK UNDERCOOLING
FIG. 4. z-plane trajectory of a singularity across the real axis and into Imz.0, according to linearized analysis. Shown schematically
the singularity att50 and for large times when the singularity is in the upper-halfz plane. The dashed lines are the Stokes lines that bo
the downward-facing wedge in which the solution is temporally growing and spatially oscillatory.
l

n
-

e

t

O(hsj
22L21). Of the remaining integral,*2L

L clearly con-
tributes 2Mhs /js

2 as L→`, while on substitutingj2js

5hsn, it is clear that *js2L
js1L contributes an additiona

2R0(js ,t). If the far-field behavior of zz
0;2 i z and

z̃ z
0;2 i z is valid, it follows that the last term in Eq.~3.61!

contributes 2R0
„js(t),t…. Adding all together, we obtain

ḣs;2
Mhs

js
2 1R0

„js~ t !,t…. ~3.64!

Integrating,

hs;
1

js~ t ! E
t

dt8R0
„js~ t8!,t8…js~ t8!. ~3.65!

If M (t) approaches a constant ast→` and js(t) is large
enough so that the approximationR0

„js(t),t…;js
22 holds, it

follows that

hs→
1

M
as t→`. ~3.66!

Now we move on to extend the analysis to include no
zero surface energyB in Eq. ~3.47!. For now on we concen
trate on an inner neighborhood of the singularityzs(t) that
moves according to Eq.~3.53!. We introduce the local vari-
able

z5zs~ t !1expF2E
0

t

q1z

0
„zs~ t !,t…GB1/3x. ~3.67!

It is convenient to defineQ0(t) so that

lnQ0~ t !52E
0

t

q1z

0
„zs~ t !,t…dt. ~3.68!
-

It is clear thatQ0(0)51. Further, the asymptotics ofq1
0

;2M /z and the trajectory equationżs52q1
0
„zs(t),t… show

that for t@1 ~and henceuzsu@1!

Q0~ t !;
C

zs~ t !
, ~3.69!

whereC is some constant. Using definition, Eq.~3.67! can
be rewritten as

z5zs~ t !1Q0~ t !B1/3x̃. ~3.70!

Notice that the quantityx̃ used here differs from thex of
Sec. III A; in fact, x5x̃Q0(t). We define a rescaled tim
variable

t52 i E
0

t

@zz
0
„zs~ t8!,t8…#23/2@ z̃ z

0
„zs~ t8!,t8…#23/2

3
1

@Q0~ t8!#3 dt8. ~3.71!

If js is sufficiently far along the real axis so tha
zz

0
„zs(t),t…;2 i zs ~i.e., is close to the Ivantsov solution!, it

follows that in the special case whereuzs(t)u@1 for all t, we
can write Eq.~3.71! as

t;2
i t

C3 . ~3.72!

Note from Eq.~3.71! that arg~t! is initially close to2p/2,
since uImhs(0)u!1, and so arg@zzz̃z# is close to zero and
Q(0)51. If we define

Z1~z„x̃,t~t!…,t~t!!5G~ x̃,t!, ~3.73!

the leading-order equation forG derived from Eq.~3.17! is
simply

Gt5Gx̃ x̃ x̃. ~3.74!
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The solution to Eq.~3.74! that matchesG(x,0) whent→01

for arg~j! in the interval (2p/6, 7p/6) ~a range of argumen
that includes the solution on the realx axis! is

G~ x̃,t!5
1

2p E
2`

`

dx̃8G~ x̃8,0!~ x̃2x̃8!1/2t21/2F

3„2 i ~ x̃2x̃8!3/2/t1/2
…, ~3.75!

where the integral is to be interpreted along the realx̃8 axis
though it skirts just above the initial singularity atx̃850, and

F~b!5E
C
dx e2bx~12x2!, ~3.76!

whereC is a straight-line contour fromx50 to ` along a ray
determined by arg(x)52p/32 1

3 arg(b). It is easily seen tha
F(b) defines an analytic function for all finite complexb,
exceptb50, where it has the asymptotic behavior

F~b!;
e2 ip/3G~ 1

3 !

3b1/3 . ~3.77!

The asymptotic behavior of the solution~3.76! for b→`
involves contributions from a saddle point in thex plane and
also the contribution from the vicinity of the end point atx
50. Which is dominant depends on the argument ofb, and
the entire process must be done with great care. For arg(b) in
the interval@2p/2, 3(p/2)#, the end point dominates an
so

F~b!;
1

b
. ~3.78!

In other regimes in arg~b!, however, a saddle-point contribu
tion is dominant. Thus, for arg~b! in the interval (22p,
2p/2),

F~b!;2 iA p

31/2b
e22b/3)@11O~b21!#, ~3.79!

while for arg~b! in the interval (3p/2, 2p),

F~b!;A p

31/2b
e2b/3). ~3.80!

With the known asymptotic behavior stated in Eq.~3.78! in
the given sector and the relation arg(b);2p/41 3

2 arg(x̃
2x̃8), which is valid at least fort!1, it follows that as
t→01, with arg(z2zs) in the (2p/6, 7p/6) the integral in
Eq. ~3.75! simplifies to

1

2p i E2`

` dx̃8

x̃82x̃
G~ x̃8,0!5G~ x̃,0!

sinceZ1(j,0) and henceG(x̃,0) is analytic in the upper-hal
plane ~including at infinity!. Thus the solution~3.75! does
indeed satisfy the initial condition on the realj axis. In the
special case whenZ1(z,0)5d/@z2zs(0)#,

G~ x̃,0!5
A

x̃
with A5dB51/3. ~3.81a!
However, this evaluation ofG(x̃,0) must also, for short
times, contain within it the largex behavior ofG, and in
order for this solution to match to the required far-field for
G;A/x, x→` ~see argument below!, we must write, in-
stead of Eq.~3.81a!,

G~ x̃,0!5
A

x
5

A8

x̃
, A8[A/Q0~ t !. ~3.81b!

Equation~3.75!, at least fort sufficiently small, simplifies to

G~ x̃,t!52 iA8x̃1/2t21/2F~2 i x̃ 3/2/t1/2!. ~3.82!

To see this result, we have to note that we can close
contour in thex̃8 plane with a large semicircle in the lowe
half plane so that on the large lower-half semicircular a
arg(x̃2x̃8) is in the interval~0,p! for which the correspond-
ing arg~b! is within the interval where the behavior~3.78! is
valid. This means that there is no contribution from this lar
semicircular arc and the only contribution to a contou
integral evaluation of Eq.~3.75! comes from the residue a
x̃850, which results in Eq.~3.82!. Actually, it is directly
possible to verify that Eq.~3.82! is a solution to Eq.~3.74!,
satisfying the condition that ast→0, G(x̃,t)→A8/x̃ for any
fixed x̃Þ0, provided arg(x̃) „and therefore arg@z2zs(0)#… is
in the interval (2p/6, 7p/6), which includes the realz axis
that corresponds to the physical interface. However, beca
of the sectorial nature of the asymptotic~3.78!–~3.80!, it is
evident that ast→01, G(x̃,t) does not tend to the initia
condition ~3.81! as t→01 in certain sectors in the lower
half complexz plane. Because of the equivalence of largex̃
and smallt in the similarity variable

b52 i
x̃ 3/2

t1/2 , ~3.83!

it follows that for any t.0, as x̃→`, the zero-surface-
energy behaviorG(x̃,t);1/x̃ is not recovered, except in
certain sectors of the complex plane. Instead using
~3.79!, we obtain

G~ x̃,t!;2 i
A8

x̃
Apb

31/2 e22b/3), ~3.84!

when arg~b! is in the interval (22p, 2p/2) and

G~ x̃,t!;
A8

x̃
Apb

31/2 e2b/3), ~3.85!

when arg~b! is in the interval (3p/2, 2p), corresponding to
an exponential-oscillatory behavior. For sufficiently larget,
when js(t) is large enough so that Eqs.~3.69! and ~3.71!
hold, we obtain from Eqs.~3.70! and ~3.83! that

b;
e2 ip/4

B1/2t1/2 zs
3/2@z2zs~ t !#3/2. ~3.86!

The asymptotic behavior ofG then depends upon the se
tor, as noted. Ifb lies in the interval (2p/2, 3p/2) @which
corresponds to arg(x) in the interval (2p/6, 7p/6),# then
we recover Eq.~3.81a! as the solution for long times. How
ever, as the singularity moves into Imz.0, a large segmen
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of the real axis is not in that sector~see Fig. 4!. In fact, for
that part of the real axis for which arg(j2zs) is in the interval
(27p/6, 2p/6), Eq. ~3.85! gives theZ1 behavior

Z1~j,t !;2 idS p2js
3

3Bt@hs1 i ~j2js!#
D 1/4

3expF2

3
A js

3

3Bt
@hs1 i ~j2js!#

3/2G .

~3.87!

The reader is reminded that this asymptotic solution is va
for short times and/or large values ofx2xs and so the ap-
parent branch-point singularity in Eq.~3.87! is in fact not
there since Eq.~3.77! shows that, asx2xs→0, the behavior
is, in fact, 1/(x2xs). WhenM asymptotically approaches
constant for larget, then js;A2Mt, hs;1/M , and the
above expression forZ1 simplifies to

Z1~j,t !;2 idS 2p2M2js

3B@11 iM ~j2js!#
D 1/4

3expF 2

3M
A2js

3B @11 iM ~j2js!#
3/2G .

~3.88!

It should be noted that Eq.~3.88! recovers precisely the lin
earized, real-domain analysis of Sec. III A, in particular E
~3.45!. Notice, however, that we can understand from E
~3.88!, in terms of its domain of validity, how to properl
regard the results of Sec. III A. Since arg@11iM(j2js)#
5p/3 corresponds to arg(b)52p/2, when j5js1)/M ,
the oscillatory behavior given by Eq.~3.88! is confined to
j,js1)/M . ~Note the right-hand dashed line in Fig. 4!
Ahead of it, there is no effect of the singularity. Behind
there is a trail of a wave train. From the above results
might appear that the wave train extends all the way to p
j5j impact, near j50, where the singularityzs(t) first
crossed over to the upper-half plane. However, this con
sion cannot be verified by the analysis presented here sin
requires uj2jsu!js , which would not be satisfied if we
move far fromj5js towards the tip region. In fact, wha
happens is this: While the singularity center is in Imz,0, the
angles from that center to locations on the real axis lie
~0,p!. However, as the singularity crosses the real axis, th
angles, for some values ofj, fall below 2p/6 on the right
and approach2p at the left, so that the asymptotic approx
mation ~3.84! becomes appropriate for all of the real axis
the neighborhood of the singularity. Obviously, as noted,
to the left, where the value of arg(x̃) is near2p, the singu-
larity trajectory track is so far from the singularity as to ma
the asymptotics incorrect, so that we can say nothing ab
the character of the singularity ‘‘wake’’ in this region. So th
conclusions from the linearized analysis, when properly
derstood in the complex domain, are as follows.

~i! An initially confined disturbance near the tip~starting
near the imaginary axis in Fig. 4! creates a very large, grow
ing wavelike structure, which may be small compared to
distance from its starting location (uj2jsu!js), but is in
fact very large compared to, say, the tip radius. The wave
d
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e

e

structure is a direct consequence of a zero-surface-en
singularity crossing over into Imz.0, thus exposing the
Stokes phenomenon behind the regularized structure of
singularity.

~ii ! The form of the long-time behavior for a singularity
only weakly dependent on the nature of the complex sin
larity in Im z,0, associated with the initially confined dis
turbance.

~iii ! The spatial growth rate is like exp(const3t1/4).
It is incumbent on us to pursue the fully nonlinear pro

lem in the complex plane to explore how, in fact, such init
singularities behave as they near the real axis from bel
The linearized-analysis crossover may be atypical and m
leading. To anticipate our nonlinear results as they relate
the items listed above, we will find that, in fact,~i! the inter-
action of the singularity with the real axis, whether it cross
over, hits, or asymptotically approaches the axis, is dep
dent on the singularity character: there is no generic beh
ior for all singularities~and zeros!; ~ii ! for a class of distur-
bances associated with specific types of initial singularit
in Imz,0, the spatial growth rate of the local conformal m
is like exp(const3t1/2).

Now we turn to the fully nonlinear problem in the com
plex z plane.

IV. NONLINEAR COMPLEX PLANE EQUATIONS

We noted in Sec. III, at least in the context of line
equations, how complex singularities approaching the r
axis affect the evolution of the dendrite interface. The m
tion of singularities in the complex plane according to t
zero-surface-energy equation was shown to be relevan
understanding the time-evolving behavior of a superpo
disturbance, even when nonzero-surface-energy effects
included. Indeed, the zero-surface-energy advection of
gularities was found to be crucial in both the qualitative a
quantitative aspects of amplification of noise and sensitiv
of dynamics to initial conditions.

It can be expected that with inclusion of nonlinear effec
the linear dynamics described in Sec. III will be modified.
very important part of this modification occurs due to t
differences between linear and nonlinear motion of ze
surface-energy singularities, and this will be investigated
detail in this and later sections. In addition, the class of ze
surface-energy solutions is very broad and shows a wh
range of interfacial phenomena, including tip splitting, sid
branching, coarsening, and cusp formation. However, as
already know in the context of Hele-Shaw motion for isotr
pic surface energy and from what will be described in t
companion papers for the dendrite and Hele-Shaw flow w
anisotropy, not all the zero-surface-energy solutions are p
sible limits of solutions as surface energy tends to zero. T
understanding of the singular perturbation effects of surf
energy is effected through the complex plane dynam
where the zero-surface-energy dynamics is well posed.
starting point of the complex plane dynamics is once ag
the zero-surface-energy equation, analytically continued
the lower-half plane.

In this section we take the region I equations withB50
and modify them through analytic continuation to the lowe
half plane in order to define a well-posed evolution proble
similar to that for the Hele-Shaw problem~see Ref.@37#!.
We then examine some of the general properties of the g
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erning equations. Many of these properties follow from e
lier studies on the mathematically related Hele-Shaw fl
@34# and will be quoted without details. We note that t
zero-surface-energy problem is valid for both the one-si
diffusion model explicitly being investigated and the tw
sided diffusion model with nonzero thermal diffusion in th
solid.

Unlike Sec. II, it is now more convenient to work in th
laboratory frame of reference, so from Eq.~2.28! we find that
theB50 governing equation in the upper-half plane is

zt5q1~z,t !zz , ~4.1!

where

q1~z,t !5
1

p E
2`

1` dj8

j82j

1

uzz~j8,t !u2

5
1

p E
2`

1` dj8

j82z

1

zz~j8,t !z̃z~j8,t !
, ~4.2!

and as in Sec. III B, we use~cf. Ref. @34#!

z̃z~z,t ![„zz~z* ,t !…* , ~4.3!

which is a function analytic in the lower-half plane equali
the complex conjugate ofzz on the real axis. Upon analyti
continuation~see, for instance@42#, for the procedure via
contour deformation!, we find the equation for the lower-ha
plane to be

zt5q1~z,t !zz1q2~z,t !, ~4.4!

q2~z,t !5
2i

z̃z~z,t !
. ~4.5!

We note that while Eq.~4.4! is a nonlinear integro-
differential equation, withq1 andq2 depending onz, bothq1
andq2 define analytic functions ofz for Im(z),0, as long as
an analytic solution exists on the real domain. Thisa priori
information of analyticity ofq1 andq2 implies thatz in the
lower-half complex plane, satisfying Eq.~4.4!, has the prop-
erty of the solution of a linear hyperbolic equation with an
lytic coefficients@43#. In particular, no singularities ofz are
spontaneously created in the lower-half plane. The o
present initially move with characteristic speeddz/dt
52q1 , which depends globally on the solutionz through
the integrand inq1 . From expression~4.2! it follows that
Imq1 is a harmonic function everywhere in the lower-ha
plane~including infinity!, taking on boundary values

Imq152
1

uzzu2 . ~4.6!

From the maximum principle for a harmonic function,
follows that

Imq1,0 ~4.7!

everywhere in the lower-half plane. This implies that

Imżs.0, ~4.8!
-

d

-

s

and so every singularity initially present in the lower-ha
plane advects towards the real axis, a property first show
the context of the Hele-Shaw flow@34#.

We now consider special initial conditions of the form

z~z,0!5G~z,0!1(
j 51

N

E~z,0!
@z2zs j~0!#12b j

12b j
, ~4.9!

G~z,0!52
i

2
z21z, ~4.10!

where Eq.~4.10! is the underlying Ivantsov parabola at in
tial time. The initial conditions forEj andzs j and the expo-
nentsb j are specified. Whenb j51, we replace the expres
sion @z2zs j(0)#12b/(12b j ) by ln@z2zsj(0)#. Following
arguments presented in@34# and @37# it follows that

z~z,t !5G~z,t !1(
51

N

Ej~z,t !
@z2zs j~ t !#12b j

12b j
, ~4.11!

whereG and Ej are analytic in the lower-halfz plane and
satisfy

Gt5q1~z,t !Gz1q2~z,t !, ~4.12!

~Ej ! t5q1~z,t !~Ej !z1~12b j !
q1~z,t !2q1„zs j~ t !,t…

z2zs j~ t !
Ej ,

~4.13!

where

żs j52q1„zs~ t !,t…. ~4.14!

It follows that

G~z,t !52
i

2
z21z1b0~ t !, ~4.15!

ḃ0~ t !5
i

p E
2`

1` dj8

uzz~j8,t !u2 , b0~0!50. ~4.16!

In the case of no initial singularities,b0(t)5 i t andG is the
Ivantsov solution in the laboratory frame, as we should
pect.

In the vicinity of the singularityzs j , it is clear that

E~z,t !;E0~ t !1O~z2zs!,

where

E0~ t !5E0~0!expS ~12b!E
0

t

dt8q1z„zs~ t8!,t8…D . ~4.17!

Note that ifb51, thenE0(t) is a constant.
Given that all singularities will approach the real axis, w

are interested in the behavior of a singularity as it nears
axis. Consider the neighborhood of a singularity that is n
the real axis

zz; HA0~ t !1E0~ t !@z2zs~ t !#2b, b,0
E0~ t !@z2zs~ t !#2b, b.0, ~4.18!
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with 0,2hs!1. The factorE0(t) is known from Eq.~4.17!
andA0(t) is the local behavior from every other part of th
conformal map. We study the behavior ofzs(t) by looking at
its governing equation~4.14! in the limit of hs→0 2, in a
fashion similar to that of Tanveer@34#. First, we separate th
real and imaginary components of Eq.~4.14! and break up
each integral into an inner contribution adjacent to the s
gularity whereuj82js(t)u<e @e being a convenient constan
2hs(t)!e!1, which the final result is independent of# and
outer contributions.@The process is similar to that detailed
Eq. ~2.33! and following arguments.# By comparing the vari-
ous inner and outer contributions, we find the real part of
singularity behavior to be governed by

j̇s~ t !;2
1

p E
2`

1`

—
dj8

j82js~ t !

1

uzz
0~j8,t !u2

. ~4.19!

For b,0, hs is governed by

ḣs~ t !;
1

uA0~ t !u2 , ~4.20!

which can be integrated to find

hs~ t !5hs~ t0!1E
t0

t dt8

uA0~ t8!u2
, ~4.21!

wheret0 is a time wherehs is small enough for the equation
to asymptotically hold. Clearly, sinceA0 has contributions
from every part of the conformal map besides the singular
there is no reason to expect the singularity to slow down a
approaches the real axis;b,0 singularities will hit the real
axis in finite time.

For 0,b, 1
2, hs(t) is governed by

ḣs~ t !

@2hs~ t !#2b ;
2

p

1

uE0~ t !u2 E
0

`

ds~11s2!b21[M1~ t !.

~4.22!

We also find, from Eq.~4.17!, that

d

dt
uE0u2;2~12b!@2hs~ t !#2b

2

p E
0

`

ds@~11s2!b21

22~11s2!b22#. ~4.23!

Combining Eqs.~4.22! and~4.23!, we find for 0,b, 1
4, not

0,b, 1
2, as claimed previously@36#, that

hs~ t !;hs~ t0!S 12
t

ts
D 1/~124b!

, ~4.24!

wherets is the time the singularity hits the real axis. The ca
1
4 ,b, 1

2 remains unclear at this time. A tacit assumption
this analysis is that the local behavior in Eq.~4.18! holds all
the way to the real axis for sufficiently smallhs . This as-
sumption may be violated if there is an additional singular
at zs* on some other Riemann sheet, which could happenb
is not an integer.

For b. 1
2, hs(t) is governed by
-

e

,
it

e

ḣs~ t !

hs~ t !
;2

1

p E
2`

1` dj8

@j82js~ t !#2

1

uzz
0~j8,t !u2

[2M2~ t !,

~4.25!

where

zz
0[zz2E~z,t !~z2zs!

2b1E~z,t !~z2js!
2b ~4.26!

is just the conformal map with the singularityzs placed on
the real axis. The integral in Eq.~4.25! is not a principal-
value integral. In the vicinity of the singularity, the integran
in Eq. ~4.25! has the behavior

dj8

@j82js~ t !#2

1

uzz
0~j8,t !u2

;dj8
uj82js~ t !u2~b21!

uE0~ t !u2
.

~4.27!

We see that ifb. 1
2, then the integrand contains at most

integrable singularity, and ifb.1, then the integrand goes t
zero atjs . Therefore, ifb. 1

2, then there is no problem in
evaluating the integral in Eq.~4.25!. Equation~4.25! can be
integrated to find

hs~ t !5hs~ t0!expS 2E
t0

t

dt8M2~ t8! D , b. 1
2 . ~4.28!

We also find, from Eq.~4.17!, that

E0~ t !;E0~ t0!S hs~ t0!

hs~ t ! D 12b

5K0@2hs~ t !#b21, ~4.29!

where K0 is a constant. From Eq.~4.28! we see that a
b. 1

2 singularity could only hit the real axis ifM2(t) goes to
infinity. Considering the dependence ofM2 on E0 in Eq.
~4.27! and the dependence ofE0 on hs in Eq. ~4.29!, we
conclude thatb. 1

2 singularities slow down as they approac
the real axis and do not hit in finite time. More informatio
can be obtained for ab. 1

2 singularity as it asymptotically
approaches thej axis at long times. We begin by examinin
the behavior of the real partjs(t). For t→`, if ujsu→` also,
then Eq.~4.19! tends to

j̇s~ t !;
1

pjs~ t ! E2`

1` dj8

uzz
0~j8,t !u2

. ~4.30!

In general, all of the singularities make some contribution
zz

0, not just the particularzs under consideration. However,
can be easily shown that for precisely a single poleb
51), the integral in Eq.~4.30! approaches a constant at lon
time. Moreover, for an arbitrary initial distribution of singu
larities, those far from the real axis make negligible con
butions to the integral; those that have come close to the
make O(uhsu2b/uE0u2) contributions, and from Eq.~4.29!,
this is found to be small. Utilizing the fact that, at long time
the integral approaches a constant, we obtain from Eq.~4.30!

js
2~ t !;2It 1C, t→`

I[
1

p E
2`

` dj8

uzz
0~j8,t !u2 , ~4.31!
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where C is a constant of integration, related to the initi
location of the singularity.

Obtaining the long-time asymptotic behavior ofhs from
Eqs.~4.25! or ~4.28! depends on finding the proper long-tim
asymptotic evaluation of the integralM2(t), defined in Eq.
~4.25!. Breaking up the integral inM2(t) into an inner region
adjacent to the singularity and outer regions and then su
tuting into Eq.~4.25!, we find that Eq.~4.25! reduces to

ḣs

hs
;2

I

js
22

R0~b!

uK0u
js

1/b22

~2hs!
121/b , ~4.32!

where

R0~b!

[
2

pb
sinS pb

2 D cosS f2
pb

2 D
3E

0

` u221/bdu

~u222 sinfu11!@u222 sin~f2pb!u11#
,

~4.33!

and f5arg(E0)5arg(K0).
There are three different asymptotically valid limitin

forms of Eq.~4.32!, depending upon the value ofb. First, for
the case of a pole (b51), the second term on the right-han
side of Eq.~4.32! is easily seen to beO(1/js) and so domi-
nates the first term. Interestingly, this means that global
fects do not have an impact on the motion of the pole. In
grating, we have

hs;2C expS 2
1

Re~E0!
A2t

I D , t→`, b51. ~4.34!

However, forbÞ1, both terms may be comparable. Proce
ing on that basis, the solution is in the formhs;2Ct2g,
g51/@2(12b)#, and substitution into Eq.~4.32! gives

C121/b5
2~12b!R0

uK0u ~2I !~1/2b!21,

hs;2Ct21/@2~12b!#, t→`, 1
2 ,b,1, ~4.35!

where the obvious requirement thatb,1 has been ap
pended, sincehs is required to be small in this analysis. I
fact, for b.1, only the first term of Eq.~4.32! is important,
as may be verifieda posterioriby a substitution ofhs pro-
portional tot21/2 into Eq. ~4.32!. That results in simply

hs;2Ct21/2, t→`, b.1. ~4.36!

Hence we see that poles ofzz (b51) approach the real axi
exponentially fast, but branch point singularities approa
algebraically as a power of 1/t. This means that, at least fo
B50 dynamics, with an initial set of singularities at arbitra
locations, the deformation of the crystal boundary due
poles will dominate the long-time behavior.

Note that on the real axis, the deformation caused by
approaching pole singularity is
ti-

f-
-

-

h

o

n

zz~js ,t !;
E0~ t !

@2 ihs~ t !#b ;
K0

2 ihs~ t !

; i
K0

C
expS 1

Re~E0!
A2t

I D . ~4.37!

Since they location of the disturbance is2js
2/2;2It , it

follows that the disturbance grows as

zz~js ,t !; i
K0

C
expS 1

Re~E0!
A2uysu

I 2 D . ~4.38!

An unspoken assumption in Eq.~4.38! is that
Re(E0)/Im(E0)Þ0. We will see in the next section that, a
least for poles, this assumption is required in order
ujsu→` ast→`. In the context of theB50 dynamics, there
is no limit how smalluE0u can be, so that Eq.~4.38! allows
arbitrarily large growth rates. Ultimately, surface-energy
fects set a minimum alloweduE0u, which limits the growth
rate of disturbances.

V. A CLASS OF EXACT ZERO-SURFACE-ENERGY
SOLUTIONS: INITIAL POLE SINGULARITIES

Although the zero-surface-energy problem formulated
the preceding section is quite general and can be solved
merically by the method of Baker, Siegel, and Tanveer@37#
we can obtain many more analytical results if we specia
the initial conditions to include only poles ofzz and constant
Ej ’s. Furthermore, solving these specialized equations
merically only requires the integration of ordinary differe
tial equations~similar to Ref.@33#! rather than the integration
of the integro-differential equations~4.14! as in the afore-
mentioned paper. We first integrate these ordinary differ
tial equations analytically in a ‘‘small-residue’’ (Ej→0)
limit that is nonlinear at the leading order. We then rela
these asymptotic results to the more generalEj5O(1) case
and then integrate the system of ordinary differential eq
tions numerically.

If we restrict our attention to initial conditions with a
b j51, the problem simplifies dramatically. The conform
mapz(z,t) will contain only logarithmic singularities, so th
derivativezz will contain only poles. The integrals depen
only onzz , so they can be evaluated exactly with the resid
theorem. We begin with the conformal map~4.11!–~4.15!
and the governing equations~4.14!, specialized tob j51 and
with the Ej (z,0)5Ej chosen as constant for allj . One can
show from Eq.~4.13! that whenb51 and Ej is initially
independent ofz, then Ej will remain independent ofz as
well as t for t.0. Without any branch points in their inte
grands, we can evaluateq1 @defined in Eq.~4.2!# andb0(t)
@defined in Eq.~4.16!# using the residue theorem. Now a
the poles are in the lower-half plane andzz is analytic in the
upper-half plane, so all contributions to the integrals co
from the residues due to the zeros ofz̃z , which, it turns out,
are just the complex conjugates of the zeros ofzz . Since the
combined numerators ofzz form an (N11)st-order polyno-
mial, there areN11 zeros. The integro-differential equation
are thus reduced to a system of ordinary differential eq
tions for the pole trajectories
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z~z,t !52
i

2
z21z1b0~ t !1(

j 51

N

Ej ln@z2zs j~ t !#, ~5.1!

zz~z,t !52 i z111(
j 51

N
Ej

z2zs j~ t !
, ~5.2!

ḃ0~ t !522 (
n51

N11
1

z̃zz„z0n* ~ t !,t…zz„z0n* ~ t !,t…
, ~5.3!

żs j~ t !522i (
n51

N11
1

z̃zz„z0n* ~ t !,t…zz„z0n* ~ t !,t…@z0n* ~ t !2zs j~ t !#
,

~5.4!

zz„z0n~ t !,t…50, n51,...,N11, ~5.5!

z̃z~z,t !5„zz~z* ,t !…* . ~5.6!

This formulated problem for the conformal map evolution
‘‘exact’’ in the sense that no numerical approximation w
needed to evaluate the integrals. Similar solutions are
ported in the literature for the Hele-Shaw problem@33,44–
47#.

As in Sec. IV, we can look at the behavior of a pole th
is near the real axis. We evaluate Eqs.~4.19! and~4.25! with
the residue theorem to obtain

j̇s j~ t !;22i (
i 51

N11
1

z̃zz„z0i* ~ t !,t…zz„z0i* ~ t !,t…@z0i* ~ t !2js j~ t !#
,

~5.7!

ḣs j~ t !

hs j~ t !
;22i (

i 51

N11
1

z̃zz„z0i* ~ t !,t…zz„z0i* ~ t !,t…@z0i* ~ t !2js j~ t !#2 .

~5.8!

Since the right-hand sides of Eqs.~4.19! and ~4.25! are real
valued, the sums on the right-hand sides of Eqs.~5.7! and
~5.8! must also be real valued, even though the individ
terms in the sums are complex. In the presence of comp
roundoff error, the real part of Eq.~5.4! reduces naturally to
Eq. ~5.7!, but the imaginary part of Eq.~5.4! becomes se-
verely contaminated by roundoff error ashs approaches the
machine precision. In the numerical solution of the eq
tions, Eq. ~5.8! was used to calculatedhs /dt when hs is
small enough.

For the case when a zero is close to the real axis~z0 j , for
example!, the equations for the poles~5.4! reduce to

żsn~ t !;
1

h0 j~ t !

1

uzzz„j0 j~ t !,t…u2@j0 j~ t !2zsn~ t !#
. ~5.9!

We see that ifh0 j→0, then all the poles will reach infinite
velocity, so that a zero impact generates a global effect.
formulated set of Eqs.~5.1!–~5.6! generally requires a nu
merical solution. However, we look first at the case of sm
Ej and solve the system of equations in closed form, asy
totically.
e-

t

l
ter

-

e

ll
p-

A. Small-residue theory

If we now investigate the case where all the pole resid
Ej are small, further analytical progress is possible. For
bitrary residues, analytical progress is hampered becaus
location of theN11 zeros is generally impossible to fin
analytically. However, if the residues are small, the zeros
be found asymptotically with a regular perturbation seri
With the zeros known, we can then integrate the equati
asymptotically as well. Once the pole trajectories are kno
we can calculate the conformal map from Eq.~5.1! to deter-
mine the interface shape. Since the poles will still approa
the real axis indefinitely, we are in no way limiting th
small-residuetheory to smalldisturbances; it is a fully non-
linear theory, the only restriction being in the nature of t
disturbances.

We now want to make the connection between the ini
singularity location and residue and the presence of sm
initial disturbances in the interface. Equations~4.11! and
~5.1! are not limited to small initial noise; they apply equal
well to large initial disturbances. From Eq.~5.2!, requiring
the initial interface disturbances to have small slopes
quires

(
j 51

N
Ej

j2zs j~0!
5O~e!, ~5.10!

where e is a measure of the size of the noise or round
error at initial time and isnot related in any way to thee of
Sec. III. This ordering is satisfied if

Ej

2 ihs j~0!
5O~e! ~5.11!

for all j . If we now make the further assumption that a
hs j(0)5O(1), then we arrive at the small-residue proble

Ej5eÊj , hs j~0!5O~1!,

z~z,t !52
i

2
z21z1b0~ t !1e(

j 51

N

Êj ln@z2zs j~ t !#,

zz~z,t !52 i z111e(
j 51

N
Êj

z2zs j~ t !
. ~5.12!

An examination of the conformal map on the crystal-m
interface indicates that smalle leads to narrow disturbance
in the vicinity of js j , when the pole is close enough to th
real ~j! axis, but that thedepthof the disturbance depends o
zs j , which can become anything by an appropriate choice
initial conditions. This implies that the small-residue theo
is not a linearized small-disturbance theory, even though
interface disturbances are chosen to be initially small.

With the above form forzz , we can determine the zero
asymptotically from the conformal map. Under some restr
tions noted below, the zeros ofzz are given by

z0 j;zs j2e
iÊ j

i 1zs j
1O~e2!, j 51,...,N ~5.13!



a
n-

i

t
T
se

a
it
t

e

E

.
c-

th

r

os.

t

ing

cto-

Eq.
ing

as a
nd
ion

f
id

ion

he

at

es.

3090 56M. D. KUNKA, M. R. FOSTER, AND S. TANVEER
z0N11;2 i 1e (
n51

N
iÊn

i 1zsn
1O~e2!, ~5.14!

uzs j2zsnu@e, j Þn, ~5.15!

u i 1zsnu@e. ~5.16!

In deriving these results, we take the poles as known qu
tities. We see from Eq.~5.13! that each pole has a compa
ion zero and that the zero’s trajectory depends only on
poles to this order. The (N11)st zero~5.14! arises from the
underlying Ivantsov solution, the ‘‘Ivantsov zero’’~as it is
present in the Ivantsov solution!. The requirement that the
poles not be too close together~5.15! ensures that the firs
N zeros are independent of the other poles to this order.
last inequality~5.16! requires that the poles not be too clo
to the Ivantsov zero~5.14!. With this knowledge of the zero
locations, it is easy to determine a criterion for cusp form
tion caused by zeros impacting the real axis in this lim
Since all of the poles are destined to move arbitrarily close
the real axis@by Eq. ~4.8!# and their companion zeros ar
forced to beO(e) away from the poles@by Eq.~5.13!#, cusps
will be prevented ifuh0 j u.uhs ju ashs j→0 for all j . In terms
of the residues, this requirement can be obtained from
~5.13!,

Re~Ej !js j1Im~Ej !.0 for uhs j~ t !u→0. ~5.17!

This requirement will be related to the initial data shortly
With the zeros known, we now find the singularity traje

tories. We begin with the regular perturbation

zs j~ t !;zs0 j~ t !1ezs1 j~ t !1O~e2!,

z0 j~ t !;z00j~ t !1ez01j~ t !1O~e2!,

q1~z,t !;q10~z,t !1eq11~z,t !1O~e2!. ~5.18!

One convenient quantity that will show up repeatedly in
analysis below is

S z0 j2zs j

e D;2
iÊ j

i 1zs0 j~ t !
5O~1!. ~5.19!

In the perturbation analysis, we find four distinct behavio
and we examine each in turn:

~1! hs j5O~1!, ~2! hs j5O~e!,

~3! uhs ju!e, and ~4! uh0 j u!e.

1. hsj5O„1…: Initial trajectories and breakdown
of the attempted regular perturbation series

We begin withhs j5O(1). Theasymptotic terms forq1
are

q10„zs0 j~ t !,t…[@q1„zs0 j~ t !,t…#e50

5
1

i 2zs0 j~ t !
5q10„zs0 j~ t !…, ~5.20!
n-

ts

he

-
.
o

q.

e

s

q11„zs0 j~ t !,t…[S ]q1„zs0 j~ t !,t…

]e D
e50

52S z0 j* 2zs j*

e D ~ t !S 1

@zs0 j* ~ t !#211D 1

hs0 j~ t !

1q̂11~ t !. ~5.21!

The form ofq10 arises from the (N11)st term inq1 . ~The
Ivantsov-zero effects dominate the effects of the other zer!
The influence of all the other zeros come in at theq11 term,
where the first part arises from thej th term inq1 ~due to the
pole’s companion zero! andq̂11 is a messy sum of terms tha
are all well behaved ashs j→0. The pole-interaction effects
are all contained in theq̂11 term.

The leading-order behavior is determined by integrat
@from Eq. ~5.4!#

żs0 j52q10„zs0 j~ t !,t…52
1

i 2zs0 j
,

zs0 j~0!5zs j~0!. ~5.22!

Fortunately, these nonlinear equations for the pole traje
ries are easily integrated to get

zs0 j~ t !5 i 1A2t1@zs j~0!2 i #2, ~5.23!

where the square-root branch is chosen so thatuIm(zs0j)u de-
creases with time. We make several observations about
~5.23!. First, not only are the poles decoupled at lead
order, their trajectories are independent of their residuesEj
at the leading order too. Second, the imaginary axis acts
separatrix in that poles in quadrant III move to the left a
poles in quadrant IV move to the right. Third, the assumpt
uhs ju5O(1) is violated inO(1) time for eachj , so that Eq.
~5.23! is the trajectory only initially. With the assistance o
Eq. ~5.23!, we can now construct initial conditions that avo
cusps. Define

zs0 j~ t1![js0 j~ t1!5 i 1A2t11@zs j~0!2 i #2

⇒js0 j~ t1!5js j~0!@12hs j~0!#

⇒t15 1
2 $@12hs j~0!#221%@js j

2 ~0!11#. ~5.24!

We then combine Eq.~5.24! with Eq. ~5.17! to find that
cusps are prevented if

Re~Ej !js j~0!@12hs j~0!#1Im~Ej !.0. ~5.25!

This is, of course, an asymptotic cusp prevention criter
that is not exact, but valid in thee→0 limit. Inequality
~5.25! provides the cusp-prevention criterion in terms of t
initial data. If we deliberately violate Eq.~5.25!, then a cusp
will form at t;t1 and z;z„js0 j (t1),t1…, as defined in Eq.
~5.24!.

From Eq.~5.13!, we know that the zeros and poles are
the same location to leading order, so we need to findzs1 to
distinguish the pole trajectories from the zero trajectori
The governing equation is
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zs1 j~ t !52q10z „zs0 j~ t !…zs1 j~ t !2q11„zs0 j~ t !,t…,

zs1 j~0!50, ~5.26!

which is a linear, first-order ordinary differential equatio
that has the solution

zs1 j~ t !52q10„zs0 j~ t !…E
0

t

dt8
q11„zs0 j~ t8!,t8…

q10„zs0 j~ t8!…
. ~5.27!

We know from Eqs.~5.21! and ~5.24! that the integrand in
Eq. ~5.27! is singular ast→t1 . If we add and subtract the
form of the singularity in the integrand of Eq.~5.27! and then
perform the integration, we find thatzs1 has the form

zs1 j~ t !5S i 2js0 j~ t1!

i 2zs0 j~ t ! D S z0 j* 2zs j*

e D ~ t1!ln~ t12t !1 ẑs1 j~ t !,

~5.28!

whereẑs1 j is the contribution that is well behaved att5t1 .
This solution~5.28! is still an exact representation forzs1 .
The presence of the logarithm indicates that the solu
breaks down as the pole nears the real axis. In the neigh
hood of t5t1 , the outer solution becomes

zs j~ t !;js0 j~ t1!1S js0 j~ t1!1 i

js0 j
2 ~ t1!11D ~ t2t1!

1eS z0 j* 2zs j*

e D ~ t1!ln~ t12t !1eẑs1 j~ t !. ~5.29!

We will use this equation in the matching to theO(e) solu-
tion below.

2. hsj5O(e): Inner layer, fast time scale

We now investigate the behavior of the pole in thee layer
adjacent to the real axis,hs j5O(e). Define the inner vari-
ables

t2t25et,

zs j~ t !2js0 j~ t2!5exs~t!,

t2[t11m~e!t1 ,

js0 j~ t2![js0 j~ t1!1m~e!Re~Ej !,

m~e!52e lne,

t15Re~Êj !js0 j~ t1!1Im~Êj !. ~5.30!

Using these inner variables, we obtain the inner equation
xs ,

ẋs~t!;S js0 j~ t2!1 i

j s0 j
2 ~ t2!11D 1S z0 j* 2zs j*

e D ~ t2!
1

js0 j
2 ~ t2!11

3
1

Im@xs~t!#1S h0 j2hs j

e D ~ t2!

. ~5.31!
n
or-

or

The solution forxs is obtained by separating the real an
imaginary parts of Eq.~5.31!, integrating the imaginary part
and then using that solution to integrate the real part. T
real and imaginary parts thus found are then recombine
obtain an implicit solution forxs . The matching to the ear
lier time solution~5.29! is effected in an intermediate match
ing zone, as is often the case with matching involving log
rithmic terms. The implicit solution forxs is

xs~t!2S z0 j* 2zs j*

e D ~ t2!ln$2@js0 j
2 ~ t2!11#Im@xs~t!#%

2 ẑs1 j~ t2!5S js0 j~ t2!1 i

js0 j
2 ~ t2!11D t. ~5.32!

There are two possibilities to consider next. Either t
pole’s companion zero hits the real axis or it does not. T
case where the zero remains safely away from the real ax
the easier case, so we consider it first.

3. zhsjz!e: Evolution on an O(1) time scale regained

Since Eq.~5.32! is an implicit solution, it is difficult to
picture the pole trajectory in thee layer, but the implicit
solution becomes explicit ast→`. From Eq.~5.32!, we ob-
serve that ast→`, xs(t) has the behavior

Im@xs~t!#;2
1

js0 j
2 ~ t2!11

expS 2
t

t2
D ,

Re@xs~t!#;S Re~Êj !

Re~Êj !js0 j~ t2!1Im~Êj !
D t, ~5.33!

where

t25Re~Êj !js0 j~ t2!1Im~Êj !

52@js0 j
2 ~ t2!11#S h0 j2hs j

e D ~ t1!. ~5.34!

From this definition oft2 , Eqs.~5.33! have the correct be
havior ~pole moves closer to the real axis! only if the pole is
closer to the real axis than the zero. So, if a cusp was go
to form, then Eq.~5.33! is not the correct behavior for th
pole. Now the act of lettingt→` means that we are leavin
theO(e) time scale and returning to anO(1) time scale. We
consider the time scale to beO(1) again whene Im@xs(t)#
5hsj(t)!O(e). In this case, we can finally use the asympto
equations~5.7! and ~5.8! that apply when a pole is suffi
ciently close to the real axis. If we expand Eqs.~5.7! and
~5.8! in the small-residue limit, we find that the governin
equations are~now with all thee’s absorbed into theEj ’s!

j̇s j;
Re~Ej !

Re~Ej !js j1Im~Ej !
, ~5.35a!

ḣs j

hs j
;

21

Re~Ej !js j1Im~Ej !
;2

j̇s j

Re~Ej !
. ~5.35b!

From Eq.~5.17! we know that Re(Ej)jsj1Im(Ej).0, or else
the pole’s companion zeroz0 j would have hit the real axis
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back whenhs j5O(e). Therefore, thej direction the pole
moves in is determined by the sign of Re(Ej). The matching
conditions are, rewriting Eq.~5.33! in the outer variables,

hs j~ t !;2
e

js0 j
2 ~ t2!11

expS 2
t2t2

et2
D , ~5.36a!

js j~ t !;js j~ t2!S Re~Ej !

Re~Ej !js j1Im~Ej !
D ~ t2t2!. ~5.36b!

By combining Eq.~5.36b! with Eq. ~5.35a!, we see that the
matching condition forjs j is just a Taylor-series expansio
about t5t2 so that matching will be automatic. Equation
~5.35! can be integrated to find

js j~ t !;2
Im~Ej !

Re~Ej !
1sgn@Re~Ej !#

3A2~ t2t2!1S js0 j~ t2!1
Im~Ej !

Re~Ej !
D 2

,

hs j~ t !;2
e

js0 j
2 ~ t2!11

expS js0 j~ t2!2js j~ t !

Re~Ej !
D ~5.37!

if Re(Ej)Þ0 and

js j~ t !;js0 j~ t2!,

hs j~ t !;2
e

js0 j
2 ~ t2!11

expS t2t2

Im~Ej !
D ~5.38!

if Re(Ej)50. Equations~5.37! are actually uniformly valid as
Re(Ej)/Im(Ej)→0, with Eq. ~5.38! as the limiting form.

With these results~5.37!, we can say something about th
behavior of the singularities as they move very close to
real axis. First, we see that the pole approaches the real
exponentially fast and moves along the real axis likeAt @cf.
Eq. ~4.31!#. Now let us say, for example, thatjs j(t2).0. If
Re(Ej).0, then the pole will continue to move towar
j51` without further incident, at least until surface-ener
effects become important. On the other hand, if Re(Ej),0,
then the pole will be heading towardj52`, but along the
way it will have to cross the imaginary axis. When the po
crosses the imaginary axis, the corresponding indentatio
the crystal-melt interface will cross the tip; a tip splitting w
occur. Tip splitting is prevented in these solutions if

sgn@Re~Ej !#5sgn@js j~0!#, ~5.39!

so that the pole does not change quadrants. Finally, the
creates an indentation in the crystal-melt interface~at a fixed
location in the laboratory frame@37#!, oriented at an angle

u indent5tan21S 2
Re~Ej !

Im~Ej !
D ~5.40!

with respect to they axis. Since theEj ’s are specified quan
tities, the angles of the indentations are fully determined
the initial conditions we specify; we have full control t
make them whatever we want them to be. Random ini
conditions would therefore have a random distribution
indentation angles in this zero-surface-energy case.
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4. zh0j z!e: Imminent cusp formation and global effects

If the pole’s companion zero is going to hit the real ax
it will occur while the pole is in thee layer. In terms of the
inner variables, the zero’s location is given by

z0 j;js0 j~ t2!1exs~t!1eS z0 j2zs j

e D ~ t2!,

Im@x0~t!#;Im@xs~t!#1S h0 j2hs j

e D ~ t2!. ~5.41!

The implicit equation for the zero is obtained by combi
ing Eqs. ~5.41! and ~5.32!. We only look at the imaginary
part here,

Im@x0~t!#1S h0 j2hs j

e D ~ t2!S lnH @js0 j
2 ~ t2!11#F S h0 j2hs j

e D
3~ t2!2Im@x0~t!#G J 21D2ĥs1 j~ t2!5

t

js0 j
2 ~ t2!11

.

~5.42!

From Eq.~5.42! we find that cusp formation is imminent a

tc52t2@ ln~2t2!21#2@js0 j
2 ~ t2!11#ĥs1 j~ t2!. ~5.43!

Using Eq. ~5.43!, we can write the imaginary part of th
zero’s trajectory as

Im@x0~t!#1S h0 j2hs j

e D ~ t2!lnF 12
Im@x0~t!#

S h0 j2hs j

e D ~ t2!G
5

t2tc

js0 j
2 ~ t2!11

. ~5.44!

In the limit of t→tc , Eq. ~5.44! can be solved for Im(x0),

Im@x0~t!#;2F 2

js0 j
2 ~ t2!11 S h0 j2hs j

e D ~ t2!~tc2t!G1/2

.

~5.45!

A zero hitting the real axis, therefore, generates a square-
singularity in finite time and generates a cusp in the int
face. We cannot get past the cusp formation without incl
ing surface-energy effects.

When cusp formation is imminent, we know from E
~5.9! that there is a global effect on the other poles, not j
the zero’s companion pole. Let us investigate this now.
expansion of the governing equations withh0 j!O(e) pro-
duces

żsk;2
1

i 2zsk
1

uÊj u2

S h0 j

e2 D @js0 j
2 ~ t2!11#2@js0 j~ t2!2zsk#

.

~5.46!

We see that the zero’s global effects become leading o
whenh0 j5O(e2). If we define the inner variables
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t2tc5e3t̂, zsk~ t !2zs0k~ tc!5e3x̂s~ t̂ !, tc5t21etc , zs0k~ tc!5 i 1A2tc1@zsk~0!2 i #2, ~5.47!

we find the solution~written in the outer variables again!

zsk~ t !5zs0k~ tc!2
t2tc

i 2zs0k~ t !
1e3/2

2uÊj u2~ tc2t !1/2

F2@js0 j
2 ~ t2!11#3S h0 j2hs j

e D ~ t2!G1/2

@js0 j~ t2!2zs0k~ tc!#

. ~5.48!
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We see from Eq.~5.48! that, although the zero had a glob
influence on the poles, there just was not enough time
before cusp formation to deflect the pole trajectories sign
cantly.

B. Connection betweenEj5O„e… and O„1… theories

After having found a lot of nice analytical results for th
Ej5O(e) case, we would like to try to generalize the resu
to largerEj ’s. Consider the assumptions made above so
the small-residue theory holds,

Ej5O~e!, uzsi2zs ju@e,

u i 1zs ju@e, 2hs j~0!@e. ~5.49!

The result of these assumptions is that the singularity tra
tories display four types of behavior

2hs j~ t !@e⇒Eqs. ~5.23! and ~5.28!,

2hs j~ t !5O~e!⇒Eq. ~5.32!,

2hs j~ t !!e⇒Eqs. ~5.37! and ~5.38!,

2h0 j~ t !!e⇒Eqs. ~5.45! and ~5.48!. ~5.50!

Now consider the following generalization of assumptio
~5.49!:

Ej5O~el!, 0,l<1,

uzsi2zs ju@el, u i 1zs ju@el, 2hs j~0!@el. ~5.51!

The basic change in the assumptions is that if the pole r
dues are larger, then the poles must be further apart, fur
from the Ivantsov zero, and initially further from the re
axis. Under these modified assumptions, the different ord
of hs j become

2hs j~ t !@el, 2hs j~ t !5O~el!,

2hs j~ t !!el, 2h0 j~ t !!el. ~5.52!

The results of the new theory are virtually the same; we
replacee with el.

Now consider the limit asl→0,

Ej5O~1!, uzsi2zs ju@1,

u i 1zs ju@1, 22hs j~0!@1. ~5.53!
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The third assumption means that the poles are far from
Ivantsov zero and hence far from the origin. This implies th
the generalization of the small-residue theory holds if
singularities are far apart and far along the sides of the c
tal ~but still in region I, of course!. Now the orders become

2hs j~ t !@1, 2hs j~ t !5O~1!,

2hs j~ t !!1, 2h0 j~ t !!1. ~5.54!

The last assumption in Eq.~5.53! states that we start fa
enough from the real axis that Eq.~5.23! will be the initial
trajectory. We do not really have to satisfy this assumpt
~unless we want the initial interface disturbances to ha
small slopes!. We can start the pole at any distance from t
real axis and then investigate the trajectory starting in
appropriate region according to Eq.~5.54!. These ordering
arguments show that there is a direct correspondence
tween the small residue theory and a large-zs theory with
O(1) residues and well-separated singularities. We do
pursue the details of the connection further since it would
a repetition of Sec. V A.

C. Numerical solutions

We now want to solve the governing equations~5.1! and
~5.6! numerically to confirm the small-e theory and so that
we are not limited by its assumptions that lead to no-p
interactions. To solve the system of ordinary different
equations, we wrote a complex variable Bulirsch-Stoer eq
tion solver@48,49# complete with variable step size and ord
control to keep the temporal error within user-specified er
tolerances. In spite of the automatic error control, we fou
that ashs→0, the error inhs was not always adequatel
maintained, so we also included a maximum step s
Dtmax5minuEju as necessary once the singularities got clo
to the real axis, in accordance with the small-e time scales
found above. The algebraic equations for the zeros~5.5!
were solved using Newton’s method with the small-e ap-
proximations~5.13! and~5.14!, with e51, providing the ini-
tial guess. If the Newton iteration diverges or the calcula
zeros are not all distinct, then we explicitly introducee as a
continuation parameter so that the iterations converge an
the zeros are found. As stated previously, the real part of
~5.4! reduces naturally to the asymptotic equation~5.7! in the
presence of roundoff error ashs j→0, but the imaginary part
becomes severely contaminated by roundoff error. Theref
we replace the imaginary part of Eq.~5.4! with asymptotic
result~5.8! whenuhsu,10212, which worked quite well@50#.

We first sought to compare the numerical results to
asymptotic results determined above, both as a test of
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numerical code and to verify the difficult-to-obta
asymptotic results. This comparison is carried out in gr
detail by Kunka@50# and the agreement between the nume
cal results and the theory is outstanding.

We then investigated the effects of many poles on
interface evolution. Ideally, we would use random initial d
tributions of poles and perform some statistical analysis
the resulting dendrite features. However, we are going
limit our attention here to just a few examples that are
random initial distributions, just to provide some examp
of possible interface behavior. Figure 5 shows the dend
result of a 40-pole simulation fromt50 to 10. The initial
conditions were chosen with the help of the outer asympt
behavior~5.23!

Ej560.05, t1 j5 j , js0 j~ t1 j !561,

zs j~0!5 i 6A@js0 j~ t1 j !2 i #222t1 j , ~5.55!

where the ‘‘6’’ indicates that half the poles are to the rig
of the imaginary axis and the other half are to the left. W
have deliberately chosen initial conditions that will produ
a symmetric solution, but nonsymmetric solutions can

FIG. 5. Forty-pole numerical simulation displaying dendritic b
havior.
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easily generated as well. As time progresses, the poles
approach the real axis in pairs, creating pairs of indentati
in the crystal-melt interface. Conditions~5.25! and~5.39! are
satisfied, so there will be no cusp formation or tip splittin
Equation ~5.40! indicates that the indentations will all b
perpendicular to they axis, the axis of growth. We see fo
this particular initial condition that the evolving crystal tip
a smooth parabola, which, by the way, is moving about tw
as fast as the underlying Ivantsov solution. This speedu
due to the strength of the pole residuesEj and the distance
the poles are from the origin when the poles get close to
real axis atzs j;js j(t1). A short distance behind the tip, w
see small disturbances in the interface from the poles tha
not too close to the interface at this time. Further from t
tip, we see deeper indentations due to the poles that are q
close to the real axis. For this particular initial condition, t
indentations are all equally spaced and of equal width;
does not happen for random initial conditions. Furthermo
putting indentations next to each other creates growing s
branches between them as the indentations grow deepe
deeper. Notice that although the singularities are moving
thez plane, the indentations are growing at fixed locations
the z plane. The base of the indentation is also a fixed d
tance from they-axis. This distance depends onjs j(t1). Fi-
nally, the width of the indentation depends onuEj u; the larger
the uEj u, the wider the indentation.

The next generic behavior of the zero-surface energy
lutions is tip splitting, obtained when Eq.~5.39! is violated.
This time we use the following initial conditions for a one
pole simulation that demonstrates tip splitting:

Ej50.05~2112i !,

t151,

j20j~ t1!51,

zs j~0!5 i 1A@js0 j~ t1!2 i #222t1. ~5.56!

The significant difference between this initial condition a
initial condition ~5.55! is that Eq.~5.39! is violated andEj
now has an imaginary part large enough that Eq.~5.25! is
satisfied, so that a cusp does not form. Figure 6 shows
results fromt50 to 5. At t50, the pole is far enough from
the real axis that the initial interface shape is nearly pa
bolic. At t51, the pole is close enough to create a siza
disturbance. Att52, the disturbance is deeper and a finge
well developed. Note that the angle of the indentation
across the axis of the crystal, in accordance with Eq.~5.40!
and that the location of the opening of the indentation is
indication of the pole’s location near the real axis in thez
plane. Att52, the pole is a little to the right of the imaginar
axis in thez plane. At t53, the pole is a little to the left of
the imaginary axis. As time progresses, the original crys
tip is pushed to the side as the finger in thet52 curve
becomes the new crystal tip.

The third generic behavior of the zero-surface-energy
lutions is cusp formation, when a zero hits the real axis in
z plane. This time, we violate Eq.~5.25! and use the follow-
ing initial conditions for a one-pole simulation:
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Ej520.05, t151, js0 j~ t1!51,

zs j~0!5 i 1A@js0 j~ t1!2 i #222t1. ~5.57!

Figure 7 shows the interface evolution fromt50 to
0.823 63, where cusp formation occurs. The step-size con
in the numerical method signals the onset of cusp format
when the step size rapidly goes to zero. Fort50,
0.2, ..., 0.6, the zero~and pole! are far enough from the
real axis that the crystal shows nearly steady behavior. Th

FIG. 6. One-pole simulation displaying tip splitting and comp
tition.

FIG. 7. One-pole simulation att50,0.1,...,0.8,0.82363 display-
ing cusp formation.
ol
n

n,

at t50.8, the zero has moved close enough to the real ax
create a bulge that develops into a cusp byt50.823 63.
When cusps form, the zero-surface-energy solution can
continue and the numerical solution cannot continue eith
This breakdown in the-zero-surface-energy solution indica
that surface energy must become important. Indeed, in
tain cases, surface energy effects can become important
when the zero-surface-energy solution corresponds t
smooth interface@36#. We investigate the effects of surfac
energy on the interface evolution in subsequent parts.

D. Scenario for coarsening

By qualitatively comparing our numerical solutions wi
the numerous experimental pictures of growing dendr
~such as that of Huang and Glicksman@8#!, even though the
experiments are three dimensional, we have developed a
nario for coarsening. We caution that this is a ‘‘scenari
and not an explanation, as surface energy effects are ab
at this time and we expect that only very specificB50 so-
lutions are the limiting solutions forB→0. First, recall from
Fig. 5 that the poles in the theory create parallel-sided ind
tations in the crystal-melt interface and that side branches
formed as the interface grows between these indentati
The theory also shows that, since poles approach the
axis exponentially fast@by Eqs.~4.34! and~5.37!#, the inter-
face will be most often deformed by pole-type indentatio
with parallel sides. The experimental pictures confirm t
part of the theory; many of the indentations between
sidebranches do seem to have parallel sides.

With the theory suggesting that we look not at the sid
branches but instead at the indentations, we find that th
are narrow indentations near the axis of the experime
dendrite with wider indentations further from the centr
axis. Also the narrower indentations are also found close
the crystal tip, whereas the wider indentations are alw
much further from the tip. These wider indentations stop
growth of the side branches growing between the narro
indentations.

Figure 8 shows a typical coarsened side-branch struc
and the singularity distribution that could generate suc
structure. The narrowest indentations that are closest to
crystal core are created by small-E poles that are close to th
Re(z) axis. These poles are also closely spaced, so that
sidebranches are also narrow close to the crystal core.
hind these small-E poles are medium-E poles that create
wider indentations and are also spaced further apart, so
the side branch between them is also wider. The presenc
these two poles essentially stops the further growth of
smaller side branches. Behind the medium-E poles is a large-
E pole that creates the largest indentation at the top of
interface structure. This pole also stops the growth of
side branches formed between the medium-E poles. In the
experiments, the large-E poles are also spaced even furth
apart, so that the growing side branches continue to get w
as they grow further from the central core.

To understand how coarsening occurs, we take this fix
time singularity distribution based on Fig. 8 and move t
singularity distribution back in time to follow the chain o
events that leads to the coarsened dendrite. Figure 9 foll
the hypothetical trajectories of the small-, medium-, a

-
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large-E poles used to create a coarsened dendrite such as
8: At initial time, the small-E poles are relatively close to th
Im(z) axis, whereas the larger-E poles are further from both
the Im(z) and the Re(z) axes. This initial distribution of sin-
gularities is consistent with an initial interface shape tha
nearly Ivantsov. As the singularity distribution evolves,
stream of closely spaced, small-E poles comes close to th

FIG. 8. Interfacial indentations between side branchesP andQ
and the pole distribution that creates them.

FIG. 9. Singularity distribution that leads to coarsened d
drites: 1, small-E poles; 2, medium-E poles; 3, large-E poles.
ig.

s

Re(z) axis on each side of the crystal at some distance beh
the crystal tip. The small-E poles all create narrow indenta
tions that are a fixed distance from the long axis of the d
drite and open away from the long axis, creating the cen
core of the crystal~as in the numerical solution Fig. 5
above!. Later, the medium-E poles come in behind the smal
E poles, creating wider indentations and starting the coa
ening process. The medium-E poles are spaced further apa
and start further from the origin, so that coarsening beg
after the initial sidebranches have formed and the active
branches grow wider as they grow longer. Third, the largeE
poles come in behind the medium-E poles, creating even
wider indentations and thus more coarsening. The largE
poles are spaced even further apart and start further from
origin, so that this stage of the coarsening occurs even
ther from the crystal tip. The process continuesad nauseum
as stronger and stronger poles continue to come close to
real axis further and further from the crystal tip.

To add some numerical support for this scenario, we c
sider the evolution of the initial conditions~Fig. 10!

Ej weak560.05, Ej strong560.125,

t1 j weak5~ j 11!/2, t1 j strong51.45j 18.55,

js0 j~ t1 j !weak562, js0 j~ t1 j !strong564.47,

zs j~0!5 i 6A@js0 j~ t1 j !2 i #222t1 j . ~5.58!

We see that the weaker poles are closer to the imaginary
and that the stronger poles are further from the imagin
axis and further from the real axis so that the initial interfa
disturbances are not too large.~As a practical matter, we
could not make the initial disturbances very small, but this
not important in what develops below!.

We first examine the evolution of just the weak singula
ties ~Fig. 11!. We deliberately chose the initial conditions s
that the poles would create a sequence of narrow inde
tions that are closely spaced so that the side branches are
narrow.

Now consider the evolution and interaction of both t
weak and strong poles~Fig. 12!. We make two observations
-

FIG. 10. Initial conditions for coarsened dendrite simulation.
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First, the wider indentations created by the stronger polesdo
stop the growth of the affected side branches. Second,
narrow and wide indentations can interfere and gene
nearly cusps and nearly corners. The extreme curvatur
the nearly cusp, especially, indicates that surface-energy
fects must become important once the zero-surface-en
coarsening has begun. This solution also indicates that
type of evolution arising from more-random initial cond
tions, which would lead to coarsening somewhere, causes
zero-surface-energy solution (B50) to deviate from the
asymptoticB→0 solution inO(1) time. Contrast this with
the solution in Fig. 11, where the lack of interfering inde
tations causes local surface energy effects to be delayed
t@1. We plan to explore these surface-energy effects fur
in the companion papers.

FIG. 11. Simulation with weak poles only.

FIG. 12. Simulation with weak and strong poles, displayi
coarsening.
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In addition to a coarsened dendrite, we can reproduce
so-called ‘‘doublon’’ formation previously found in direc
numerical simulations with surface energy using the qua
stationary approximation@51# and fully unsteady equation
@52#. Using the initial conditions

Ej wave15Ej wave2560.05, t1 j wave15 j ,

t1 j wave252.90j 16.80, js0 j~ t1 j !wave1562,

js0 j~ t1 j !wave2564.47,

zs j~0!5 i 6A@js0 j~ t1 j !2 i #222t1 j , ~5.59!

we find the formation of doublons due to side-branch
splitting in Fig. 13. As in side-branch coarsening, doubl
formation results from waves of poles approaching the r
axis, but this time with comparable residues. Such structu
have also been studied theoretically with the inclusion
surface-energy effects@53# though not in the context of sin
gularity dynamics. Doublons are believed to play an imp
tant role in the formation of the ‘‘seaweed’’ morphology
the absence of anisotropy@52#.

E. Pole-trajectory summary

We now present the following picture for pole moveme
for theB50 solution, in the small-residue limit. Let the in
tial conditionsEj andzs j(0) be given so that the pole star
in quadrant IV, for example. Whilehs j@O(e), the pole
moves toward the real axis and away from the origin acco
ing to Eq.~5.23! and its companion zeroz0 moves accord-
ing to Eq.~5.13!. TheO(e) correction to the trajectory~5.28!
is singular in finite time, which indicates a breakdown in t
solution as we approachhs j5O(e). Whenhs j5O(e), the
pole moves according to the implicit solution~5.32!. If in-
equality ~5.25! is satisfied, the pole’s companion zero w
not hit the axis and the pole’s trajectory alters

FIG. 13. Simulation with two waves of weak poles, displayin
doublon formation.
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that itsj velocity is the same sign as Re(Ej), by which time
hs j5o(e). Then, the pole’s motion is given by Eq.~5.37!.
Now, recalling that we are still in quadrant IV, if Re(Ej)
.0, satisfying Eq.~5.39!, then the pole will continue to
move towardj51` without further incident, at least unti
surface-energy effects become important. As it nears the
axis, the pole creates an indentation in the crystal-melt in
face that is oriented at an angleu5tan21@2Re(Ej)/Im(Ej)#
with respect to they axis. On the other hand, if Re(Ej),0,
violating Eq. ~5.39!, then the pole will be heading towar
j52`, but along the way it will have to cross the imag
nary axis. When the pole crosses the imaginary axis,
indentation will cross the tip; a tip splitting will occur an
the new tip will outrun the original tip. If at any time a zer
is about to hit the real axis@because Eq.~5.25! is violated#,
the singularities’ movements are governed by Eq.~5.48!.
However, the global effects of cusp formation occur too l
in the formation process for there to be much of a glo
effect before a cusp forms and theB50 solution ceases to
have meaning.

We also found that there is a correspondence between
small-residue theory and a large-zs theory with well-
separated poles. In a generic initial condition consisting o
random distribution of singularities, the singularities wou
not usually be well separated. This is a limitation of t
current large-zs theory, but the theory is still useful for in
vestigating the evolution of a special initial condition co
sisting of a single pole, or something similar.

We then integrated the poles’ equations numerically.
found excellent agreement between the numerical
asymptotic results. We also generated initial conditions
the numerical solutions using the small-e theory so that we
could control the final form of the crystal-melt interfac
Three generic types of behavior of the zero-surface-ene
solutions include dendritic behavior, tip splitting, and cu
formation. Numerically, we only looked at examples of t
interface behavior. A more ambitious numerical investig
tion would be to look at the evolution of the interface wi
random distributions of singularities~since we are using sin
gularities to simulate random initial noise! and perform some
statistical analysis on the dendrite shapes to learn the ‘‘a
age’’ pattern of growth.

Finally, we developed a scenario for side-branch coars
ing, in which coarsening is due to the interaction of wea
and stronger poles. The weaker poles create narrow inde
tions in the crystal-melt interface and then the stronger po
create wider indentations that stop the growth of the nar
sidebranches. We caution that these pole interactions
not be the only mechanism leading to side-branch coar
ing. Furthermore, without surface-energy effects, there is
determination of the various length scales and angle se
tions present in real dendrites.

VI. CONCLUSION

We have considered time-evolving aspects of a one-s
two-dimensional model for dendritic crystal growth for sm
undercooling~i.e., Péclet numberP!1!. We have identified
a large region~I! around the tip where the temperature fie
is harmonic. When the initial interfacial and temperature
viations from the Ivantsov solution are limited to this regio
al
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we show that it is consistent to assume that the solution
other far-field asymptotic regions is given by the Ivants
solution for t!P21.

Within this interval of time, we considered various a
pects of both linear and nonlinear dynamics in region I. W
have obtained expressions for the linear growth of an a
trary short-wavelength disturbance about an arbitrarily tim
evolving base state, not necessarily steady. Concrete ex
sions have been obtained for large times in the restricted
for which the base state approaches an Ivantsov parabo
the far field. These expressions are in agreement~up to a
prefactor! with those obtained by Barber, Barbieri, an
Langer@16# for a globally steady base state. We also sh
that linear theory predicts that an initially localized distu
bance does not remain localized: a fact that does not see
have been recognized before. Further, in this case,
growth of disturbances is related to the zero-surface-ene
motion of singularities. The dispersion of such a disturban
into a partially wavy interface with a sharp edge is related
the Stokes phenomenon exhibited by the solution of the in
equations governing the region in which small surfac
energy effects become important.

With the connection of zero-surface-energy singular
motion to interfacial dynamics for small, nonzero surfa
energy exemplified in the linear problem, we examined
fully as possible, in Sec. IV and later, the nonlinear dynam
of the zero-surface-energy singularity motion. This approa
serves as a starting point for inclusion of small surfa
energy effects, planned to be shown in future papers.
studied various features of the nonlinear dynamics of co
plex singularities in the lower-half complexz plane that are
relevant to finger competition, cusp formation, and sid
branching. However, not all the features of the zero-surfa
energy dynamics are relevant in the limit of zero-surfa
energy, as we plan to demonstrate for a specific set of in
conditions in future papers. Nonetheless, the relation
tween singularity motion and localized disturbance dynam
transcends the restrictions of linear analysis. Changes in
tion of zero-surface-energy complex singularities due to n
linear effects have immediate consequences for the growt
interfacial disturbances, even with small but nonzero surfa
energy effects. In particular, our findings on the motion
pole singularities imply that the maximal growth rate of
general disturbance advecting far from the tip will not
proportional to the linear growth exp@c(2yd)

1/4#, whereyd is
the y location~Fig. 1! of the center of the disturbance andc
is some constant depending on surface energy. Instead,
linear theory for disturbances associated with poles gives
to an associated conformal map growing as exp@c(2yd)

1/2#
and the interfacial disturbance remains localized, contrar
linear theory predictions. The dependence of the constac
on surface energy is not addressed here. Further, for a lo
ized disturbance associated with a pole close the real ax
the lower-half plane, there is no dispersion, in contrast w
the predictions of linear theory. It is also clear from the no
linear analysis that unlike the linear case, the growth rate
well as other features of the disturbance, is not independ
of the type of complex singularities associated with it.

We have also given a scenario for dendrite coarsenin
terms of the motion of complex singularities. At this stag
this is only a scenario rather than a complete explana
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since the selection effects of surface energy is missing f
our analysis thus far. Inclusion of surface energy is neces
for developing concrete predictions of the coarsening rat

Most of this paper concentrates on the nonlinear asp
of a generally time-evolving dendrite problem; as far as
know, this is the first analytical calculation of its kind. Th
method is based on studying dynamics in the complex pla
where the zero-surface-energy problem is well posed. S
an approach allows investigation of small nonzero surf
energy effects by means of singular perturbation method

Another point to be remembered in comparing interfac
predictions arising from complex singularity dynamics w
real experimental data or numerical calculations is that
starting point of our investigation is a particular conform
map, with a specified singularity distribution in the extend
complex plane. In experiment or simulation, there is so
nonzero error involved in the specification of initial cond
tion ~experimental noise or roundoff error!. The analytic con-
tinuation of such initial conditions will invariably lead t
rather different distributions of singularities than what w
start out with~unless a filtering procedure similar to Kra
ny’s @54# is employed in simulation!. Thus real-life interfa-
cial dynamics is to be understood in terms of the dynamic
an ensemble of initial singularity distributions that leave t
interface shape invariant to within experimental error. O
approach explains what would happen only for one spec
G
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realization, which must then be complemented with stud
of an ensemble of initial states, which would then presu
ably allow comparison with experiment or simulation~with-
out filtering!. Further, the class of initial conditions consid
ered has been restricted to functions that are analytic,
have very specific forms for isolated singularities in t
lower-half complex plane. We cannot, for instance, acco
modate initial interfacial shapes whose analytic continuat
in the complex plane contains natural boundaries, which i
be expected for generic initial conditions. Nonetheless,
believe that the aggregate features of the dynamics sh
not be be very sensitive to the precise class of initial sin
larities.
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