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Adaptive synchronization of chaos for secure communication
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We introduce a scheme for synchronization of chaos, whereby one combines the original Pecora and Carrols
[Phys. Rev. Lett64, 821 (1990] procedure with an adaptive algorithm for chaos control. Based upon the
knowledge of the local variation rates, the algorithm provides synchronization between a message sender and
a message receiver and assures security in the communication against external interceptions. The effectiveness
of the proposed scheme as well as its robustness are shown for the Lorenz §$41@63-651X97)01404-9

PACS numbeps): 05.45+b, 89.70+c

The idea of synchronizing two identical chaotic systems In this paper we present an adaptive scheme for chaos
that start from different initial conditions was introduced by synchronization whereby one solves the problem of security
Pecora and Carrol$C) [1]. It consists of linking the trajec- in the communication against external interceptions. The
tory of one system to the same values in the other so th&acheme combines the original PC idea with a new adaptive
they remain in step with each other, through the transmissiolgorithm for chaos contr¢B] in order to assure secure com-
of a signal. This has been shown to occur when the supMunication. Let us suppose to have a message seAtiee)
Liapunov exponents for the subsystem to be synchronize@d a receive(Bob) in the presence of a spyames ready
are all negative. to intercept and deco_de any communication between them.

On the other hand, the possibility of encoding a messagéic€ consists of two identical chaotic systems
within a chaotic dynamicg2] through tiny perturbations of a o=

. X1 =F(X1, ),
control parameter has been recently shown. This suggests to 1)
use chaos synchronization to produce secure message com- X,=f(Xo, ),
munication between a sender and a receiver. However, sev-
eral problems arise in assuring security in the communicawhereu is a set of control parameters chosen in such a way
tion. The main one is due to the fact that the sender mugds to produce chaog,, X, are twoD-dimensional vectors
transmit to the receiver at least one of the system variable$D =3) andf is a nonlinear function. On the other hand, Bob
As a result, a clever eavesdropper intercepting the commuEonsists of a third identical system,
nications can easily reconstruct the whole dynamics, hence Xa=f(Xq, 1) 2
decoding the message. To prevent this, Cuomo and Oppen- 3 3
heim [3] have proposed to use chaos to hide messages, so The three systems start from different initial conditions,
that the transmitted signal is now the sum of a chaotic signahus producing unsynchronized dynamics. For the sake of
and of a given message, which can be reconstructed by thexemplification, in the following the three systems will be
receiver once synchronized with the sender. However, Peraepresented by the three variable Lorenz sysi#@). Then
and Cerdeirg4] have recently shown that messages maskethe vectorsx;=(x;,y;,z;) (j=1,2,3 obey the equations
by low-dimensional chaotic processes, once intercepted, can :
be sometimes readily extracted, so that the attention has been Xj=0o(yj=X),
directed to the implementation of the original PC idea to . 3
higher dimensional systenfi§] where increased randomness YisXimyimxg, )
and unpredictability may improve security in the communi-
cation. But still the possibility of decoding the system
through the reconstruction of the signal is not prevented. The message Alice must transmit to Bob is encoded in the

Other problems rely on the limitations of the synchroniz-variablex,(t). The scheme for the communication is repre-
ing procedure, namely, on the fact that synchronization isented in Fig. 1.
effective only provided that the subsystem to be synchro- The first step is to produce synchronization betwagn
nized shows negative sub-Liapunov exponents. Thus any a@dnd x;. For this purpose, Bob sends to Alice the variable
ditive signal introduced to hide the real message should bgs(t), which replacesy, into the equations fox, and z,.
an infinitesimal perturbation of the signal itself, thus with the Synchronization is assured by the fact that the sub-Liapunov
same effect as the natural noise within the communicatioexponents for the subsystem,(z,) are both negativél]
procedure. (for =10, b=% andr=60 they are—2.67 and—9.99, re-

Even though enrichments of the PC method have beespectively.
done[6] and alternative approaches to synchronization based Then Alice knows the whole actual dynamical state of
on nonreplica subsystems have been prop§ggdhe prob- Bob and consequently can transmit to Bob the perturbation
lem of security is not fully solved. On the other hand, trustU(t) to be applied to the; equation in order to synchronize
and security in the communication are fundamental issuethe systenx; to x;. Alice uses a recently introduced adaptive
for confidential transfer of messages and/or informaf®ln  method for chaos contr¢B] and recognitiorf11], which is

1063-651X/97/585)/49793)/$10.00 55 4979 © 1997 The American Physical Society



4980 S. BOCCALETTI, A. FARINI, AND F. T. ARECCHI 55

ALICE ! JAMES | BOB 4
: E 10g10|X1_X3|
f=oty-x) |l 1) 0
Y=y g ' '
4 ==bz +x, v 4
X =0(y;—x,)+u -
W= =3 %%
G =—be + Xy
. -8
X, =0(y; — x,)
B =% =% —X%%
z, =bg, +x, 12 time (arbitrary units)
- T T T T T T T T T
@ 0 25 o0 75 100 125
FIG. 1. The scheme for adaptive synchronization. Bob sends to 60
Alice the variabley; to synchronizex, andxs. Alice sends to Bob Bob to Alice signal
the adaptive correctiob(t) to be added to the evolution equation
for x5. James can intercept both(t) andys;.
30

also able to slave a system to a given goal dynamics. In the
present case, the system to be slaversiand the goal dy-
namics isx;. Namely, at any of Alice’'s observation times
th+1=t,+ 7, [ 7, being the adaptive observation time interval 0+
(OTI) to be specified latgr Alice defines the difference be-
tween current and target dynamics

Snr1=Xo(thse1) =X (ths1), (4) =30+

and its local variation rate overt,,

1 S time (arbitrary units)
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Then Alice updates the new OTI as 2 Alice to Bob
T 1= Tl 1 tanf(gh ;). 6  x107" {signal
1_
4
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0- 0+
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—12- (c)
—16 . “mel (arbitraf’y units) FIG. 3. () Temporal evolution of logy|x; —X3|) for =107°

25 50 andTy=1>1/A=0.71. The stipulated accuracy in the transmission
is preserved in time even thou@h) the synchronization signal Bob
FIG. 2. Temporal evolution of the quantity lgf|x; —x3|) mea-  sends to Alice is affected by large holes, that prevent any recon-
suring the synchronization betwegpandxs, thus indicating how  struction of the message, afg) the controlling signal(t) is kept
accurate Bob is in receiving and decoding the message sent hyithin a range negligible with respect to the dynamics. Other pa-
Alice. =10, b:% r=60, 1,=0.01, =1, g=0.011,K=0.1. rameters as in Fig. 2.
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The hyperbolic tangent function maps the whole range ofind |z, — z3|, thus indicating that the systems and x5 are
gA into the interval(—1, +1). The constang, strictly posi-  globally synchronized. As a consequence, any message en-
tive, represents the sensitivity of the algorithm and it is lim-coded withinx, is easily received and decoded by Bob.
ited in such a way as to forbid,, ; from going to zerd11]. Let us now discuss the problem of security. James inter-
Then Alice fixes the new observation at the timecepts the two communication signali(t) and y;(t). No
thi2=th41+ 7,4 1. Starting from a givenry=7(t=0) and a information onx, can be retrieved front(t) since (i) this
given 6= &(t=0), Alice obtains a sequence of OTI that mini- signal vanishes as soon as Alice and Bob reach synchroniza-
mizes the second variations between actual and target dyton, and(ii) the weighting factoiK/ 7, ., is not decideda
namics. The analysis of such a sequence leads to the extrasriori, but it is continuously changed by the same dynamics,

tion of the main properties of the dynami&11]. hence no fixed rule is available to James to decode the sig-
The signal Alice sends to Bob is then nal. One may speculate that, from the knowledgeygf
K James can easily reconstruct the whole attractor correspond-
U(t)= X1 (1) — X (t 7 ing to the systenxg,_thus rgconstfuctmg .th.e. message Oxge
(® Tnel [xa(D) =x2(0)] @ becomes synchronized wiij. This possibility can easily be

o . ) prevented, due to the robustness of the method here pre-
(K>0), which is added to the evolution equation far. U(t) sented.

is the product of two factors. The difference between actual |ydeed. once Alice and Bob have previously agreed on a

and target value of the variable is a continuous time functiongiven accuracyd in the reception of the message, each time
while the weighting factorK/7,, is updated at discrete gch an accuracy has been reachlice can test it since
times by means of the above iterative algorithm. she has full information on the dynamical state of Bdkob

Looking at Eq.(5), we easily realize that’s locally mea-  siops sending, for a given timeT,. In this time the two
sure how the separation of the actual orbit from the des'regystemsx2 and x; evolve separately. Aftell, Bob starts
one evolves. Indeed, negatixemeans that locally the tra-  5gain sendingy, to Alice. If T, exceeds the decorrelation
Jectory_|s cpllapsmg mto the desired one_and he_nce thgactug}ne? of the systerr(reciprocal of the maximum Liapunov
dynamics is shadowing the goal behavior, while positive eynonentA), then the effective signal sent by Bob to Alice
implies that the trajectory is locally diverging away from the regyts in the collection of uncorrelated temporal subse-
desired one. Thus, contraction or expansior'sfeflects the quences. Thus, no reconstructionxafis possible by James
necessity to disturb the system more or less robustly in ordgf, this case.

to constrain it to shadow the goal dynamics. _ This procedure relies crucially on the robustness of the
In other words, the method introduces a natural adaptat'ogynchronizing method. In Fig. 3 we report the results for
time scale in which the same adaptive dynamics selects thg —1 and 9=1075 (notice that in our casd=1.41, hence
correction term to be added to the evolution equation0f 1 ~7~0.71). Our scheme is able to maintain the stipulated
Indeed,U(t) is inversely proportional to the time intervals gccyracy[Fig. 3(@)] even in the case in which the signal sent
and hence is weighted by the information extracted from theby Bob to Alice is affected by large holBig. 3(b)], which
dynamics itself. As reported in Ref10], this natural adap- revents any possible external reconstruction of the dynami-
tation time scale is smaller than the time scales of the Ungg statexy(t). Finally, Fig. 3c) shows the controlling signal,
stable periodic orbits embedded within the chaotic attractoryich still remains confined within a range negligible with
Notice that the limitg=0 of our algorithm represents the respect to thex, dynamics(x, variations from—28 to 28.
well-known Pyragas’ controlling methofil2], which has  ggth things are assured by the adaptive nature of our
been shown to be effective in the stabilization of unstablescheme.
periodic orbits both in low- and in high-dimensional chaotic |, conclusion. we have presented an adaptive scheme for

systems. chaos synchronization that solves the problem of security in

_ To demonstrate the effectiveness of the proposed schemge communication even in the case of low-dimensional cha-
Fig. 2 reports the temporal behavior 8k=|x; — 3|, which e systems.

measures the synchronization between Alice and Bob for

0=10,b=%, andr =60. Similar results hold also f¢y; —y,| We acknowledge M. Ding for fruitful discussions.
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