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Simulation and dynamics of entropy-driven, molecular self-assembly processes
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Molecular self-assembly is frequently found to generate higher-order functional structures in biochemical
systems. One such example is the self-assembly of lipids in aqueous solution forming membranes, micelles,
and vesicles; another is the dynamic formation and rearrangement of the cytoskeleton. These processes are
often driven by local, short-range forces and therefore the dynamics is solely based on local interactions. In this
paper, we introduce a cellular automata based simulation, the lattice molecular automaton, in which data
structures, representing different molecular entities such as water and hydrophilic and hydrophobic monomers,
share locally propagated force information on a hexagonal, two-dimensional lattice. The purpose of this level
of description is the simulation of entropic and enthalpic flows in a microcanonical, molecular ensemble to gain
insight about entropy-driven processes in molecular many-particle systems. Three applications are shown, i.e.,
modeling structural features of a polar solvent, cluster formation of hydrophobic monomers in a polar envi-
ronment, and the self-assembly of polymers. Processes leading to phase separation on a molecular level
are discussed. A thorough discussion of the computational details, advantages, and limitations of the
lattice molecular automaton approach is given elsewfigrdlayer and S. Rasmussémnpublished].
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[. INTRODUCTION self-organization of such biological systerfif0]. Various

circumstances lead to the formulation of a hydrophdaffect

o _ rather than a hydrophobforce: The most reliable indication
Many processes in biomolecular systems lack global, inthat it is indeed a hydrophobic effect comes from thermody-

terfering control. The system dynamics is solely based omamics, considering free energy, enthalpy, and entropy of

local interactions, providing, based on immediate reactiongoyation processes

on environmental changes, the necessary flexibility and

mean stability of the whole system. Considering the prokary- AG=AH-TAS, 1)

otic cell as a hierarchically structured, dynamical system, it

is possible to characterize specific, functionally linked, me- . .
soscopic complexes. One of these compounds is the semipdfh€reéAG is the change of free energyH s the change of

meable membrane separating space into an inside and &Rthalpy.T is the temperature, antiS is the change of en-
outside[2]. These membranes consist of a certain type offOPY: _
amphiphilic polymers(hydrophilic head, hydrophobic tail It is experimentally known that the free-energy change of
acting in the highly polar environment of water. dissolution of hydrophobic molecules in a polar solvent is

A basic component as a membrane is, from the theoreticdtositive, although the change in enthali@ room tempera-
viewpoint, characterizable as a higher order, emergent strugure) is often zero or even negatiid1]. Considering that
ture[3,4], dynamically formed by interactions between lipids liquid water has to some extent quasicrystalline features with
due to an entropy gradient arising from the structured polahighly ordered region$12,13, the HE is believed to be
(watep environment. Phase separation of, e.g., lipids in wabased on a change of the water structure in the vicinity of
ter and a concomitant ordering to vesicles and micelles is Aydrophobic surfaces and a concomitant decrease of entropy.
spontaneous process lasting from seconds to mirj6te8]. Following this model, the solvent is forced to form a “cave

The resulting higher-order structures have themselves richround” the hydrophobic surface. This reaction, often re-
dynamics, e.g., turnoveflip-flop mechanismof single lip-  ferred to as hydrophobic solvation, is accomplished by a dif-
ids within membranelike structures. This flexibility is of ma- ferent dynamics of the solvent in the vicinity of hydrophobic
jor importance to maintain functionality in a cell membrane, surfaces compared to the bulk solvent phase: The accessibil-
which hosts systems at higher hierarchical levels such as thigy of microstates decreases and thus the entropy decreases.
complex for photosynthes[£]. Due to the high surface tension of such a molecular cave, the

The hydrophobic effecfHE), describing mainly an en- solvent tends to “minimize” its contact surface to hydropho-
tropic effect, seems to be of fundamental importance in thdic molecules, which leads eventually to the phase separation

between water and hydrophobic molecules.
Entropy gradients and resulting phase separation are

A. Biological motivation

* Authors to whom correspondence should be addressed. therefore based on effecteneratedby the system dynam-
"Electronic address: bernd@asterix.msp.univie.ac.at ics. They are not observable as explicit interaction forces, but
*Electronic address: steen@lanl.gov are the result of basic molecular interactions between hydro-
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phobic particles and the polar solvent. They araergent makes the updating of the system too cumbersome and

properties. slower than necessary, since one, in principle, needs to make
~n? calculations(every pairwise interactionin a system
B. Simulation of molecular systems with n particles instead of-n calculations.(iii) Using real
(continuou$ variables instead of integers or bit operations
1. Molecular dynamics and Monte Carlo methods also slows down the computation when using digital comput-

Recently, various methods have been applied to simulaters. For a further discussion of these issues we refg2ap
structural and dynamic properties of macromolecular sys- An excellent overview descrl_blng_ Iatt|c.e models to simu-
tems. One such example is genetic algoritHihg], imple-  late macromolecular systems is given in RE23]. Such
menting formal criteria of Darwinian evolution through a Ising spin based models are capable of generating generic
fitness functionwhich is in analogy to an energy functipn Phenomena of, e.g., phase separation.

With such a method it is, for instance, possible to determine

secondary structure motifs of polymers as proteins. How- 2. Lattice molecular automaton

e, b el el 0 St e locar IS 1 e ol avomatgnn) s oo o
: ; \ ; ’ he latti lymer maté PA) [22] and th r h
ing Newton's equations of motiofL5], or stochastic algo- the lattice polymer automatd PA) [22] and they are bot

) ; made in the spirit of the lattice gas automatazA) [24].
rithms such as the dynamlc_Monte Carlq metHjtbﬁ]._The_zse Both the LGA and the LPA have proven to be capable of
tools are based on force field calculations considering th

terms Eéenerating macroscopic effects based on a microscopic, dis-
crete system representation. In the LMA approach, mol-
ecules also interact on a hexagonal lattice with toroidal

Vigta= E Viid4 2 ik 2 ikl boundary conditions. This lattice type has proven to be suit-
bonds bond angle torsion able to avoid anisotropic effecf4]. The molecular entities
and vacuum are encoded in data structures on each lattice
+ 2 \V 2 Vi 2) site to ensure optimal parallel processing. Kinetic- and
electrostatic van der Waals potential-energy terms are implemented in the LMA via in-

formation particles describing an artificial physics within a
whereV is the potential energy andj,k,| are atoms or atom mjcrocanonical ensemble: constant volume, constant number
groups. The total potential enerdf,, of a system withn  of molecules, and constant energy. The inner structure of
atoms is calculated as a sum of individual contributions arismolecules is not considered:; only intermolecular interactions
ing from pairwise intra- and intermolecular interactions. model the dynamics of the system. The forces in the system
Other types of force fields USing different intra- and intermo-are determined by a propagation of information or “force,”
lecular potentials, such as knowledge-based potentials Gfarticles between neighboring data structures. Due to the ex-
mean-field minimization methods, are discussed in R&f. licit discrete character of these information particles, dis-
Recent investigations have proven the importance of weagrete state functions of the data structures can be evaluated

@ntermolecular interactions of the van der Waals type inC'Ud-(Counted to calculate thermodynamic properties such as en-
ing a polar solvent for general molecular recognition pro-tropy and enthalpy.

cesse$18,19. A total potential energy of a molecular sys-

tem in solutionV,y, has to be calculated as a sum of

conformational and solvation energies Il. THE LATTICE MOLECULAR AUTOMATON
CONCEPT

Viota= V i \% ion- 3
total conformatlonaﬁ' solvation ( ) A. Artificial physics in the LMA

Potential energies arising from solvation are calculated as The dynamics of a molecular system depends on kinetic-
pairwise interactions based on electrostatic and van degnergy terms and on the relative molecular position on a
Waals terms represented as Coulomb and Lennard-Jones puotential-energy hypersurface. In a nondissipative system,
tentials[20] or as changes in the free energy in a continuumthe basic conservation laws have to be fulfilled. That means
approximatior[19]. The pair potentials used in a representa-keeping mass, momentumP, and the total energf,,
tion of a solvent do not reproduce cooperative effects as thegonstant. What is “optimized” in the equilibrium of such a
occur in the hydrogen bonded network of water. system is the relative position of molecules, leading, depend-
There are three major problems associated with the foring on the thermal state, to a certain minimum of the sum
mulation of molecular dynamics as noted aba¥eUsing an  potential energy
atomic level of description instead of a moleculat the -
monomey level of description makes a simulation of mo- _ i
lecular self-assembly more complicated than it need to be. Vtotal_zl ,Zl Vi
With such a low-level description it is not possible to simu-
late, for instance, processes ranging in a time scale up to N
minutes like the self-assembly of lipid membranes. The secwhere V!"' is the local potential-energy situation, is the
ond problem with these descriptions on the atomic level immumber of molecules, an is the number of potential-
the high complexity of the simulator itself, for instance, energy terms. In the LMA, as we shall see, a Boltzmann
shown in the protein folding problefi21]. (ii) Using a(pure distribution of kinetic energies drives the many-particle sys-
mechanistic instead of cellular automata modeling techniquéem into locally stable, sum energy configurations.
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1. Implementation of kinetic energy and mainly based on the polarizability of the hydrophobic

Each molecule on the hexagonal lattice has six directiong'0lecules. Interactions between hydrophobic moieties are
of translation. Each direction is, per definition, independenf:ornparably strong since electrostatic forces are not shielded

and occupied by a Boltzmann distribution of kinetic ener-PYy a water shell. The dielectric constandecreases from 80

gies. For all particles, directions, and times, the kinetic eni Pulk water phase to less than 10 between two neighboring
ergy for each direction of a translation is larger than zero. |

mhydrophobic surfaces. The total potential enevgy;, of our
the case of a collision process, the kinetic energies are dignodel system wit molecules is thus described by

tributed between the respective molecules following a colli- no6 n 6
sion model for hard sphere§This formulation describes ji i

L L. . V = VJv,_, + VJ’--_-
pairwise collision processes correctigonservation of mo- total ;1 121 dip-dip.H bond .21 12::1 dip—ind-dip
mentum and energy but only approximates more compli-

.. . . . . n 6
cated collision situations including more than two molecules SRRV 5
or molecules in polymers. See also Sec. IV D 3 for more &y &y " ind-dip-ind-dip: ®)
details]

The only way to distribute kinetic energies is via collision where the sum is over all molecules and over the neighbor-
processes. During a free translation of a molecule, all curhood (six directions for each molecule.
rently occupied kinetic-energy levels are conserved and the |n the LMA simulation environment, dipole-dipole inter-
molecule is characterized as an isolated particle. The overa§ictions and H bonds account for@mensionlessvalue of
(globa) thermal state of the system, as the sum kinetic en--5 and all other binding interactions for a value ef. for
ergy, stays constant in time. This implies also an overalthe total potential energy. Water molecules can, summing
conservation of momentum in time for each of the six inde-over the six principle directions, be stabilized by a value of
pendently treated, principle directions on the hexagonal lat--18 (three H bonds and three dipole—induced-dipole inter-
tice. The kinetic-energy distribution is identical for all con- actiong, hydrophilic monomers by a value ef14 (two hy-
sidered molecular types, further assuming equal mass fafrogen bonds and four dipole—induced-dipole interacjions
water and hydrophobic and hydrophilic monomers. and hydrophobic monomers by a value-66 (six induced-
dipole—induced-dipole and/or dipole—induced-dipole inter-
actions. The relative strength of these interactions is chosen

The implementation of a potential-energy term is necesaccording to corresponding experimentally determined val-
sary to characterize special physicochemical features of thges as noted above.
different molecular types. Let us consider a model system for In the LMA approach, these potential energies provide
a lipid-water mixture consisting of the following molecules attractive binding or repelling forces. They influence the oc-
[see also the schematic drawings in Figdb)l and cupation time of a given molecule on a particular lattice lo-
1(c)1]: solvent, water HO and polymer, fatty acid cation with a given kinetic-energy distribution. The higher
CH3-CH,-CH,-CH,-COOH. The most important term for the potential-energy value, the more likely it is for a mol-
calculating potential energies between uncharged modelcule to stay at that given location. If the kinetic energy of a
polymers are electrostatic and van der Waals tgises also  molecule exceeds the sum potential energy at a given loca-
Eq. (2)] [25]. In the present LMA, three forces of this type tion, the molecule will not stay, but continue in the direction
are included to characterize hydrophilic and hydrophobiovhere it has its highest kinetic energy. If, for instance, a
properties of monomers in the polymer and watgrdipole-  hydrogen bond is formed, the binding energy of this particu-
dipole interactions as well as hydrogen bonds for water{ar bond is stored as internal energy in the bonded molecules.
water and water—hydrophilic-monomer interaction@,) In the case of a collision, the propagated kinetic energy is
dipole—induced-dipole interactions for water-hydrophobiccompared to the interndbinding energy. If gains from ki-
monomer and hydrophilic—hydrophobic-monomer interacmetic energy are larger than contributions from binding, the
tions, and (iii) induced-dipole—induced-dipole interactions particular bonds break up.
for hydrophobic-monomer—hydrophobic-monomer interac-
tions. One important aspect for the following considerations IIl. INFORMATION DYNAMICS:
is the comparable distance dependence of all three forces: THE LMA UPDATE CYCLE
They are short ranged in aqueous solution. The relative
strength of the three different interactions is, however, dif- The discrete field automata are based on the assumption
ferent, as the potential-energy gain from a typical H bond ighat all molecular interactions can be modeled by mediating
around —2 kcal/mol; the other interactions contribute with particles[22]. Both matter and fields are interpreted as “in-
energies in the range 6f0.5 kcal/mol. formation particles” that propagate locally along the edges

The important features of a water model are the highlyof a lattice and interact with one another at nodes, as in a
polar character of water and the ability to form stable hydroLGA [26]. Thus the rules that generate the dynamics(gre
gen bondgH bonds, i.e., to have three defined interaction the rules that propagate the information particles that depend
directions(two hydrogens and one oxygefThe high degree on the current state of the current site diigl the rules that
of order within liquid water is mainly based on these com-evaluate the newly propagated information together with lo-
parably strong H bondgl2]. Hydrophilic monomers are ei- cal states, andiii) the chosen update schedule. Unlike a
ther charged or have the capability to form H bonds, such astandard LGA and as in the LP{&2] several different types
the carboxyl group in our model polymer. The interactionsof information particles are used, so the structure of a node is
between hydrophobic and hydrophilic molecules are weakemore complicated than the simple six-bit register required

2. Implementation of potential energy
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E type 1, 'water’
|:| type 2, hydrophobic (CH,)
/\ type 3, hydrophilic (COOH)
O Repellon, NH1

= Bondon, NH1

* force particle, NH1
0 force particle, NH2

data structure
o Repellon

¢ NHI force particle
O NH2 force particle

L hydrophobic

FIG. 2. Particle propagation for two water molecules in position
(i,j), (i,j+1) on the hexagonal latticéa) propagation of repellons
to NH1, ensuring the excluded volum@g) and(c) propagation of
eforce particleqattractongto NH1 and NH2 describing a type spe-
cific force field.

FIG. 1. (a) Six principle directions on a hexagonal latti¢b)1
and (c)1 Schematic representation of water and a polymer in th
LMA. (b)2 and(c)2 Propagation of information particles to main-
tain the excluded voluméepellons, bonds between monomers in

polymers(bondon$, and force particlegattractong generating type . . .
specific force fields, to neighborhoo@$H) 1 and 2 on the hexago- In a first step, these force particles arg propagated to, neigh-
nal lattice, respectively. borhood 1 and in a second step to neighborhodde2 Fig.

2(c)]. These attractions represent the binding sites for hydro-

for a minimal LGA. The molecular model to be discussedJe" bonds as also denoted schemqtica_lly in Figb)1]
here is formulated on a two-dimensional hexagonal Iatticel(b)z' 1(0.)1’ and 1c)2. As can be seenin Fig(@, the NH2 .
[see Fig. 13)] propagation step of the force particles does not take place in

Figures 1b)2 and 1¢)2 depict the abstract LMA repre- _d|rect|on 1 for the molecule on the locationj() and also not

sentation of water and monomers in a polymer. All stored;. dr:rs_ct:onté_l for th? mtoile%ulﬁ(on,ij +1F). This m;ygqms the
information in the data structures is propagated to a give Igh dielectric constant In bulk water. Force particie=pre-

neighborhood(NH) on the hexagonal lattice. Excluded- senting an electric fie)dare shielded by water, but not by

volume particles, “repellons,” are propagated to neighbor-hy(lerphObIC monomeﬁ?e als% Stec. . A)Zt f the followi
hood 1. To prevent polymers from breaking up, “bondons” N summary, a simulation update consists of the fotowing

: : ; teps:(i) propagation of molecular types and redistribution
are propagated to neighboring monomers in the polymelzf kinetic energies(ii) construction of type specific force

Th [ h i I IS X . I+ .
e bond length between two monomers in a polymer ISf|elds, (iii ) calculation of potential energie§y) calculation

fixed to the length of one lattice site. The force particles, h ; directi diust t of bond
propagated to neighborhoods 1 and 2, represent the van d.%fr € MOst proper move direc iofy) readjustment ot bonds
polymers according to the move direction, and move-

Waals properties of the molecular compounds. They alsd! . :
mimic the H-bonding capabilities of water and hydrophilic ment of the mplecule ar]d.clear|ng the lattice for the new
monomers, as indicated by the arrows. update..A detailed description of a full LMA update is pre-
The transmission of the force particles between the mol_sented in Ref{1].
ecules enables an update of each molecule using only local
information. After the information particle transport steps, IV. LMA DYNAMICS: MOLECULAR DYNAMICS
each lattice site can be updated independently. The force- AND MOLECULAR SELF-ASSEMBLY
communicating particles propagate locally, that is, between
neighboring lattice sites. A variety of molecular interactions
may be formulated by choosing the mediating particles prop- A radial distribution functionRDF) g, is a quantity that
erly. For instance, a polymer must obey a connectivity conchecks basic “geometrical” features of the solvent in a sys-
straint between its monomers and all molecules must obey aem. This function gives a probabilitf? of finding a mol-
excluded-volume constraint. The chemical information hy-ecule in a certain neighborhood distarcd-or liquid water,
drophobicity and hydrophilicity as well as the structural in- experimentally determined RDKby x-ray scatteringshow
formation on water are characterized by these force particles peak at 0.25 nniH-bond distanceand smaller peaks for
As an example, the propagation of force particles of twothe next theoretical H-bond distancéemperature depen-
water molecules in positions,{) and (,j +1) on the lattice deny. This function reflects the ordered structure of the
is shown in Fig. 2. neighborhood of a particular water molecule in the liquid
In Fig. 2@ two data structures representing water arephase, mainly based on the formation of hydrogen bonds.
depicted after the propagation of the excluded-volume infor- Figure 3 shows a RDF obtained by a LMA simulation of
mation particles, the repellons. These particles mimic a harda polar solvent such as wafesee Figs. (b)1 and 1c)1] after
sphere collision between two molecular surfaces in closd0° simulation steps, where 50% of the lattice sites are oc-
contact. Their propagation is also the basis for the exchangeupied with water. The probabilitg, in the range[0,1] is
of kinetic energies in a collision process. In FigbRthe plotted versus the neighborhood distance on the hexagonal
propagation step of force particles, the attractions, is showrattice. There is an increased probability of finding another

A. Representation of the polar solvent
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FIG. 3. Radial distribution functiog, of a LMA water simula-
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t=10°+10 steps

A =10 steps B

FIG. 4. Two snapshots of the LMA water representation in equi-

tion (for definition see the text50% of the data structures on the librium (&) at time t=10° simulation steps andb) at time
lattice are covered with water, 50% are empty. The figure is basetF 10°+10 steps. Data structures representing water are denoted as

on a set of 1 molecules after 10simulation steps.

water molecule for neighborhoods 1, 2, anfle3y., the lat-
tice positions {,j+1), (i,j +2), and ,j +3) in direction 1

sinceg,>0.5. This RDF shows the comparably higher loca
clustering of water molecules based on the H-bond bindin
energies. Without implementation of these stabilizing energ
contributions, the RDF shows no peaks characterizing an or-
dered neighborhood and the molecules are randomly distri

circles.

Kiotal™ a(_:jlobaIVb,totaIa 8

jwhereag,, is the global proportionality factor. The global
i)roportionality factoraggyy i proportional to the tempera-

ure of the systenthigh kinetic energy corresponds to high
emperaturg and defines intrinsically the dynamics of the

pystemagopa<1 fixes the system in a local minimum where

the variation of particle position in time tends towards zero

uted throughout the latticgy, =0.5 with a 50% lattice occu-
pation. The turnover ratéchange of molecule position per
time step is in the range of 30%, but the general shape of th

(in analogy to a spin glass at low temperajufieo obtain the
eformation of unstable, but locally ordered clusters, as shown

RDF remains unchanged in time.
Figure 4 shows two snapshofme difference of ten
simulation steps betwesdia) and (b)] of a water simulation

generating the RDF given in Fig. 3, where 50% of the lattic

sites are occupied with watédenoted by open circlgsThe

formation of local, irregular clusters is shown, but within the
next ten time steps a global rearrangement of cluster strud
tures takes place. The crucial point to obtain this behavior ir
the simulation system is an appropriate balance of kinetid

and binding(potentia) energies.

B. Balance between kinetic and potential energies

The summed binding energyy, (. and the summed ki-
netic energyK ., are given by

n 6
Vb, tota= gl ;1 |V|b’ilr(1dingJ' (6)
n 6
Kioa= 2 2, K™, (7)

€

in Fig. 4, agng has to be in a range 3+8.7 for the system
shown in Fig. 4. The mean binding energy per lattice site for
this water simulation is around 5, summed over the six prin-
ciple directions. This indicates that an average one H bond is
formed per water molecule. The respective value for the
mean kinetic energy, again summed over the six directions,
s 21. High values ofy,p,~6 enhance the disorder in the
ystem: The structured radial distribution function, as shown
n Fig. 3, vanishes and a random distribution with values

near 0.5 is obtained for all neighborhoods. This finding is
equivalent to the experimentally determined change of RDF
of liquid water at high temperature.

While ap, 0N @average is constant in time in equilibrium,
the local proportionality{ ), betweenv {/) andK ")) at the
site (i,j) exhibits strong fluctuations. The valua$.), of the
time series in Fig. Hthin line) show the local change of
kinetic and binding energies in tim@iven in simulation
steps. They are summed over the six principle directions on
the lattice and recorded during 500 time steps in the equili-
brated system for one of the water molecules in Fig. 4. These
local characteristics of the molecular dynamics differ com-
pletely from the global behavior: Fluctuations between bind-
ing and kinetic energies characterize the local situation,

wherel is the index over the six principle lattice directions Whereas the relation between these two terms is on average
and k is the index ovem molecules. In a nondissipative constant in time for the global syste(thick line, Fig. 3,

system, the total inner energy is constant. In the LA,

showing the global proportionality factor of 3.7, as discussed

is by definition constant. The summed binding energy is in@bove. This picture represents the local flow of bindiog
the mean constant in the equilibrium situation. The value oflering and kinetic(disordering energies on a particular wa-

Vy, total Will in general decrease over time untillacal) mini-

ter molecule in the global equilibrium situation. In the case

mum value has been obtained that corresponds to equilifibi™ agiobal €XCESS kinetic energy drives the molecule into
rium. The yield of potential energy is implicitly stored in the free translation; ihfg,gg|< Qgiobal» the molecule is in the mean

system(see also Sec. V
The mean value oWy, iS proportional to the fixed
value of the thermal state€,, of the whole system

fixed on a cluster position in the hydrogen bonded water
network. This relationship of the local instability is the cause

for the formation of local, unstable clusters in the model for
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20 | 6(b), respectivelyis filled with water(open circles In Fig.
y ‘ 6(a) the mean binding enerdgee Eq(6)] of a hydrophobic
15 ] | monomer, again summed over all six directions, is 2.5 and
the value for water is 5.5. The respective values for Fig) 6
are 4.2 and 5.7. The mean kinetic energy for both molecular
‘ types is again 21 for both simulations. The global propor-
| tionality agonz is, after 16 updates, 4.4 for Fig.(8) and 4.2
for Fig. 6(b). The increase of the global proportionality fac-
tor (compared to pure watefis mainly due to the loss of

) 12
a0

local

4 i Lm hydrogen bonds between water molecules, whose energy
! LA \1 HL‘,_\‘J ) contributions are, in this system, only partly counteracted by

0 o , - the binding energy based on water-hydrophobic monomer
100 200 300 400 500 and hydrophobic-monomer—hydrophobic-monomer interac-

tions. However, the mean stabilization of a water molecule in
a mixture is larger than in the bullkcomparing the values of
5.5 and 5.7 for binding energies denoted above with the
value 5.0 discussed in Sec. 1)B

The hydrophobic monomer@illed circleg start to form
clusters in the polar environment and the mean cluster size
depends intrinsically on the fraction of water to hydrophobic
monomers. The dynamics to form larger clusters is rather

a polar solvent like water. In this way the system is tunableslow after the first formation of small clusters as found in

between a “quasicrystal” phase and a “gas” phase by alter-

FIG. 5. Evolution of the local proportionality facta.J), (thin
line) and the global proportionality factdiyep, (thick line) (for
definition see the texfor a LMA water simulation during 500 time
steps in equilibrium.

Fig. 6(@). This behavior is based on nonlinear kinetics: first

'NY Agiobal- the comparably fast formation of small clusters, then the
slower diffusion dynamics of these clusters to form larger

C. Dynamics of hydrophobic monomers hydrophobic domains.
in a polar environment The energetic basis of the cluster formation itself is the

Jnost interesting part. The clustering takes place, although
the binding energy between two hydrophobic monomers is
&omparably weak, much weaker than the water-water bind-
ing (ratio 1:5 in the current setyiand only as strong as the

The main type specific feature of hydrophobic monomer
in the LMA is the interaction with other hydrophobic mono-
mers according to the induced-dipole—induced-dipole typ

(see Sec. IlA2 The relative strength of this force in the

present LMA setup is set equal to the dipole—induced-dipoIé"ydrOphObiC'mOnOr‘m:"r_vv""t(?r _interaction. A hydrophobic
interaction between water and hydrophobic monomers. Hy[nolecule has therefore no binding energy preference for wa-

drophobic monomers have therefore no binding preferenc&er or another hydrophobic monomet, but still glust'erlng oc-
for water or other hydrophobic monomers. curs. The reason for the starting phase separation is therefore

Figure 6 shows snapshots of a water-hydrophobic mono_t_)ased on the properties of the polar solvent, as will be shown

mer system, 10simulation steps after the initial random In Sec._V. CO”?p'ete pha_se separation can be. smulgted by
mixing of both molecular types. 50% of the lattice sites arelncreasing the induced-dipole—induced-dipole interaction to

occupied by molecules. The fraction of hydrophobic mono-2 value less than or equal te2 instead of—1. But already

mers(filled circles is 16% in Fig. &) and 25% in Fig. ). the equal interaction strength between water and hydropho-

The remaining fraction§34% and 25% in Figs. @ and bic monomers as _weII as between_different hydrophobic
monomers is sufficient for the clustering.

D. Polymer dynamics in the LMA

1. Hydrophobic and hydrophilic pentamers
in a polar environment

The snapshots of Fig. [after (a) 10, (b) 5x10% and(c)
10° update$ of a simulation of five hydrophobic pentamers
in the polar solvent show the progress of cluster formation.
Filled circles denote hydrophobic monomers, open circles
denote water molecules. This clustering of hydrophobic
A 1=10 steps B 1=10°steps polymers is not an artifact based on the update rules, as can
be shown easily when simulating the dynamics of hydro-

FIG. 6. Snapshots of mixtures of water:hydrophobic monomerd?hilic pentamergwhich “like” to be in contact with water,
after 16 updates.(a) 16% hydrophobic monomers, 34% water, Pased on the formation of strong H bondsthe same setup.
50% empty;(b) 25% hydrophobic monomers, 25% water, 50% Hydrophilic monomers are always completely dissolved by
empty. Water is denoted as open circles, hydrophobic monomers a¥ater molecules and take part in the H-bond network. Free
filled circles. Cluster formatioriphase separatidns occurring for ~ hydrophilic monomers and hydrophilic polymers show no
both mixtures, strongest for the mixture with most hydrophobiccluster formation in the polar solvent. The clusters formed by
monomers. hydrophobic polymers are not ordered, as there is no addi-
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A 1=10°steps B t=5x10" steps C  t=10° steps

FIG. 7. Cluster formation in a LMA polymer simulatiofe) 10° A 1=10% steps B 1=5x10" steps C =10 steps
time steps(b) 5x 10" time steps, an¢c) 10° time steps. Hydropho-

bic monomers in the pentamers are denoted as filled circles, water F!G- 8. Snapshots of typical polymer clusters in a simulation of
molecules as open circles. lipidlike pentamers in a polar environment. The detéisand (b)

(dimer9 and (c) (quatermer are taken from a run simulating five

tional information for orienting or aligning the polymers in a Pentamers. Open, large circles denote the hydrophilic head mono-
well-defined way, as shown in the next subsection. mer in the pentamers, filled circles denote hydrophobic tail mono-
' mers, the small circles denote water moleculeste that all the

molecules have the same “size” in the simulation; they differ only

. - in this graphical representatipn
The present LMA setup is already very sensitive to the

variation of the molecular types involved in the dynamics.

2. Lipidlike pentamers in a polar environment

; ) . ; . e around polymers, e.g., dense clustering. To avoid these ef-
Figure 8 shows intermediates of simulating lipidlike poly- fects and to study solvent properties in “local three dimen-

mers[ast s_crfr:enaatécall)r/ﬁ_ho;/]v n :jn Fig(@] in th? ptck)]lar en\{[l— sions,” a second lattice can be introduced to allow solvent
ronment. The hydropnilic head monomers in the pentamep,iac jes to pass positions occupied by monomers in poly-
are indicated by the_open,_ large circles, the h_ydrophob_lc talJners if they are not bonded to any other moledale more
motnomerls b% theT;‘:IIe:{d C||rcles. ]I[?]e smzlall C'rdi%:.;'ng'cateexactly, if their thermal state is higher than their yield of
\g’i;r modecu igrs 3 opology 0 I esehc .usf[étﬁ; - ( g{ binding energy on the present positioiThis second lattice
U, an © H0 Upe ate§ as well as t e ormation dy- corresponds to a solvent reservoir. If a solvent molecule en-
namics, especially with respect to a long time scale needed tt‘%rs the second lattice, an identical solvent molecule, with

form clusters(as discussed in Sec. IV)Ediffers strongly respect to relative orientation and thermal state, is released

gr_om _the exa_m':ole _shlé)_wn In F('jg' b7. Theslf, Clltﬁtéﬂse onto a free work-lattice position in the move direction of the
imeric associates in Figs(@ and 8b) as well as the qua- particular solvent molecule. We used this approximation in

termeric in Fig. 8)] are ordered in such a way that the the above-discussed simulation of polymers.

hydrophilic head monomers always stay in contact with wa- (b) Parallel polymer updateThe real-time movement of a

ter, whereas the hydrophobic tails try to cluster. This ex'ponmer is an intrinsically parallel process. In a physical sys-

ample_ shows that even a slight variatior_1 of the phySiCO'tem the translational state of a subpéamonomey of the
chemlc_al type of only one monomer -in the Ioentamerpolymer in timet is instantaneouslywith the speed of light
essentially changes th? cluster formation process. known to all other subparts. To realize this global informa-

Thus there is a crucial erendence of the macromolec_:glqron flow, at least —1 propagation steps in a polymer of the
gggregatlon on the chemical type .Of th.e moleqular entltle5f’engthl have to be performed in the LMA. To resolve pos-
involved. To ensure proper functionality of higher-order gio confiicts requires additional information propagation
structures composed by supramolecular_ ensembles, Sp.e.c'ﬁi:eps. For a more detailed discussion of these issues we refer
mform_atlon has to be present on the basic mqlgcular entitieg,) [22,1. A polymer in the LMA is characterized by an
The h}gher the °fde'f is and the more spepmc a task of Blastic deformability of the monomers in a collision process.
biological structure IS, the more mformaﬂon has .to beThe information about the energetic state of a monomer is
present at the unc_ierlylng _cher_nlcal entities to specify theonly propagated to the bond neighbdi®., monomers in
structure and thus its functionalify]. NH1) in the chain in one time step, assuming that the propa-
gation of the momentum along the chain is sl@me site per
time step due to the time lack based on the deformation of

The treatment of polymers in the present LMA setup issubunits(librational and vibrational modes of bonds'he
confronted with two basic problems: on the one hand, th&same feature also holds for the LMA solvent molecules,
dimensionality of the lattice and on the other hand, the parwhere momenta are also only propagated to neighborhood 1
allel update of an extended object based only on local, disin one time step. This is because a simultaneous fulfillment
crete rules. of (i) a strict parallel updatsii) strict local interaction rules,

(a) Dimensionality A two-dimensional lattice is sufficient and (jii) a strict conservation of momentum, is not possible
to simulate monomeric fluid flow in a qualitative and quan-[27]. For other cellular-automata-based polymer updating
titative correct way, as also demonstrated by the results ahethods we refer t§28,29.
the lattice gas automata simulations formulated in two di-
mensiong24]. Due to the bonds and the excluded molecular
volumes, polymers reduce the degrees of freedom in their
vicinity for other monomers significantly. A straightforward = The representation of a LMA simulation in an absolute
simulation of polymers and solvent in the LMA yields typi- time scale can only be roughly estimated. The overall relax-
cal dimension-based phenomena in the solvent structuration times of polar liquids, determined, e.g., by ultrafast

3. Polymer update on a two-dimensional lattice

E. Correlation of LMA updates to a physical time scale
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fluorescence spectroscofB0], are in the range of one pico- basins of energyi) the thermal state of a molecule, consist-
second. The underlying processes in this time regime are thieg of translational energy and energy distributed over inner
dynamics of fast, mainly librational and rotational, modes indegrees of freedom within a molecule, e.g., rotational terms,
between 10 and 100 fs, followed by a slower, longitudinalis either stored on inner degrees of freedom during the free
relaxation up in the picosecond range. translation or distributed to other molecules in a collision
The longitudinal relaxation in our lattice model is defined Process andi) the potential energy between specific sites on
lattice site to a site in neighborhood 1. On average three fuiforces. Binding of a molecule influences the occupation time
updates of the lattice are needed to translate one water mdpf @ molecule on a particular lattice location. I the highest
ecule (at the given global proportionality factor of 3.7 kinetic energy in a dlr_ectlon exceeds the sum binding energy
These e updates coutd riw b assigned to a 1ps rf 2 TS e Imeroleer b beske Howers
step. Following this interpretation, the first two updates cor- gy gea.

respond to librational and rotational modes of the LMA wa- Monomers in the LMA can be interpreted as an ideal gas
P . . . . if all occupied data structurd®r lattice sitey are separated
ter molecule(i.e., rotation of a molecule on a given lattice

. d the third update | h lational by at least a neighborhood of 3. In this case, the total energy
S|'te) and the third update is on average the translational congz o SyStenE . is given by the sum kinetic energgiq,.-
tribution to the relaxation time.

) ) . Compressing this “ideal gas” to théconstank simulation
The update of a hydrophobic monomer in bulk water isyolume results in a decrease of the potential energy

comparably faster, on average two updates, which corre-y, - as intermolecular interactions are realized and

spond to one translational relaxation. The relaxation time of,qds are formed. The decrease of this potential energy dur-
a hydrophilic monomer is near the relaxation time of watering the simulation, based on the “optimization” of the inter-

in our model. The exact values for the system Wwithoacylar interactions and depending on the global propor-
agloba=3-7 are 3.3 updates for water, 3.0 updates for hydroﬁomj\”ty factor agopa, is implicitly stored as inner

philic monomers, and 1.9 updates for hydrophobic monotintermolecular) energyNote that the distribution of the ki-
mers in the bulk water phase. However, all calculated monog,qtic energies in each direction as wellkg, itself is not

mer systems show a comparable update time in the range @hanged in time. Thus all occurring energy losses are not
fewer than 4 updates and, related to a time scale, a longitysonsidered explicitly, but the inner energy provides the nec-
dinal relaxation time should be in the range of 1 ps. essary energy whenever a bond is broken. Recall that the
The time for updating the model pentamers is, due 10 thgjecrease of this potential energy during the simulation, due
constraints introduced by bonds, much Iong(_ar. A full trans+q the hond formation and depending on the global propor-
lational polymer update, and the corresponding translatlonadona“ty factor agyy, is implicitly stored as inner intermo-

relaxation, is defined by at least one translation of eachc o energy and that it can always be recovered again as
monomer in the polymer by a distance one on the lattice. Thg,glecular assemblies are broken up.

translational relaxation of a hydrophilic pentamer takes on  Tne total energy of the system is thus given by
average 1.510" LMA steps, of a hydrophobic pentamer
6x10° (see Fig. 7, and of a lipidlike pentamer, as show in
Fig. 8, 1.2x10% LMA update steps. These numbers of update Erota™ Ko+ Vo= cONst, 9
steps correspond, taking the update of a single water mol-
ecule as referenc@gvhere three updates correspond to }, ps
to 4-5 ns for the hydrophilic, 2 ns for the hydrophobic, andwhere V, is the potential energy or binding energy term
4 ns for the lipidlike pentamer, respectively. when the simulation is started. The system has a constant
Surprisingly, the translational relaxation of a lipidlike total energy. The total number of grid points on the lattice,
pentamer is similar to the time range of a hydrophilic pen-i.e., the volume, and the total number of molecules are also
tamer, although only one monomer in the pentamer is hydroeonstant during the simulation. Thus the LMA confirms to a
philic. This decreased flexibility of lipidlike polymers, com- microcanonical ensemhle
pared to hydrophobic polymers, is also reflected by an The above interpretation allows the formal definition of
increased cluster stabilityFig. 8) compared to hydrophobic the entropy as
clusters(Fig. 7).
In general, the translational update times or polymers in
the LMA model seem to be overestimated. This is probably S=Ksyster Z, (10
mainly due to the reduced number of degrees of freedom
when simulating polymer dynamics on a two-dimensional ) o )
grid. The simple molecular dynamics and molecular self-WhereKsysemis a LMA intrinsic constant corresponding to
assembly simulation discussed here are thus typically simJh€ Boltzmann constards for a physical system and is a
lated up to the order of 0.Ls real time and they are easily Partition function over the states of the molecules in the
performed on a personal computer or a small workstation. Simulation. SinceZ is not known explicitly(we would have
to derive the Hamiltonian for the LMPAan approximation of
V. THERMODYNAMIC CHARACTERIZATION the entropyS,ua can easily be calculate8, v, measures an
OF THE LMA occupation pointer as an approximation to the partition func-
tion of n molecules on the lattice and does not explicitly take
The driving force for dynamics within the LMA is for- the particular energetical states of a molecule into consider-
mally based on twdin the simulation, strictly separated ation:
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FIG. 9. Evolution of entropy, as formulated in E4.1) (see the
text), for the first 1000 updates of a water simulation, cuayend
two mixtures of water and hydrophobic monomers: cuoyel6%
hydrophobic monomers, 34% water, 50% empty; and canb%
hydrophobic monomers, 25% water, 50% empty.

n
Sima(t) = ksystenLn n_’

11

where D; is an occupation pointer of moleculewith the
value 0, if the molecule does not change its locatiqf)(on
the lattice between timé andt+1, and 1 if the molecule
changes the position in one update.

This definition of entropy only considers the location pa-comitant increase of entropy-since an

rameter of the generalized coordinalésbut not explicitly
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FIG. 10. ProbabilityP 4 0f finding a particular water molecule
with a certain binding energy in the ran@,—18]. P values
below 0.02 are not shown. Open circles denBtgy, values for
molecules in bulk watefas in the system shown in Fig),4illed
squares denotBg.values for water molecules in a mixture neigh-
boring at least one hydrophobic mononfiequal concentration; see
also Fig. §b)].

The entropy, as defined in E@LY), is generally lower for
the mixtures compared to pure water and depends on the
concentration of hydrophobic monomers in the system, since
the value ofS ya is lower for c compared tob. This is
especially of interest when considering tg,,, values, 3.7,
4.4, and 4.2, for the three systefas discussed in Secs. IV B
and IV ©). These values indicate the opposite behavior—a
generaldestabilizationof molecules in a mixture and a con-
increase in
Kiotal/ Vb, tota= @global IS Observed.

the entropic impact of the distribution of energetic states, as This increase is mainly based on the fact that the loss of H

noted for a general partition function in EG.0). But, as we
will see below, thispositional or structural entropy is the

bonds between water molecules is not completely counter-
acted by dipole—induced-dipole and induced-dipole—

manifestation of the specific energetic state of monomers ifhgyced-dipole interactionésee Sec. IV & The reason for

given neighborhood situations.

In the case of the ideal gas LMA in an infinite simulation
volume (no interaction between molecules, no excluded vol-

umes, the sum over alD; is equal ton and the entropy is

therefore zero for this reference system. Figure 9 shows th

dynamics of entropy as defined in E4.1) for water and

water:hydrophobic monomer mixtures. The correspondin

energetic implication for the systems shown in Fidb)6
(25% water, 25% hydrophobic monomer mixtuoempared
to a water simulatiorishown in Fig. 4 is given in Fig. 10.

clustering and the decrease of entropy is based onotizd
(and not the global, as indicated Iay,,) distribution of
energetic states, which is not explicitly considered in Eq.
5311) or Fig. 9.

Figure 10 denotes the probabili®.. to find a water
molecule with a particular binding energy ranging freni

% 18 (three H bonds, three dipole—induced-dipole interac-

tions). The open circles denote the,. values for water
molecules in bulk water phas@s in Fig. 4. Three main

The decrease of entrofi$,,,), based on the stabilization of Peaks are found at5, —10, and—15, corresponding to the
molecules by bond formation, is especially monitored duringthrée possible hydrogen bonds on one particular water mol-

the first 100 steps of the simulation of a water systeorve

ecule. The same overall distribution is also found for the

a) and the two Water:hydrophobic monomer mixturesmixture with 25% hydrophObiC and 25% water molecules on

(curvesb andc), as shown in Figs. @ (16% hydrophobic
monomer$ and Gb) (25% hydrophobic monomers The

the lattice[see also Fig. ®)]. The Pgvalues calculated for

water molecules neighboring at least one hydrophobic mono-

mean entropy for the water system 4s1.55 and remains mer are denoted by the filled squares in Fig. 10.
constant also after longer simulation times. The entropy is The difference in the mixture is the change in the overall

lower for the mixtures=—1.9 for systenb (16% hydrophobic
monomergand —2.5 for systent (25% hydrophobic mono-

probability of water to form a hydrogen bond: Especially

water molecules in the neighborhood of hydrophobic mono-

mer9. These values continue to decrease, e.g., the respectiveers are on average stabilized to a higher extend, mainly at
values for syster are —1.95 after 16 simulation steps and the binding potential of-5 (P, =0.53 for water neighbor-
—2.65 after 10 steps. This again reflects the comparablying hydrophobic molecules, 0.42 for water neighboring wa-

slow phase-separation process for the mixtures.

ter).
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This inhomogeneous, local distribution of binding ener-fluences this balance. The consequence of this perturbation,
gies is the reason for the decrease of entropy for the mixturéhe generatedhydrophobic effect, drives the phase separa-
systems. It is the reason for the entropy decrease shown tibn of hydrophobic molecules in a polar environment.
curvesb andc in Fig. 9. This finding indicates the formation  (jv) LMA lipid polymers form ordered, higher-order mo-
of comparably stable structures around hydrophobic clustenscular structures in water.
and therefore a slower dynamics in the vicinity of hydropho-  (y) The discrete, microscopic system representation,

bic surfaces. This finding corresponds to the experimentally,hich enables a direct calculation of thermodynamic proper-
determined decrease of entropy when.sollvatmg hydrophot_nf;es of a microcanonical ensemble, gives a direct way to

dynamics of water molecules in the hydration shell of hydro'scopic effects contribute to the macroscopic thermodynamic

phobic surface$31-33. gyantities. The change of entropy during solvation processes

It should be noted that the phase-separation process ; . )
hydrophobic monomers in a polar environment and the cont@™ .for instance, directly be followed in the LMA system..
(vi) The molecular water structures around hydrophobic

comitant decrease of entropy are not explicitly implemented ; be directly | d and th i« ch
properties of the molecular elements in this simulation. They?Yraces can be irectly inspected and the entropic changes

are theresult of the system dynamics. These hydrophobicfollowed.

effects are thusmergent propertiesf the molecular dynam- V_esicles and micellelike structures are typical examples
ics. of higher-order molecular structures that can be generated by

lipid:water mixtures. The driving force for the phase separa-
tion and ordering of lipids in water is the hydrophobic effect,
VI. CONCLUSION which is a result of the interactions of the hydrophobic and
) _ hydrophilic molecules arranged in polymers and the polar
We have presented a different type of molecular dynamicgyater molecules. Minimal physicochemical properties of
and self-assembly simulation, the lattice molecular automamglecular entities represented as information in data struc-
ton, that is able to handle very large molecular systems ovegjres on the two-dimensional lattice allows the LMA system
long times (up to the range of secondsin the LMA all o have constructive dynamics and generate higher-order mo-
interactions(electrostatic forcgsare decomposed and com- |ecular structures, e.g., ordered lipid aggregates.
municated via propagating force particles or “photons.” The  The data structure concept of the LMA is of course ex-
monomer-monomer bond forces, the molecular excludedpandable to represent more details of the Physics so that yet
volume forces, the longer-range intermolecular forces, th\igher-order interactions and thus structures can be gener-
polymer-solvent interactions, and the solvent-solvent interacated.(We use the term Physics to denote the real world and
tions are all modeled by propagating information particles. not our models of the real world, which we denote physics.
The concept of lattice data structures, sharing locallyjt should, for instance, be possible to have “membrane pro-
propagated information, is the basis for this kind of molecu-eins” to assemble into the vesicles so that a transport of
lar dynamiCS and Self-assembly simulation. The data Struq'no|ecu|es becomes possib|e' perhaps to fuel a chemical re-
tures are interpreted as computational nodes, storing typerction inside the vesicle that can change the ve§&jleAlso
specific characteristics of molecules as water, hydrophilican assembly of larger molecular units, e.g., whole micellular
and hydrophobic monomers. The update of the state of thgntities, is possible by appropriate expansion of the data
data structures at each lattice site is based on the local infogtrycture.
mation and the receive¢propagatef information from a As we may in this way step up into the dynamical hierar-
given neighborhood on the discrete lattice. chy of molecular structures, the computational resource re-
The LMA is a tool that enables the study of the principle quirements will eventually explode and we will be forced to
physical mechanisms that generate higher-order moleculghange the level of description if we want to understand the
structures. dynamics of these processes. We would need to go to a
(i) A polar solvent like water is characterized by cluster-igher level of description and now interpret each data struc-
ing of water molecules in a hydrogen bonded network withtyre as a molecular aggregate itself and change the data
fast rearrangement dynamics. The water structures generatggcture appropriately. Science has to a large extent been
in the.LMA produce the same radial distribution function asgccessful by doing exactly that: choosing appropriate levels
experimentally measured. of description. With the LMA we have developed a simula-
(it) The hydrophobic effect, which is not explicitly en- tion tool that allows us to investigate the dynamics of the

coded in the LMA, is correctlgeneratecby the interactions  generation of molecular hierarchies, which are processes that
between the hydrophobic monomers and the water molgre not well understood.

ecules.

(i) Phase separation of hydrophobic monomers in water
in the LMA system follows the same dynamical characteris-
tics as have been experimentally determined. This clustering
dynamics is, based on the high binding energies of hydrogen B.M. and G.K. thank the Fonds zur Fterung der Wis-
bonds, feasible from the enthalpic point of view, but not forsenschaftlichen Forschung in Aust(roject No. P-09750-
the entropic state of the system. The structural features dEHE) for financial support. The authors also thank Kai Na-
liquid water are in a sensitive balance of entropy and engel for critical and constructive comments on an earlier
thalpy. The dissolution of hydrophobic particles exactly in-version of this paper.
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