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Simulation and dynamics of entropy-driven, molecular self-assembly processes
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Molecular self-assembly is frequently found to generate higher-order functional structures in biochemical
systems. One such example is the self-assembly of lipids in aqueous solution forming membranes, micelles,
and vesicles; another is the dynamic formation and rearrangement of the cytoskeleton. These processes are
often driven by local, short-range forces and therefore the dynamics is solely based on local interactions. In this
paper, we introduce a cellular automata based simulation, the lattice molecular automaton, in which data
structures, representing different molecular entities such as water and hydrophilic and hydrophobic monomers,
share locally propagated force information on a hexagonal, two-dimensional lattice. The purpose of this level
of description is the simulation of entropic and enthalpic flows in a microcanonical, molecular ensemble to gain
insight about entropy-driven processes in molecular many-particle systems. Three applications are shown, i.e.,
modeling structural features of a polar solvent, cluster formation of hydrophobic monomers in a polar envi-
ronment, and the self-assembly of polymers. Processes leading to phase separation on a molecular level
are discussed. A thorough discussion of the computational details, advantages, and limitations of the
lattice molecular automaton approach is given elsewhere@B. Mayer and S. Rasmussen~unpublished!#.
@S1063-651X~97!06703-2#

PACS number~s!: 87.15.Da, 36.20.2r, 78.55.Bq, 82.20.Wt
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I. INTRODUCTION

A. Biological motivation

Many processes in biomolecular systems lack global,
terfering control. The system dynamics is solely based
local interactions, providing, based on immediate reacti
on environmental changes, the necessary flexibility a
mean stability of the whole system. Considering the proka
otic cell as a hierarchically structured, dynamical system
is possible to characterize specific, functionally linked, m
soscopic complexes. One of these compounds is the sem
meable membrane separating space into an inside an
outside @2#. These membranes consist of a certain type
amphiphilic polymers~hydrophilic head, hydrophobic tail!
acting in the highly polar environment of water.

A basic component as a membrane is, from the theore
viewpoint, characterizable as a higher order, emergent st
ture@3,4#, dynamically formed by interactions between lipid
due to an entropy gradient arising from the structured po
~water! environment. Phase separation of, e.g., lipids in w
ter and a concomitant ordering to vesicles and micelles
spontaneous process lasting from seconds to minutes@5–8#.

The resulting higher-order structures have themselves
dynamics, e.g., turnover~flip-flop mechanism! of single lip-
ids within membranelike structures. This flexibility is of m
jor importance to maintain functionality in a cell membran
which hosts systems at higher hierarchical levels such as
complex for photosynthesis@9#.

The hydrophobic effect~HE!, describing mainly an en
tropic effect, seems to be of fundamental importance in
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self-organization of such biological systems@10#. Various
circumstances lead to the formulation of a hydrophobiceffect
rather than a hydrophobicforce: The most reliable indication
that it is indeed a hydrophobic effect comes from thermo
namics, considering free energy, enthalpy, and entropy
solvation processes

DG5DH2TDS, ~1!

whereDG is the change of free energy,DH is the change of
enthalpy,T is the temperature, andDS is the change of en-
tropy.

It is experimentally known that the free-energy change
dissolution of hydrophobic molecules in a polar solvent
positive, although the change in enthalpy~at room tempera-
ture! is often zero or even negative@11#. Considering that
liquid water has to some extent quasicrystalline features w
highly ordered regions@12,13#, the HE is believed to be
based on a change of the water structure in the vicinity
hydrophobic surfaces and a concomitant decrease of entr
Following this model, the solvent is forced to form a ‘‘cav
around’’ the hydrophobic surface. This reaction, often
ferred to as hydrophobic solvation, is accomplished by a
ferent dynamics of the solvent in the vicinity of hydrophob
surfaces compared to the bulk solvent phase: The acces
ity of microstates decreases and thus the entropy decre
Due to the high surface tension of such a molecular cave,
solvent tends to ‘‘minimize’’ its contact surface to hydroph
bic molecules, which leads eventually to the phase separa
between water and hydrophobic molecules.

Entropy gradients and resulting phase separation
therefore based on effectsgeneratedby the system dynam
ics. They are not observable as explicit interaction forces,
are the result of basic molecular interactions between hyd
4489 © 1997 The American Physical Society
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phobic particles and the polar solvent. They areemergent
properties.

B. Simulation of molecular systems

1. Molecular dynamics and Monte Carlo methods

Recently, various methods have been applied to simu
structural and dynamic properties of macromolecular s
tems. One such example is genetic algorithms@14#, imple-
menting formal criteria of Darwinian evolution through
fitness function~which is in analogy to an energy function!.
With such a method it is, for instance, possible to determ
secondary structure motifs of polymers as proteins. Ho
ever, the classical tools to simulate large molecular syst
are deterministic routines such as molecular dynamics, s
ing Newton’s equations of motion@15#, or stochastic algo-
rithms such as the dynamic Monte Carlo method@16#. These
tools are based on force field calculations considering
terms

Vtotal5 (
bonds

Vi , j1 (
bond angle

Vi , j ,k1 (
torsion

Vı, j ,k,l

1 (
electrostatic

Vi , j1 (
van der Waals

Vi , j , ~2!

whereV is the potential energy andi , j ,k,l are atoms or atom
groups. The total potential energyVtotal of a system withn
atoms is calculated as a sum of individual contributions a
ing from pairwise intra- and intermolecular interaction
Other types of force fields using different intra- and interm
lecular potentials, such as knowledge-based potentials
mean-field minimization methods, are discussed in Ref.@17#.
Recent investigations have proven the importance of w
intermolecular interactions of the van der Waals type incl
ing a polar solvent for general molecular recognition p
cesses@18,19#. A total potential energy of a molecular sy
tem in solutionVtotal has to be calculated as a sum
conformational and solvation energies

Vtotal5Vconformational1Vsolvation. ~3!

Potential energies arising from solvation are calculated
pairwise interactions based on electrostatic and van
Waals terms represented as Coulomb and Lennard-Jone
tentials@20# or as changes in the free energy in a continu
approximation@19#. The pair potentials used in a represen
tion of a solvent do not reproduce cooperative effects as t
occur in the hydrogen bonded network of water.

There are three major problems associated with the
mulation of molecular dynamics as noted above.~i! Using an
atomic level of description instead of a molecular~at the
monomer! level of description makes a simulation of m
lecular self-assembly more complicated than it need to
With such a low-level description it is not possible to sim
late, for instance, processes ranging in a time scale u
minutes like the self-assembly of lipid membranes. The s
ond problem with these descriptions on the atomic leve
the high complexity of the simulator itself, for instanc
shown in the protein folding problem@21#. ~ii ! Using a~pure!
mechanistic instead of cellular automata modeling techni
te
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makes the updating of the system too cumbersome
slower than necessary, since one, in principle, needs to m
;n2 calculations~every pairwise interaction! in a system
with n particles instead of;n calculations.~iii ! Using real
~continuous! variables instead of integers or bit operatio
also slows down the computation when using digital comp
ers. For a further discussion of these issues we refer to@22#.

An excellent overview describing lattice models to sim
late macromolecular systems is given in Ref.@23#. Such
Ising spin based models are capable of generating gen
phenomena of, e.g., phase separation.

2. Lattice molecular automaton

The lattice molecular automaton~LMA ! is an extention of
the lattice polymer automata~LPA! @22# and they are both
made in the spirit of the lattice gas automata~LGA! @24#.
Both the LGA and the LPA have proven to be capable
generating macroscopic effects based on a microscopic,
crete system representation. In the LMA approach, m
ecules also interact on a hexagonal lattice with toroi
boundary conditions. This lattice type has proven to be s
able to avoid anisotropic effects@24#. The molecular entities
and vacuum are encoded in data structures on each la
site to ensure optimal parallel processing. Kinetic- a
potential-energy terms are implemented in the LMA via
formation particles describing an artificial physics within
microcanonical ensemble: constant volume, constant num
of molecules, and constant energy. The inner structure
molecules is not considered; only intermolecular interactio
model the dynamics of the system. The forces in the sys
are determined by a propagation of information or ‘‘force
particles between neighboring data structures. Due to the
plicit discrete character of these information particles, d
crete state functions of the data structures can be evalu
~counted! to calculate thermodynamic properties such as
tropy and enthalpy.

II. THE LATTICE MOLECULAR AUTOMATON
CONCEPT

A. Artificial physics in the LMA

The dynamics of a molecular system depends on kine
energy terms and on the relative molecular position on
potential-energy hypersurface. In a nondissipative syst
the basic conservation laws have to be fulfilled. That me
keeping massM , momentumP, and the total energyEtotal
constant. What is ‘‘optimized’’ in the equilibrium of such
system is the relative position of molecules, leading, depe
ing on the thermal state, to a certain minimum of the s
potential energy

Vtotal5(
i51

n

(
j51

k

Vj ,i , ~4!

whereVj ,i is the local potential-energy situation,n is the
number of molecules, andk is the number of potential-
energy terms. In the LMA, as we shall see, a Boltzma
distribution of kinetic energies drives the many-particle s
tem into locally stable, sum energy configurations.
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1. Implementation of kinetic energy

Each molecule on the hexagonal lattice has six directi
of translation. Each direction is, per definition, independ
and occupied by a Boltzmann distribution of kinetic en
gies. For all particles, directions, and times, the kinetic
ergy for each direction of a translation is larger than zero
the case of a collision process, the kinetic energies are
tributed between the respective molecules following a co
sion model for hard spheres.@This formulation describes
pairwise collision processes correctly~conservation of mo-
mentum and energy!, but only approximates more compl
cated collision situations including more than two molecu
or molecules in polymers. See also Sec. IV D 3 for mo
details.#

The only way to distribute kinetic energies is via collisio
processes. During a free translation of a molecule, all c
rently occupied kinetic-energy levels are conserved and
molecule is characterized as an isolated particle. The ove
~global! thermal state of the system, as the sum kinetic
ergy, stays constant in time. This implies also an ove
conservation of momentum in time for each of the six ind
pendently treated, principle directions on the hexagonal
tice. The kinetic-energy distribution is identical for all co
sidered molecular types, further assuming equal mass
water and hydrophobic and hydrophilic monomers.

2. Implementation of potential energy

The implementation of a potential-energy term is nec
sary to characterize special physicochemical features of
different molecular types. Let us consider a model system
a lipid-water mixture consisting of the following molecule
@see also the schematic drawings in Figs. 1~b!1 and
1~c!1#: solvent, water H2O and polymer, fatty acid
CH3-CH2-CH2-CH2-COOH. The most important term fo
calculating potential energies between uncharged mo
polymers are electrostatic and van der Waals terms@see also
Eq. ~2!# @25#. In the present LMA, three forces of this typ
are included to characterize hydrophilic and hydropho
properties of monomers in the polymer and water:~i! dipole-
dipole interactions as well as hydrogen bonds for wa
water and water–hydrophilic-monomer interactions,~ii !
dipole–induced-dipole interactions for water-hydropho
monomer and hydrophilic–hydrophobic-monomer inter
tions, and ~iii ! induced-dipole–induced-dipole interaction
for hydrophobic-monomer–hydrophobic-monomer inter
tions. One important aspect for the following consideratio
is the comparable distance dependence of all three for
They are short ranged in aqueous solution. The rela
strength of the three different interactions is, however, d
ferent, as the potential-energy gain from a typical H bond
around22 kcal/mol; the other interactions contribute wi
energies in the range of20.5 kcal/mol.

The important features of a water model are the hig
polar character of water and the ability to form stable hyd
gen bonds~H bonds!, i.e., to have three defined interactio
directions~two hydrogens and one oxygen!. The high degree
of order within liquid water is mainly based on these co
parably strong H bonds@12#. Hydrophilic monomers are ei
ther charged or have the capability to form H bonds, such
the carboxyl group in our model polymer. The interactio
between hydrophobic and hydrophilic molecules are wea
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and mainly based on the polarizability of the hydrophob
molecules. Interactions between hydrophobic moieties
comparably strong since electrostatic forces are not shie
by a water shell. The dielectric constantet decreases from 80
in bulk water phase to less than 10 between two neighbo
hydrophobic surfaces. The total potential energyVtotal of our
model system withn molecules is thus described by

Vtotal5(
i51

n

(
j51

6

Vdip-dip,H bond
j ,i 1(

i51

n

(
j51

6

Vdip–ind-dip
j ,i

1(
i51

n

(
j51

6

Vind-dip–ind-dip
j ,i , ~5!

where the sum is over all molecules and over the neighb
hood ~six directions! for each molecule.

In the LMA simulation environment, dipole-dipole inter
actions and H bonds account for a~dimensionless! value of
25 and all other binding interactions for a value of21 for
the total potential energy. Water molecules can, summ
over the six principle directions, be stabilized by a value
218 ~three H bonds and three dipole–induced-dipole int
actions!, hydrophilic monomers by a value of214 ~two hy-
drogen bonds and four dipole–induced-dipole interaction!,
and hydrophobic monomers by a value of26 ~six induced-
dipole–induced-dipole and/or dipole–induced-dipole int
actions!. The relative strength of these interactions is chos
according to corresponding experimentally determined v
ues as noted above.

In the LMA approach, these potential energies prov
attractive binding or repelling forces. They influence the o
cupation time of a given molecule on a particular lattice
cation with a given kinetic-energy distribution. The high
the potential-energy value, the more likely it is for a mo
ecule to stay at that given location. If the kinetic energy o
molecule exceeds the sum potential energy at a given lo
tion, the molecule will not stay, but continue in the directio
where it has its highest kinetic energy. If, for instance
hydrogen bond is formed, the binding energy of this partic
lar bond is stored as internal energy in the bonded molecu
In the case of a collision, the propagated kinetic energy
compared to the internal~binding! energy. If gains from ki-
netic energy are larger than contributions from binding,
particular bonds break up.

III. INFORMATION DYNAMICS:
THE LMA UPDATE CYCLE

The discrete field automata are based on the assump
that all molecular interactions can be modeled by mediat
particles@22#. Both matter and fields are interpreted as ‘‘i
formation particles’’ that propagate locally along the edg
of a lattice and interact with one another at nodes, as i
LGA @26#. Thus the rules that generate the dynamics are~i!
the rules that propagate the information particles that dep
on the current state of the current site and~ii ! the rules that
evaluate the newly propagated information together with
cal states, and~iii ! the chosen update schedule. Unlike
standard LGA and as in the LPA@22# several different types
of information particles are used, so the structure of a nod
more complicated than the simple six-bit register requi
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for a minimal LGA. The molecular model to be discuss
here is formulated on a two-dimensional hexagonal lat
@see Fig. 1~a!#.

Figures 1~b!2 and 1~c!2 depict the abstract LMA repre
sentation of water and monomers in a polymer. All stor
information in the data structures is propagated to a gi
neighborhood~NH! on the hexagonal lattice. Excluded
volume particles, ‘‘repellons,’’ are propagated to neighb
hood 1. To prevent polymers from breaking up, ‘‘bondon
are propagated to neighboring monomers in the polym
The bond length between two monomers in a polymer
fixed to the length of one lattice site. The force particl
propagated to neighborhoods 1 and 2, represent the van
Waals properties of the molecular compounds. They a
mimic the H-bonding capabilities of water and hydrophi
monomers, as indicated by the arrows.

The transmission of the force particles between the m
ecules enables an update of each molecule using only l
information. After the information particle transport step
each lattice site can be updated independently. The fo
communicating particles propagate locally, that is, betw
neighboring lattice sites. A variety of molecular interactio
may be formulated by choosing the mediating particles pr
erly. For instance, a polymer must obey a connectivity c
straint between its monomers and all molecules must obe
excluded-volume constraint. The chemical information h
drophobicity and hydrophilicity as well as the structural i
formation on water are characterized by these force partic
As an example, the propagation of force particles of t
water molecules in positions (i , j ) and (i , j11) on the lattice
is shown in Fig. 2.

In Fig. 2~a! two data structures representing water a
depicted after the propagation of the excluded-volume in
mation particles, the repellons. These particles mimic a h
sphere collision between two molecular surfaces in cl
contact. Their propagation is also the basis for the excha
of kinetic energies in a collision process. In Fig. 2~b! the
propagation step of force particles, the attractions, is sho

FIG. 1. ~a! Six principle directions on a hexagonal lattice.~b!1
and ~c!1 Schematic representation of water and a polymer in
LMA. ~b!2 and~c!2 Propagation of information particles to main
tain the excluded volume~repellons!, bonds between monomers i
polymers~bondons!, and force particles~attractons! generating type
specific force fields, to neighborhoods~NH! 1 and 2 on the hexago
nal lattice, respectively.
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In a first step, these force particles are propagated to ne
borhood 1 and in a second step to neighborhood 2@see Fig.
2~c!#. These attractions represent the binding sites for hyd
gen bonds as also denoted schematically in Figs. 1~b!1,
1~b!2, 1~c!1, and 1~c!2. As can be seen in Fig. 2~c!, the NH2
propagation step of the force particles does not take plac
direction 1 for the molecule on the location (i , j ) and also not
in direction 4 for the molecule on (i , j11). This mimics the
high dielectric constant in bulk water. Force particles~repre-
senting an electric field! are shielded by water, but not b
hydrophobic monomers~see also Sec. II A 2!.

In summary, a simulation update consists of the followi
steps:~i! propagation of molecular types and redistributi
of kinetic energies,~ii ! construction of type specific force
fields, ~iii ! calculation of potential energies,~iv! calculation
of the most proper move direction,~v! readjustment of bonds
in polymers according to the move direction, and~vi! move-
ment of the molecule and clearing the lattice for the n
update. A detailed description of a full LMA update is pr
sented in Ref.@1#.

IV. LMA DYNAMICS: MOLECULAR DYNAMICS
AND MOLECULAR SELF-ASSEMBLY

A. Representation of the polar solvent

A radial distribution function~RDF! gr is a quantity that
checks basic ‘‘geometrical’’ features of the solvent in a s
tem. This function gives a probabilityP of finding a mol-
ecule in a certain neighborhood distancer . For liquid water,
experimentally determined RDFs~by x-ray scattering! show
a peak at 0.25 nm~H-bond distance! and smaller peaks fo
the next theoretical H-bond distances~temperature depen
dent!. This function reflects the ordered structure of t
neighborhood of a particular water molecule in the liqu
phase, mainly based on the formation of hydrogen bond

Figure 3 shows a RDF obtained by a LMA simulation
a polar solvent such as water@see Figs. 1~b!1 and 1~c!1# after
105 simulation steps, where 50% of the lattice sites are
cupied with water. The probabilitygr in the range@0,1# is
plotted versus the neighborhood distance on the hexag
lattice. There is an increased probability of finding anoth

e

FIG. 2. Particle propagation for two water molecules in positi
( i , j ), (i , j11) on the hexagonal lattice:~a! propagation of repellons
to NH1, ensuring the excluded volume;~b! and ~c! propagation of
force particles~attractons! to NH1 and NH2 describing a type spe
cific force field.



a
in
rg
o
tri

r
th

ic

he
ru
r
et

s
e

i
o

ili
e

s

,

-
e

,
e

r

as
e
se
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water molecule for neighborhoods 1, 2, and 3@e.g., the lat-
tice positions (i , j11), (i , j12), and (i , j13) in direction 1#
sincegr.0.5. This RDF shows the comparably higher loc
clustering of water molecules based on the H-bond bind
energies. Without implementation of these stabilizing ene
contributions, the RDF shows no peaks characterizing an
dered neighborhood and the molecules are randomly dis
uted throughout the lattice~gr50.5 with a 50% lattice occu-
pation!. The turnover rate~change of molecule position pe
time step! is in the range of 30%, but the general shape of
RDF remains unchanged in time.

Figure 4 shows two snapshots@time difference of ten
simulation steps between~a! and ~b!# of a water simulation
generating the RDF given in Fig. 3, where 50% of the latt
sites are occupied with water~denoted by open circles!. The
formation of local, irregular clusters is shown, but within t
next ten time steps a global rearrangement of cluster st
tures takes place. The crucial point to obtain this behavio
the simulation system is an appropriate balance of kin
and binding~potential! energies.

B. Balance between kinetic and potential energies

The summed binding energyVb,total and the summed ki-
netic energyK total are given by

Vb,total5 (
k51

n

(
l51

6

uVbinding
l ,k u, ~6!

K total5 (
k51

n

(
l51

6

Kl ,k, ~7!

where l is the index over the six principle lattice direction
and k is the index overn molecules. In a nondissipativ
system, the total inner energy is constant. In the LMA,K total
is by definition constant. The summed binding energy is
the mean constant in the equilibrium situation. The value
Vb,total will in general decrease over time until a~local! mini-
mum value has been obtained that corresponds to equ
rium. The yield of potential energy is implicitly stored in th
system~see also Sec. V!.

The mean value ofVb,total is proportional to the fixed
value of the thermal stateK total of the whole system

FIG. 3. Radial distribution functiongr of a LMA water simula-
tion ~for definition see the text!: 50% of the data structures on th
lattice are covered with water, 50% are empty. The figure is ba
on a set of 104 molecules after 105 simulation steps.
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K total5aglobalVb,total, ~8!

whereaglobal is the global proportionality factor. The global
proportionality factoraglobal is proportional to the tempera-
ture of the system~high kinetic energy corresponds to high
temperature! and defines intrinsically the dynamics of the
system:aglobal,1 fixes the system in a local minimum where
the variation of particle position in time tends towards zero
~in analogy to a spin glass at low temperature!. To obtain the
formation of unstable, but locally ordered clusters, as shown
in Fig. 4,aglobal has to be in a range 3–4~3.7 for the system
shown in Fig. 4!. The mean binding energy per lattice site for
this water simulation is around 5, summed over the six prin-
ciple directions. This indicates that an average one H bond i
formed per water molecule. The respective value for the
mean kinetic energy, again summed over the six directions
is 21. High values ofaglobal.6 enhance the disorder in the
system: The structured radial distribution function, as shown
in Fig. 3, vanishes and a random distribution with values
near 0.5 is obtained for all neighborhoods. This finding is
equivalent to the experimentally determined change of RDF
of liquid water at high temperature.

While aglobal on average is constant in time in equilibrium,
the local proportionalityalocal

( i , j ) betweenVb
( i , j ) andK ( i , j ) at the

site (i , j ) exhibits strong fluctuations. The valuesalocal
( i , j ) of the

time series in Fig. 5~thin line! show the local change of
kinetic and binding energies in time~given in simulation
steps!. They are summed over the six principle directions on
the lattice and recorded during 500 time steps in the equili
brated system for one of the water molecules in Fig. 4. Thes
local characteristics of the molecular dynamics differ com-
pletely from the global behavior: Fluctuations between bind-
ing and kinetic energies characterize the local situation
whereas the relation between these two terms is on averag
constant in time for the global system~thick line, Fig. 5!,
showing the global proportionality factor of 3.7, as discussed
above. This picture represents the local flow of binding~or-
dering! and kinetic~disordering! energies on a particular wa-
ter molecule in the global equilibrium situation. In the case
alocal
( i , j ).aglobal, excess kinetic energy drives the molecule into
free translation; ifalocal

( i , j ),aglobal, the molecule is in the mean
fixed on a cluster position in the hydrogen bonded wate
network. This relationship of the local instability is the cause
for the formation of local, unstable clusters in the model for

FIG. 4. Two snapshots of the LMA water representation in equi-
librium ~a! at time t5105 simulation steps and~b! at time
t5105110 steps. Data structures representing water are denoted
circles.
d
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a polar solvent like water. In this way the system is tunab
between a ‘‘quasicrystal’’ phase and a ‘‘gas’’ phase by alte
ing aglobal.

C. Dynamics of hydrophobic monomers
in a polar environment

The main type specific feature of hydrophobic monome
in the LMA is the interaction with other hydrophobic mono
mers according to the induced-dipole–induced-dipole ty
~see Sec. II A 2!. The relative strength of this force in the
present LMA setup is set equal to the dipole–induced-dipo
interaction between water and hydrophobic monomers. H
drophobic monomers have therefore no binding preferen
for water or other hydrophobic monomers.

Figure 6 shows snapshots of a water-hydrophobic mon
mer system, 105 simulation steps after the initial random
mixing of both molecular types. 50% of the lattice sites a
occupied by molecules. The fraction of hydrophobic mon
mers~filled circles! is 16% in Fig. 6~a! and 25% in Fig. 6~b!.
The remaining fractions@34% and 25% in Figs. 6~a! and

FIG. 5. Evolution of the local proportionality factoralocal
( i , j ) ~thin

line! and the global proportionality factoraglobal ~thick line! ~for
definition see the text! for a LMA water simulation during 500 time
steps in equilibrium.

FIG. 6. Snapshots of mixtures of water:hydrophobic monome
after 105 updates.~a! 16% hydrophobic monomers, 34% water
50% empty; ~b! 25% hydrophobic monomers, 25% water, 50%
empty. Water is denoted as open circles, hydrophobic monomer
filled circles. Cluster formation~phase separation! is occurring for
both mixtures, strongest for the mixture with most hydrophob
monomers.
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6~b!, respectively# is filled with water~open circles!. In Fig.
6~a! the mean binding energy@see Eq.~6!# of a hydrophobic
monomer, again summed over all six directions, is 2.5 a
the value for water is 5.5. The respective values for Fig. 6~b!
are 4.2 and 5.7. The mean kinetic energy for both molecu
types is again 21 for both simulations. The global prop
tionality aglobal is, after 10

5 updates, 4.4 for Fig. 6~a! and 4.2
for Fig. 6~b!. The increase of the global proportionality fa
tor ~compared to pure water! is mainly due to the loss o
hydrogen bonds between water molecules, whose en
contributions are, in this system, only partly counteracted
the binding energy based on water-hydrophobic monom
and hydrophobic-monomer–hydrophobic-monomer inter
tions. However, the mean stabilization of a water molecule
a mixture is larger than in the bulk~comparing the values o
5.5 and 5.7 for binding energies denoted above with
value 5.0 discussed in Sec. II B!.

The hydrophobic monomers~filled circles! start to form
clusters in the polar environment and the mean cluster
depends intrinsically on the fraction of water to hydrophob
monomers. The dynamics to form larger clusters is rat
slow after the first formation of small clusters as found
Fig. 6~a!. This behavior is based on nonlinear kinetics: fi
the comparably fast formation of small clusters, then
slower diffusion dynamics of these clusters to form larg
hydrophobic domains.

The energetic basis of the cluster formation itself is t
most interesting part. The clustering takes place, altho
the binding energy between two hydrophobic monomers
comparably weak, much weaker than the water-water bi
ing ~ratio 1:5 in the current setup! and only as strong as th
hydrophobic-monomer–water interaction. A hydrophob
molecule has therefore no binding energy preference for
ter or another hydrophobic monomer, but still clustering o
curs. The reason for the starting phase separation is there
based on the properties of the polar solvent, as will be sho
in Sec. V. Complete phase separation can be simulated
increasing the induced-dipole–induced-dipole interaction
a value less than or equal to22 instead of21. But already
the equal interaction strength between water and hydrop
bic monomers as well as between different hydropho
monomers is sufficient for the clustering.

D. Polymer dynamics in the LMA

1. Hydrophobic and hydrophilic pentamers
in a polar environment

The snapshots of Fig. 7@after ~a! 103, ~b! 53104, and~c!
105 updates# of a simulation of five hydrophobic pentame
in the polar solvent show the progress of cluster formati
Filled circles denote hydrophobic monomers, open circ
denote water molecules. This clustering of hydropho
polymers is not an artifact based on the update rules, as
be shown easily when simulating the dynamics of hyd
philic pentamers~which ‘‘like’’ to be in contact with water,
based on the formation of strong H bonds! in the same setup
Hydrophilic monomers are always completely dissolved
water molecules and take part in the H-bond network. F
hydrophilic monomers and hydrophilic polymers show
cluster formation in the polar solvent. The clusters formed
hydrophobic polymers are not ordered, as there is no a
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tional information for orienting or aligning the polymers in
well-defined way, as shown in the next subsection.

2. Lipidlike pentamers in a polar environment

The present LMA setup is already very sensitive to
variation of the molecular types involved in the dynamic
Figure 8 shows intermediates of simulating lipidlike pol
mers@as schematically shown in Fig. 1~c!# in the polar envi-
ronment. The hydrophilic head monomers in the pentam
are indicated by the open, large circles, the hydrophobic
monomers by the filled circles. The small circles indica
water molecules. The topology of these clusters@~a! 103, ~b!
5.104, and ~c! 105 updates#, as well as their formation dy
namics, especially with respect to a long time scale neede
form clusters~as discussed in Sec. IV E!, differs strongly
from the example shown in Fig. 7. These clusters@the
dimeric associates in Figs. 8~a! and 8~b! as well as the qua
termeric in Fig. 8~c!# are ordered in such a way that th
hydrophilic head monomers always stay in contact with w
ter, whereas the hydrophobic tails try to cluster. This
ample shows that even a slight variation of the physi
chemical type of only one monomer in the pentam
essentially changes the cluster formation process.

Thus there is a crucial dependence of the macromolec
aggregation on the chemical type of the molecular enti
involved. To ensure proper functionality of higher-ord
structures composed by supramolecular ensembles, spe
information has to be present on the basic molecular enti
The higher the order is and the more specific a task o
biological structure is, the more information has to
present at the underlying chemical entities to specify
structure and thus its functionality@4#.

3. Polymer update on a two-dimensional lattice

The treatment of polymers in the present LMA setup
confronted with two basic problems: on the one hand,
dimensionality of the lattice and on the other hand, the p
allel update of an extended object based only on local,
crete rules.

(a) Dimensionality.A two-dimensional lattice is sufficien
to simulate monomeric fluid flow in a qualitative and qua
titative correct way, as also demonstrated by the result
the lattice gas automata simulations formulated in two
mensions@24#. Due to the bonds and the excluded molecu
volumes, polymers reduce the degrees of freedom in t
vicinity for other monomers significantly. A straightforwar
simulation of polymers and solvent in the LMA yields typ
cal dimension-based phenomena in the solvent struc

FIG. 7. Cluster formation in a LMA polymer simulation:~a! 103

time steps,~b! 53104 time steps, and~c! 105 time steps. Hydropho-
bic monomers in the pentamers are denoted as filled circles, w
molecules as open circles.
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around polymers, e.g., dense clustering. To avoid these
fects and to study solvent properties in ‘‘local three dime
sions,’’ a second lattice can be introduced to allow solv
molecules to pass positions occupied by monomers in p
mers if they are not bonded to any other molecule~or, more
exactly, if their thermal state is higher than their yield
binding energy on the present position!. This second lattice
corresponds to a solvent reservoir. If a solvent molecule
ters the second lattice, an identical solvent molecule, w
respect to relative orientation and thermal state, is relea
onto a free work-lattice position in the move direction of t
particular solvent molecule. We used this approximation
the above-discussed simulation of polymers.

(b) Parallel polymer update.The real-time movement of a
polymer is an intrinsically parallel process. In a physical s
tem the translational state of a subpart~monomer! of the
polymer in timet is instantaneously~with the speed of light!
known to all other subparts. To realize this global inform
tion flow, at leastl21 propagation steps in a polymer of th
length l have to be performed in the LMA. To resolve po
sible conflicts requires additional information propagati
steps. For a more detailed discussion of these issues we
to @22,1#. A polymer in the LMA is characterized by a
elastic deformability of the monomers in a collision proce
The information about the energetic state of a monome
only propagated to the bond neighbors~i.e., monomers in
NH1! in the chain in one time step, assuming that the pro
gation of the momentum along the chain is slow~one site per
time step! due to the time lack based on the deformation
subunits~librational and vibrational modes of bonds!. The
same feature also holds for the LMA solvent molecul
where momenta are also only propagated to neighborhoo
in one time step. This is because a simultaneous fulfillm
of ~i! a strict parallel update,~ii ! strict local interaction rules,
and ~iii ! a strict conservation of momentum, is not possib
@27#. For other cellular-automata-based polymer updat
methods we refer to@28,29#.

E. Correlation of LMA updates to a physical time scale

The representation of a LMA simulation in an absolu
time scale can only be roughly estimated. The overall rel
ation times of polar liquids, determined, e.g., by ultrafa

ter FIG. 8. Snapshots of typical polymer clusters in a simulation
lipidlike pentamers in a polar environment. The details~a! and ~b!
~dimers! and ~c! ~quatermer! are taken from a run simulating five
pentamers. Open, large circles denote the hydrophilic head m
mer in the pentamers, filled circles denote hydrophobic tail mo
mers, the small circles denote water molecules~note that all the
molecules have the same ‘‘size’’ in the simulation; they differ on
in this graphical representation!.
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fluorescence spectroscopy@30#, are in the range of one pico
second. The underlying processes in this time regime are
dynamics of fast, mainly librational and rotational, modes
between 10 and 100 fs, followed by a slower, longitudin
relaxation up in the picosecond range.

The longitudinal relaxation in our lattice model is defin
by the translation of a particular water molecule from o
lattice site to a site in neighborhood 1. On average three
updates of the lattice are needed to translate one water
ecule ~at the given global proportionality factor of 3.7!.
These three updates could now be assigned to a 1-ps
step. Following this interpretation, the first two updates c
respond to librational and rotational modes of the LMA w
ter molecule~i.e., rotation of a molecule on a given lattic
site! and the third update is on average the translational c
tribution to the relaxation time.

The update of a hydrophobic monomer in bulk water
comparably faster, on average two updates, which co
spond to one translational relaxation. The relaxation time
a hydrophilic monomer is near the relaxation time of wa
in our model. The exact values for the system w
aglobal53.7 are 3.3 updates for water, 3.0 updates for hyd
philic monomers, and 1.9 updates for hydrophobic mo
mers in the bulk water phase. However, all calculated mo
mer systems show a comparable update time in the rang
fewer than 4 updates and, related to a time scale, a long
dinal relaxation time should be in the range of 1 ps.

The time for updating the model pentamers is, due to
constraints introduced by bonds, much longer. A full tra
lational polymer update, and the corresponding translatio
relaxation, is defined by at least one translation of e
monomer in the polymer by a distance one on the lattice.
translational relaxation of a hydrophilic pentamer takes
average 1.53104 LMA steps, of a hydrophobic pentame
63103 ~see Fig. 7!, and of a lipidlike pentamer, as show
Fig. 8, 1.23104 LMA update steps. These numbers of upda
steps correspond, taking the update of a single water m
ecule as reference~where three updates correspond to 1 p!,
to 4–5 ns for the hydrophilic, 2 ns for the hydrophobic, a
4 ns for the lipidlike pentamer, respectively.

Surprisingly, the translational relaxation of a lipidlik
pentamer is similar to the time range of a hydrophilic pe
tamer, although only one monomer in the pentamer is hyd
philic. This decreased flexibility of lipidlike polymers, com
pared to hydrophobic polymers, is also reflected by
increased cluster stability~Fig. 8! compared to hydrophobic
clusters~Fig. 7!.

In general, the translational update times or polymers
the LMA model seem to be overestimated. This is proba
mainly due to the reduced number of degrees of freed
when simulating polymer dynamics on a two-dimensio
grid. The simple molecular dynamics and molecular se
assembly simulation discussed here are thus typically si
lated up to the order of 0.1ms real time and they are easi
performed on a personal computer or a small workstatio

V. THERMODYNAMIC CHARACTERIZATION
OF THE LMA

The driving force for dynamics within the LMA is for
mally based on two~in the simulation, strictly separated!
he
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basins of energy:~i! the thermal state of a molecule, consis
ing of translational energy and energy distributed over in
degrees of freedom within a molecule, e.g., rotational ter
is either stored on inner degrees of freedom during the
translation or distributed to other molecules in a collisi
process and~ii ! the potential energy between specific sites
the three molecular entities recruiting attracting and repell
forces. Binding of a molecule influences the occupation ti
of a molecule on a particular lattice location. If the highe
kinetic energy in a direction exceeds the sum binding ene
of the molecule the intermolecular bond breaks. Howev
the sum inner energy on the molecule remains unchange

Monomers in the LMA can be interpreted as an ideal g
if all occupied data structures~or lattice sites! are separated
by at least a neighborhood of 3. In this case, the total ene
of the systemEtotal is given by the sum kinetic energyK total.
Compressing this ‘‘ideal gas’’ to the~constant! simulation
volume results in a decrease of the potential ene
2Vb,total as intermolecular interactions are realized a
bonds are formed. The decrease of this potential energy
ing the simulation, based on the ‘‘optimization’’ of the inte
molecular interactions and depending on the global prop
tionality factor aglobal, is implicitly stored as inner
(intermolecular) energy. Note that the distribution of the ki-
netic energies in each direction as well asK total itself is not
changed in time. Thus all occurring energy losses are
considered explicitly, but the inner energy provides the n
essary energy whenever a bond is broken. Recall that
decrease of this potential energy during the simulation,
to the bond formation and depending on the global prop
tionality factoraglobal, is implicitly stored as inner intermo
lecular energy and that it can always be recovered agai
molecular assemblies are broken up.

The total energy of the system is thus given by

Etotal5K total1V05const, ~9!

where V0 is the potential energy or binding energy ter
when the simulation is started. The system has a cons
total energy. The total number of grid points on the lattic
i.e., the volume, and the total number of molecules are a
constant during the simulation. Thus the LMA confirms to
microcanonical ensemble.

The above interpretation allows the formal definition
the entropy as

S5ksystemln Z, ~10!

whereksystem is a LMA intrinsic constant corresponding t
the Boltzmann constantkB for a physical system andZ is a
partition function over the states of the molecules in t
simulation. SinceZ is not known explicitly~we would have
to derive the Hamiltonian for the LMA! an approximation of
the entropySLMA can easily be calculated.SLMA measures an
occupation pointer as an approximation to the partition fu
tion of n molecules on the lattice and does not explicitly ta
the particular energetical states of a molecule into consid
ation:
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SLMA ~ t !5ksystemln
(
i51

n

Di

n
, ~11!

whereDi is an occupation pointer of moleculei with the
value 0, if the molecule does not change its location (i , j ) on
the lattice between timet and t11, and 1 if the molecule
changes the position in one update.

This definition of entropy only considers the location p
rameter of the generalized coordinatesG, but not explicitly
the entropic impact of the distribution of energetic states
noted for a general partition function in Eq.~10!. But, as we
will see below, thispositional or structural entropy is the
manifestation of the specific energetic state of monomer
given neighborhood situations.

In the case of the ideal gas LMA in an infinite simulatio
volume~no interaction between molecules, no excluded v
umes!, the sum over allDi is equal ton and the entropy is
therefore zero for this reference system. Figure 9 shows
dynamics of entropy as defined in Eq.~11! for water and
water:hydrophobic monomer mixtures. The correspond
energetic implication for the systems shown in Fig. 6~b!
~25% water, 25% hydrophobic monomer mixture! compared
to a water simulation~shown in Fig. 4! is given in Fig. 10.
The decrease of entropy~SLMA !, based on the stabilization o
molecules by bond formation, is especially monitored dur
the first 100 steps of the simulation of a water system~curve
a! and the two water:hydrophobic monomer mixtur
~curvesb andc!, as shown in Figs. 6~a! ~16% hydrophobic
monomers! and 6~b! ~25% hydrophobic monomers!. The
mean entropy for the water system is21.55 and remains
constant also after longer simulation times. The entropy
lower for the mixtures:21.9 for systemb ~16% hydrophobic
monomers! and22.5 for systemc ~25% hydrophobic mono-
mers!. These values continue to decrease, e.g., the respe
values for systemb are21.95 after 103 simulation steps and
22.65 after 105 steps. This again reflects the comparab
slow phase-separation process for the mixtures.

FIG. 9. Evolution of entropy, as formulated in Eq.~11! ~see the
text!, for the first 1000 updates of a water simulation, curvea, and
two mixtures of water and hydrophobic monomers: curveb, 16%
hydrophobic monomers, 34% water, 50% empty; and curvec, 25%
hydrophobic monomers, 25% water, 50% empty.
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The entropy, as defined in Eq.~11!, is generally lower for
the mixtures compared to pure water and depends on
concentration of hydrophobic monomers in the system, si
the value ofSLMA is lower for c compared tob. This is
especially of interest when considering theaglobal values, 3.7,
4.4, and 4.2, for the three systems~as discussed in Secs. IV B
and IV C!. These values indicate the opposite behavior—
generaldestabilizationof molecules in a mixture and a con
comitant increase of entropy—since an increase in
K total/Vb,total5aglobal is observed.

This increase is mainly based on the fact that the loss o
bonds between water molecules is not completely coun
acted by dipole–induced-dipole and induced-dipol
induced-dipole interactions~see Sec. IV C!. The reason for
clustering and the decrease of entropy is based on thelocal
~and not the global, as indicated byaglobal! distribution of
energetic states, which is not explicitly considered in E
~11! or Fig. 9.

Figure 10 denotes the probabilityPstate to find a water
molecule with a particular binding energy ranging from21
to 218 ~three H bonds, three dipole–induced-dipole intera
tions!. The open circles denote thePstate values for water
molecules in bulk water phase~as in Fig. 4!. Three main
peaks are found at25, 210, and215, corresponding to the
three possible hydrogen bonds on one particular water m
ecule. The same overall distribution is also found for t
mixture with 25% hydrophobic and 25% water molecules
the lattice@see also Fig. 6~b!#. ThePstatevalues calculated for
water molecules neighboring at least one hydrophobic mo
mer are denoted by the filled squares in Fig. 10.

The difference in the mixture is the change in the over
probability of water to form a hydrogen bond: Especia
water molecules in the neighborhood of hydrophobic mo
mers are on average stabilized to a higher extend, mainl
the binding potential of25 ~Pstate50.53 for water neighbor-
ing hydrophobic molecules, 0.42 for water neighboring w
ter!.

FIG. 10. ProbabilityPstateof finding a particular water molecule
with a certain binding energy in the range@0,218#. Pstate values
below 0.02 are not shown. Open circles denotePstate values for
molecules in bulk water~as in the system shown in Fig. 4!, filled
squares denotePstatevalues for water molecules in a mixture neig
boring at least one hydrophobic monomer@equal concentration; se
also Fig. 6~b!#.
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This inhomogeneous, local distribution of binding ene
gies is the reason for the decrease of entropy for the mix
systems. It is the reason for the entropy decrease show
curvesb andc in Fig. 9. This finding indicates the formatio
of comparably stable structures around hydrophobic clus
and therefore a slower dynamics in the vicinity of hydroph
bic surfaces. This finding corresponds to the experiment
determined decrease of entropy when solvating hydroph
molecules at room temperature and is in accordance
other models describing hydrophobic effects showing s
dynamics of water molecules in the hydration shell of hyd
phobic surfaces@31–33#.

It should be noted that the phase-separation proces
hydrophobic monomers in a polar environment and the c
comitant decrease of entropy are not explicitly implemen
properties of the molecular elements in this simulation. Th
are theresult of the system dynamics. These hydrophob
effects are thusemergent propertiesof the molecular dynam-
ics.

VI. CONCLUSION

We have presented a different type of molecular dynam
and self-assembly simulation, the lattice molecular autom
ton, that is able to handle very large molecular systems o
long times ~up to the range of seconds!. In the LMA all
interactions~electrostatic forces! are decomposed and com
municated via propagating force particles or ‘‘photons.’’ T
monomer-monomer bond forces, the molecular exclud
volume forces, the longer-range intermolecular forces,
polymer-solvent interactions, and the solvent-solvent inter
tions are all modeled by propagating information particle

The concept of lattice data structures, sharing loca
propagated information, is the basis for this kind of molec
lar dynamics and self-assembly simulation. The data st
tures are interpreted as computational nodes, storing t
specific characteristics of molecules as water, hydroph
and hydrophobic monomers. The update of the state of
data structures at each lattice site is based on the local in
mation and the received~propagated! information from a
given neighborhood on the discrete lattice.

The LMA is a tool that enables the study of the princip
physical mechanisms that generate higher-order molec
structures.

~i! A polar solvent like water is characterized by cluste
ing of water molecules in a hydrogen bonded network w
fast rearrangement dynamics. The water structures gene
in the LMA produce the same radial distribution function
experimentally measured.

~ii ! The hydrophobic effect, which is not explicitly en
coded in the LMA, is correctlygeneratedby the interactions
between the hydrophobic monomers and the water m
ecules.

~iii ! Phase separation of hydrophobic monomers in wa
in the LMA system follows the same dynamical characte
tics as have been experimentally determined. This cluste
dynamics is, based on the high binding energies of hydro
bonds, feasible from the enthalpic point of view, but not
the entropic state of the system. The structural feature
liquid water are in a sensitive balance of entropy and
thalpy. The dissolution of hydrophobic particles exactly
-
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fluences this balance. The consequence of this perturba
the generatedhydrophobic effect, drives the phase sepa
tion of hydrophobic molecules in a polar environment.

~iv! LMA lipid polymers form ordered, higher-order mo
lecular structures in water.

~v! The discrete, microscopic system representati
which enables a direct calculation of thermodynamic prop
ties of a microcanonical ensemble, gives a direct way
compare results from simulation with thermodynamic d
from experiments and further determine how different mic
scopic effects contribute to the macroscopic thermodyna
quantities. The change of entropy during solvation proces
can, for instance, directly be followed in the LMA system

~vi! The molecular water structures around hydropho
surfaces can be directly inspected and the entropic cha
followed.

Vesicles and micellelike structures are typical examp
of higher-order molecular structures that can be generate
lipid:water mixtures. The driving force for the phase sepa
tion and ordering of lipids in water is the hydrophobic effe
which is a result of the interactions of the hydrophobic a
hydrophilic molecules arranged in polymers and the po
water molecules. Minimal physicochemical properties
molecular entities represented as information in data st
tures on the two-dimensional lattice allows the LMA syste
to have constructive dynamics and generate higher-order
lecular structures, e.g., ordered lipid aggregates.

The data structure concept of the LMA is of course e
pandable to represent more details of the Physics so tha
higher-order interactions and thus structures can be ge
ated.~We use the term Physics to denote the real world a
not our models of the real world, which we denote physic!
It should, for instance, be possible to have ‘‘membrane p
teins’’ to assemble into the vesicles so that a transpor
molecules becomes possible, perhaps to fuel a chemica
action inside the vesicle that can change the vesicle@8#. Also
an assembly of larger molecular units, e.g., whole micellu
entities, is possible by appropriate expansion of the d
structure.

As we may in this way step up into the dynamical hiera
chy of molecular structures, the computational resource
quirements will eventually explode and we will be forced
change the level of description if we want to understand
dynamics of these processes. We would need to go t
higher level of description and now interpret each data str
ture as a molecular aggregate itself and change the
structure appropriately. Science has to a large extent b
successful by doing exactly that: choosing appropriate lev
of description. With the LMA we have developed a simul
tion tool that allows us to investigate the dynamics of t
generation of molecular hierarchies, which are processes
are not well understood.
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