PHYSICAL REVIEW E VOLUME 54, NUMBER 5 NOVEMBER 1996
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Results of a niobium absorption experiment are presented that represent a major step in the development of
techniques necessary for the quantitative characterization of hot, dense matter. The general requirements for
performing quantitative analyses of absorption spectra are discussed. Hydrodynamic simulations are used to
illustrate the behavior of tamped x-ray-heated matter and to indicate potential two-dimensional problems
inherent in the technique. The absorption spectrum of adomaterial, in this case aluminum, mixed with
niobium provides a temperature diagnostic, which together with radiography as a density diagnostic fully
characterizes the sample. A discussion is presented of opacity calculations and a comparison to the measure-
ments is given that illustrates the need for experiments to provide a critical test of theory. The experimental
technique is placed in context with a review of previous measurements using absorption spectroscopy to probe
hot, dense matter. It is shown that the overall experimental concepts, although understood, were not always
achieved in previous experimen{§1063-651X96)03111-X

PACS numbgs): 52.25-b, 07.85-m, 32.30.Rj, 32.60ki

[. INTRODUCTION butions to the spectrum with enough ancillary information to
permit quantitative analysis. Thus the target design and ge-
High-powered lasers can be used to irradiate tigiar-  ometry play a central role in the experiment.
gets producing x-ray fluxes that can volumetrically heat ma- The study of plasma radiative properties requires the si-
terials to substantial temperatures. This x-ray flux produces multaneous measurements of the temperature, density, and
state of high-energy density matter that can be studied by thabsorption, or emission, spectrum. The lack of simultaneity
recently developed techniques of absorption spectroscopy toas been a weakness of most absorption measurements. For
yield detailed informatio{1]. The theoretical and experi- example, some experiments have relied on hydrodynamics
mental investigation of the x-ray-absorption characteristicsimulations to infer the plasma temperature and density,
of these plasmas is an active field of research with applicawhile others provide measurements of the temperature, den-
tions in astrophysics, inertial fusion, and x-ray laser producsity, and absorption spectrum, but on separate experiments.
tion [1-4]. We report here the development of a technique that allows
The initial goal of such experiments was to develop techthe simultaneous measurements of the temperature, density,
nigues that could provide meaningful quantitative data omand absorption spectrum. This is made possible by two sig-
radiative and material properties. The results could then baificant modifications of previous experiments. First, the
employed to verify theoretical models or to obtain primarydensity is obtained by employing a second spectrometer to
data where theoretical models are not at a sufficient level ofonitor the sample expansion. Second, a mixture of niobium
sophistication. Over the past several years procedures to inand aluminum is used to determine the temperature from the
prove these experiments have been pursued. Improvemerdabsorption spectrum of aluminum, which occurs in a spectral
include the capability to quantify x-ray-absorption sourcesregion distinct from niobium. That is, we are employing the
and the development of spectrometers that can simultaesults of previous experiments where it was proven that the
neously measure temporal, spatial, and spectral informatiotemperature can be determined with an error of less than 3%
from a hot dense source. Although achieving technologicaby using detailed spectroscopic models to reproduce the ob-
proficiency is necessary, it is not sufficient for a full analysisserved aluminum absorption spectrfifj. It is obvious by
of the data. In addition, an experimental configuration mustooking at the numerous details of the transmission from a
be implemented that adequately records the various contrmoderateZ element that only a high-precision, well-

1063-651X/96/5¢6)/561715)/$10.00 54 5617 © 1996 The American Physical Society



5618 T. S. PERRYet al. 54

constrained experiment can provide a method to differentiate Absorption
among competing theories. %& Source

Given the number of attempts to perform experiments of |
this kind and the number of fields in which these data can be {
used, the evolution of these experiments is not of isolated |
importance. In fact, the current experimental construct can besA¥we }
used as a basis to review other experimental work in the F&-% —_ | ™™ |
field. These experiments fall into three categories. First are T :

. . S \
the methods using the point projection spectroscopy tech- %g_ _N _______ %

nigue, which is also used in the present experinjdng]. _ N

This method makes possible the simultaneous measurement “Zs"

of the plasma conditions and the appropriate spectral infor- xerays

mation. Second are the experiments using streak cameras to

measure the backlight spectrum attenuated by the sd@ple

This method provides both time and spectral resolution, but ;

does not allow the spatial resolution necessary to obtain all Spectrometer 1

the signals simultaneously. As a result, a series of separate

experiments is necessary to obtain the data. Finally, there are FiG. 1. (a) Schematic of an experiment designed to allow quan-

experiments that use a large area backlight with two Speaitative analysis of the absorption spectrum. The key elements are

trometers: one to measure the backlight source and a secomié backlight, the sandwich target, and a recording medium that

to measure the absorption. This method has no spatial infosllows the various sources to be measured at one timeSche-

mation and the temporal information is derived from the fi- matic showing two spectrometers as used in the PPS technique.

nite duration of the backlighd]. We note that other absorp-

tion experiments that use point projection spectroscopy fosulting from a characterized backlight. In particular, when

nonlocal thermodynamic equilibrium studies will not be re- absolute absorption is to be measured, the various sources of

viewed as these are further complicated by the large spatidhe intensity contributing to the film exposure must be re-

gradients and difficulties inherent in kinetics model|iag. corded in a manner that allows their separation. The contrib-
The layout of the paper is as follows. In Sec. Il a discus-uting sources are intrinsic film fog, instrumental fluores-

sion is given of the experimental requirements for obtainingcence, and sources that are spectrally dispersed: the backlight

guantitative absorption data from well-characterized plasmand the sample emission. In addition, the efficiencies associ-

samples. In Sec. Il two-dimensional hydrodynamic simula-ated with the experimental measurement, such as reflectivi-

tions are presented to describe the time-dependent behavitdes and filter transmissions, must be calibrated. Since abso-

of a sample that is volumetrically heated and tamped. Théute calibration is difficult, it is preferable to have all the

results of absorption measurement from a mixture of alumiinformation recorded on theamepiece of film. In this man-

num and niobium, obtained simultaneously with the tem-ner variations in film, film development, grating or crystal

perature and density, are presented in Sec. IV. In Sec. V eesponse, and filters are minimized. An example is shown is

comparison with calculations is shown where we illustrateFig. 1, where point projection spectroscopy is used to record

that the effort to provide a benchmark allows one to selecthe various contributions on a single piece of film.

among various calculations that would otherwise be of equal The exposureE on film can be written as

merit. With the experimental requirements set out in Sec. Il,

the general behavior of the plasma defined by the hydrody- Efim = Etog ™ Efluorescencd” Eabsorptior™ Eemission

namics simulations in Sec. lll, and the successful empon:I_he inherent film fog must be subtracted from the data first.

ment of these requirements in Secs. IV and V, we discuss "Hhe remaining contributions are then converted from film

Sec. Vl'several previous prgnmgnts in light of the Currentexposure to intensity using calibrations provided, in the ideal
work. Finally, a summary is given in Sec. VII.

case, by a step wedge being imposed on the original piece of

x-rays

Spectrometer 2

x-rays

Il. REQUIREMENTS FOR AN ABSORPTION filrr]. This process produces the intensity informatibn
EXPERIMENT which can be written as
The constraints on a quantitative absorption experiment Iim =l fluorescenca™ | absorptiont | emission

are threefold. First, one must have a setup that permits the | .

absorption spectrum to be obtained from the data. Second/Nich can be solved for the absorption spectrum

the experiment must incorporate characterization of the | e T )
plasma, e.g., independent measurements of the plasma tem- absorption™ Hfilm — *fluorescence " emissiorr

perature and density. Third, the need for theoretical modelgpe frequency-dependent transmission through the sample
should be minimized and those models that are needed muﬁy) is given by
be independently verified. These points are covered in detalil

below. T( 1/)= Iabsorption: e T(V)' (2)
A. Measurement of the absorption spectrum o

The first requirement for quantitative analysis of the ex-where 7 is the optical depth of the sample atg is the
periments is the determination of the absorption spectra rdvacklight source intensity. Thus, to obtain the frequency-
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dependent information on the absorptidg,must be deter- CH refers to the plastic tamper used in the present experi-

mined independently. Consequently, the same reduction usedents, whileZ refers to the moderaté-sample. Solving for

to obtainl 4psoriionin EQ. (1) would be necessary to obtaip.  the transmission, we find

The data analysis inherent in E€l) is only correct if the

emission sources are negligible or if the emission can be ISH\ 15T e— iz

separated from the absorption. T = JCAFZ|| JCH _[ch
If these conditions are met and the data are reduced con- 0 film’~ " emission

sistently with Egs.(1) and (2), then we could obtain the

population densities, that is,

®

Thus a transmission measurement requires Six separate
pieces of information, the emission, absorption, and back-
light intensity of the CH and CHZ. If we can ensure that
T(V):f x(v,Hdl, (3)  the backlight is the same for both absorption measurements,

the number of measurements is reduced to four:

where x(v,l) is the frequency- and position-dependent ab- CH+Z_ | CH+Z
sorption coefficienf6] and the integration is along the opti- Z_ (M") . @)
cal path. For a uniform sample Lo =1 S sion
m(v)=x(v)L, (4) Consequently, we could extract further information from the
absorption coefficient, e.g., level populations, under the ad-
wherelL is the total sample thickness. In turn, ditional assumption of a uniform sample. If the material is

not uniform, then we require information on the temperature
and density variation to unfold the integral as indicated in
X(1)=2 njaj(»), 5 Eq.(3).

where n; and aj(V) are the population- and frequency- B. Independent characterization of the plasma

dependent absorption cross section of sfat&Jsing Egs. Equation(8) incorporates only the first condition neces-
(3)—(5), it is possible to obtain information on the plasmasary for quantitative results. The second condition is an in-
state by reduction of appropriately designed experiments. dependent characterization of the matter in which the absorp-
Note that in the presence of gradients in the sample imtion occurs. To use the absorption spectrum under
plies a loss of information since the populations are stronglynvestigation itself as a diagnostic would be circular; the
dependent on plasma conditions. To minimize gradients ongharacterization must be independent and verifiable.
requires hydrodynamic isolation and expansion constraints In the current experiment we are interested in providing
on the sample. Isolation is essential, as shocks arising fromenchmark data for local thermodynamic equilibriginTE)
material impinging on the target and any subsequent extraspacity codes for a moderafe-element, niobium. We re-
neous emission will confound the data interpretation. Theyuire, in addition to the absorption spectrum, four pieces of
constraints on the sample expansion assist in making thiaformation on the sample itselfi) the temperature(ji) the
sample as uniform as possible, permitting, if uniformity is density, (iii) the sample uniformity, andiv) the degree of
attained, the simplification inherent in E@). deviation from LTE. The sample uniformity and deviation
The present experiments consider thin samples ofrom the LTE state have been addressed previoliglywe
moderateZ materials tamped, or constrained, by layers ofhave improved on past experiments by making temperature
lower-Z elements. This allows the high&r-material to be and density measurements simultaneous with the absorption
volumetrically heated by an x-ray flux yet temporarily con- measurement. The density measurement is performed with
tained by the lower-temperature tamper. The result is a targ&jide-on imaging of the sample expansion, while the tempera-
heated throughout so that no shocks are driven into theure is inferred from the absorption of theshell aluminum
sample; thus the sample remains relatively uniform. comixed with the niobium; see Fig. 1. The temperature mea-
This indicates that to obtain information on the absorptionsurement requires a theoretical model to derive a fundamen-
of the moderatez sample one needs to measure the emissiofial character of the sample from the observable, i.e., the spec-
and absorption of the tamper and the emission of the fultrum. The independent verification of the model is the third
target. With recourse to Eqél)—(3), assuming that fog and and final requirement.
fluorescence levels can be obtained from the film data, we

have C. Independent verification of models

|CH+Z_ |CHYZ | |CHtZg—rcpyz ©6) The n_eed_ to verify the mgdels useq to characterize the
film’ emission” *0 plasma implies that supporting experiments must be per-
formed. In the present case we have verified that inferring
and the temperature from the absorption of the aluminum spec-
CH _.cH cH_ trum _is accurate to a few pe_rce[rjl]. This_error in tempera-
i’ = lemissiont 10" € ", () ture includes a 20% error in the density measurement. To
infer the density requires a reasonable estimate of the absorp-
where the subscript filmindicates the signal measured after tion oscillator strength and a measure of the length of the
the fluorescence and fog has been removed. The superscrggmple.
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Note that the procedure does not depend on hydrody- .
namic simulations. All the plasma parameters are measured
or inferred from previously verified mappings from observ-
ables to plasma parameters. It must emphasized that the use
of hydrodynamic simulations is central to designing and un-
derstanding the performance of these volumetrically heated
samples; however, we do not invoke the simulations as a
diagnostic of the sample. Consequently, the design of the
experiment hinges on the hydrodynamics, but this does not
replacein situ diagnostic procedures. center

Ill. SIMULATIONS OF A SCHEMATIC EXPERIMENT

half

We now consider the heated sample in more detail and mass

address questions concerning the analysis of the data using
the plan laid out above. The primary questions are what the
expected behavior of the sample is and what factors in the
experiment will affect the evolution of the sample. The an-
swers to these questions determine the range of validity for edge

the analysis. The hydrodynamics simulations illustrate why middle

x-ray-heated tamped targets are so advantageous for absorp-

tion experiment$1—4]. Briefly, these advantages are the fol-  FIG. 2. Target geometry used in the simulation and a definition
lowing, (i) The use of a separable independent x-ray sourcef the positions referred to in the text.

to heat the sample allows the heating of the solid target by )

the x rays without the development of any hydrodynamicwh'Ch had a duration of 1.1 ns. W(_e note thatdge to the actual
interaction between the heating source and the santiple. S/2€ of @ holhraum target, which is a gold cylinder 0.75 cm
Using x rays as the heating source avoids complex lasefong with a 0.5 cm diameter containing baffles to isolate the

matter interactions(iii) The separability of the heating tamped sample from the laser-produced plas(ses Fig. 1,

source and the sample permit an independent evaluation dpe hydrodynamic isolation of the sample lasts for the first

the x-ray flux in isolation; thus one can use a source that i§ 4 NS-
calibrated in time, angle, and frequenciv) The sample is
confined on either side by a low&rmaterial creating a more
homogeneous medium. Thus the design of the target controls Although the simulations were performed in two dimen-
the dimensionality of the experiment. sions it was found that one-dimensiofaD) simulations are

As commented above, the separation of the x-ray-heating
source allows one to use a previously measured source &
input to a hydrodynamic simulation. For example, the sepa-
ration of the x-ray source can be achieved by using the x rays
emitted from the rear side of a thin Au gold foil that has been
well characterized7]. The measured flux circumvents one of
the uncertainties in the simulation of the target, i.e., simula-
tions to derive the x-ray flux.

The known flux, together with a view factor calculation,
was used in the simulation. The geometry of the simulated
experiment is sketched in Fig. 2. For simplicity, the target
was modeled as a disk. The x-ray source impinges along the
z direction and irradiates the sample equally from both sides
of ther axis. In the experiment, spectroscopy was performed 300 um
through the sample in the direction and the radiography
along ther direction. Because of the twofold symmetry
(about thez andr axes the simulation is performed on one
quadrant of the sample. The simulated target consists of twc
1500-A-thick layers of CH placed on either side of a
mediumZ element layer, here 3400 A thick. CH was also a)
placed on the ends of the samfilether direction in Fig. 2.

end

A. Predicted conditions in a mediumZ tamped sample

< < < < < <
o o o o o o
o =} =] 3 < S
2l 8 | = 28 | =

100 um

r
ﬂj b)
This target design, which we will refer to as fully tamped, is  FG. 3. Different target designs for two-dimensional hydrody-
shown in Fig. 8a), as well as on an identical sample without namics calculations. Note that both axes represent distance but with
the end-tamping CH. This target is shown in Figo)3This  the abscissa in angstroms and the ordinate in microme®rshe
geometry and these assumptions are consistent with the edesign completely imbedded in CH is an optimum design for mini-

periment discussed in Sec. V. The radiation-hydrodynamicsnizing lateral motion, while the design {b) has no CH tamping at
codeLASNEX [8] was used with the measured x-ray source,the ends.
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FIG. 4. Results for the heating of the m#dsample for four 060 7 . . r T —
positions in the sample as a function of time. The solid lines are o5 |

along the center of the target, showing the middle and edge of the

sample. The dashed lines show the end of the sample at the middle osor

and edge. See Fig. 2 for a definition of the positions. The solid lines 045 |-
represent the sample center and the dashed lines represent the oo b
sample end. .

c 035 |-
adequate for the bulk of fully tampedsample. In addition, % 030 L

LTE and non-LTE simulations predicted insignificant differ-
ences.

Figure 4 shows the evolution of the mi-density and 020 |-
electron temperature at four points in the fully tamped ois |
sample. Referring to Fig. 2, the four points are centgr (
middle (z), center ()-edge ), end ()-middle (z), and end

.025 -

010 |

(r)-edge @). The two points along the center of the sample 005 I 5 4 3 2 T
show gradients of density and temperature along the direc- o
tion of the x-ray-absorption measurement, i.e., alongzhe A ' T Zem) '

direction. The plots show that the temperature rises to a

maximum of 40 eV at the peak of the heating pulse near 1 ns g 5. Two-dimensional plot af versusr for the end and edge
and that the absorption is nearly constant through the samplgt times 1-5 ns in the evolution of the sampfia. Resuits for the
Therefore there are only smaH<20%) temperature gradi- fully tamped samplgFig. 3@]. Each contour is labeled with the
ents in the sample at any time in tzedirection. As the  time in nanoseconds from the initiation of the x-ray pulé Same
sample expands a density gradient is created irztdgec-  as(a) but for the partially tamped samp|€ig. 3(b)].

tion. Near 1 ns, the difference in density between the inner
[middle (z)]_and the outefedge Q)]. IS about_a ff?‘Ctor of 2 The behavior of tamped and untamped samples can be
As the heating pulse turns off the inner region is at a higher

ressure than the edge and the relative faster expansion 8¥plore.d by simulating .the two targe'gs shown in Fig. 3. Fig-
?he inner region reduges the density gradient. P ure 5 displays the predicted boundaries of the @isample

The dashed lines in Fig. 4 are analogous to the solid IineguOr these two Ejargethconﬁglératlofns. The numdbe_rs onhthe 'f|g-
but at the end of the sample, not in the center)( The \JC TERRA0 2, e Q00 L T 1EEe SER oS cating pulse.
resulting values and gradients at the eng&re very similar Th t" duration for hvd gd g ot lati yf th 9p -
to results in the center{. This indicates that throughout the € ime duration for ny .ro ynamic isofation for the repre
simulation, conditions are not significantly different in the sent target would be-4 ns; however, we show results up to

direction of a fully tamped sample. This will be discussed5 ns to provide qurmanon for future experimental configu-
below. rations. Thez positions of the sample edge)(for the two

cases near the center)(of the sample(r=0) are nearly
identical and are well represented by 1D simulations. How-
ever, there is a considerable difference near the sample end

Ideally transmission experiments should have material un¢r). The original end of the sample wasrat0.03 cm. In the
dergo little change over the course of the measurement. Exully tamped cas¢Fig. 5a@)] perpendicular expansion of the
pansion of the sample in the direction perpendicular to theend is limited to 0.005 cm after 5 ns. In the untamped case
line of sight can affect conditions in the material. As shown[Fig. 5b)], material has moved laterally nearly 0.025 cm by
below, this problem cannot be completely overcome by mak5 ns, nearly doubling the dimension of the sample. This
ing a sample with a large initial aspect rafiodimension to  appears dramatic, but we need to determine if this perpen-
z dimension and restricting the region probed to the centerdicular expansion affects the results of the absorption mea-
of the sample. surement.

B. Importance of sample tamping
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«= = Half-mass Radius
— End

061
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immaterial. The endr( then quickly expands, reducineg
to about 30% byt=5 ns. Figure @) provides the same
information for the sample without end tamping. In contrast
I ] with the fully tamped simulatiornpz exhibits more dramatic
S decreases, for example, by 5 p&, at the half-mass radius
Time (ns) has decreased by 25%, and at the untamped end it has de-
cayed by more than 70%.

FIG. 6. Integral of density along the axis for three radial If the absorption is measured without spatial discrimina-

positions versus time. See Fig. 2 for definitions of the coordinatdion along ther axis, then all the densities along the radius

system. The integral along thedirection at the center is repre- are sampled. In Fig. 7 the time behavior of the radially av-
sented by a solid line, the half-mass radius by a dotted line, and théragedp_z defined by
end radius by a dashed lin@ The fully tamped sample an@) the

partially tamped sample.
pZ(t)ZJ f dr dz p(z,t)/ f f dr dz p(z,0)
As indicated in Eqs(2)—(5), the areal densityz, that is,

the mass density integrated along the line of sight through js gisplayed. The integration has been carried out to the
the sample, is an essential ingredient in the analysis of thSriginaI radiusr =0.3 cm. At 5 nSp_z probed by an absorp-

experiment. Figure @) consists of time histories gfz for 5, soyrce without spatial resolution drops to about 0.9 and
the fully tamped sample at three differenpositions normal- 0.75 for a tamped and an untamped sample, respectively.

ized to time zero, Consequently, if the field of view can be limited and the
sample completely constrained, then considerable confidence
/ f dz p(z,0).

041+

pz(r,t)= dz p(z,t)

r=const

in the sample conditions can be obtained over the course of a
measurement. However, the measurement of transmission
without spatial discrimination, or with spatial discrimination
The three positions are cent@r=0), half-mass(the ra-  but with a convolution of space and spectrum in one direc-
dius that contains half of the sample mass0.0212 cm,  tion as in the point projection technique employed in Sec.
and the endr =0.03 cm). A reduction inpz from a value of |V, may provide data that are not at a single temperature and
one indicates that lateral expansion has reduced the materigénsity.
in the line of sight at thar position. Clearly, the center
(r=0) is unaffected up to 5 ns after the start of the heating
pulse in the fully tamped sample. The half-mass point ratio
shows some deviation after 2 ns, further decreasing to about
0.92 at 5 ns. The end ) shows the most significant variation In the present experiment the temperature, density, and
wherepz increases slightly at early times, caused by a smaltransmission of a plasma containing a mixture of niobium
shock driven into the sample as the end attempts to exparahd aluminum was obtained. The simultaneous measurement
against the inertia of the CH side tamper. Closer inspectiomequired two changes from the earlier techniglids To de-
indicates that the sample continues to decompress, with &®rmine the density, a second point projection spectrometer
roughly linearly velocity, so that the shock effect is local- was introduced to measure the sample expansion. The tem-
ized. This small shock effect can be alleviated by betteperature was determined from the aluminum transmission
matching of the densities of the sample and tamper, but ispectrum. Aluminum as the temperature monitor has been

IV. ABSORPTION EXPERIMENT
OF AN ALUMINUM-NIOBIUM MIXTURE
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I< 15 mm >=

FIG. 8. Film data from spectrometer 2 used to
measure the expansion of the sample. The spec-
tral lines are aluminum absorption lines. The di-
agonal lines were caused by defects in the PET
crystal and were numerically filtered out during
the analysis.

B-like

verified as an accurate temperature diagng4&fiand conve- gradient of less than 1% for all times of interest. The sample
niently the absorption features of the aluminum and niobiumwas made by a simultaneous evaporation of the Al and Nb
lie in different parts of the spectrum. onto CH and then overcoating with CH so that both sides of
The experimental arrangement is shown in Fig. 1. Thehe sample were tamped. The sample was heated by x rays
basic technique is the method of point projection spectromfrom a gold hohlraum target irradiated byvg (0.35 um
etry (PPS [9]. In this technique a point source of x rays is Wavelength light from eight of the beams of the Nova laser.
produced by tightly focusing a laser beam on a small, i.e.These beams had a total of 15 kJ ef3ight in a 1-ns square
less than 10Qum, backlight fiber. X rays from the backlight pulse. The backlight fibers, schematically shown in Fig. 1,

ass through the sample onto an x-ray-diffraction crystal ani/ére €ach irradiated by onewg beam having 500 J in a
gre then regcorded on ?ilm a“%mz of E{I (6). Other xyrays 00-ps Gaussian pulse. The two beams used for the backlight
, agH .(6).

from the same point backlight bypass the sample, but aré\{ere delayed by 2 ns after the eight-beam heating pulse. The
also diffracted from the crystal, and usedI§&. of Eq. (7). imultaneity of the two backlights was measured to be 30 ps.

. The data obtained from the spectrometers are shown in
The ratio of the x-ray spectrum attenuated by the sample t@jqq g and 9. Backgrounds were subtracted, as indicated in

the unattenuated x-ray spectrum provides the basic informa=q (1), and the film density was converted to intensity using
tion as transmissio~ of Eq. (9). Moreover, the film fog  the measured x-ray response of the Kodak type-C x-ray film.
and emission levels can be ascertained from the film recorgsyom spectrometer 2 the width measured from the Al 1-2
so that all the contributions necessary to obtjfi"* are  absorption features was 4:8.4 mm, which agreed with the
available; see Eq.l). used of the continuum to obtain the width. The magnification

The use of two point projection spectrometers and mul-of spectrometer 2 was 36, indicating a size of £33 um.
tiple crystals allows considerable flexibility. The first spec-Incorporating the size of the backlighté25+15 um) and
trometer, denoted as spectrometer 1 in Fig. 1, has two cryshe sample tilt(8+1 um) gave the sample size of 1809
tals and obtains the absorption spectrum from both theum. Given the initial sample areal density and propagating
aluminum and the niobium. The thickness of the sample wasrrors yields a 265 mg/cnt sample density at the time
chosen so that the strongest lines in the spectral range of interest. Note that the final measured density does not
interest have optical depths of order unity avoiding loss ofdepend on any assumption about the density at which the
information on the film record. The accuracy of the informa-Al and Nb were deposited. In Fig. 9 the film record
tion obtained from absorption spectra with optical depthfrom spectrometer 1 is presented. The spectrometer con-
much larger than unity is compromised by extraneous backiained two penta-erythritol tetrakis(hydroxymethyy)-
ground signal together with the finite instrument responsenethane QCH,OH), (PET) crystals. One of the crystals was
and resolution. oriented to measure the aluminum absorption spectrum be-

The primary function of the second spectrometer, whichtween 1500 and 1600 eV. The other crystal was oriented to
is denoted as spectrometer 2 in Fig. 1, was to radiograph thmeasure the niobium absorption spectrum between 2000 and
sample as it expands. The accuracy of this measurement 800 eV. To calibrate the spectral energy on the Nb spec-
limited by the assumed unidimensionality of the expansiortrum Zr and MoL edges were used.
and the contrast of the tamper and tamped material. The Figure 10 shows the reduced Al spectrum, which shows
length of the sample was chosen so that the strongest lineontributions from Li-like to C-like ions. Using theraL
were optically thick in this direction. This provided high opacity code[10], which calculates the spectrum using a
contrast and allowed the width and thus the density of theletailed transition accounting scheme modified to have spec-
sample to be accurately measured. As an additional benefiroscopically accurate energy levglkl], a best fit was ob-
in spectral regions where the optical depth is low, spectromtained with the experimental spectrum to determine the tem-
eter 2 gave a more accurate value of the absorption. perature using the measured density. TraL calculations

In particular, the sample for the experiment was a thin foilincluded a 0.7 eV instrumental resolution. This fit is also
of Nb mixed with Al and tamped by CH. The initial areal shown in Fig. 10. The theoretical spectrum is sensitive to
density of the sample was measured to 5% by x-ray fluoressmall changes in temperature, but is a weak function density,
cence to be 22:g/cn? of Nb and 35um/cn? of Al. As- providing the link between the absorption spectrum and the
suming that the Al and Nb were at nominal densities, thissemperature. In this way the temperature is determined to be
initial thickness would be 3940 A, providing much smaller 48+2 eV. The weak functional dependence of the transmis-
spatial gradients than the simulation results in Sec. lll. Insion on density, which is uncertain to 20%, introduces only 1
fact, simulation of this configuration leads to temperatureeV of the total error. With the temperature accurate to better
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FIG. 9. Film data from spectrometer 1 used to measure the absorption s@ding: aluminum spectrum ar(t)) the niobium spectrum.
The diagonal curved lines in the niobium spectrum are from defects in the crystal. Iapathd (b) the absorption spectrum is toward the
bottom of the picture and the unattenuated backlight spectrum is at the top.

than =5% and the density determined to 20%, it is possibleof the dipole strength. In Ed5) the spectral position of the
to make quantitative comparisons between the experimentalbsorbing transitiom, the absorption strength, and the shape
results for niobium and the theoretical calculations for theof the atomic cross sectiamare all part of the atomic phys-

opacity.
V. DISCUSSION OF OPACITY CALCULATIONS
AND COMPARISON TO EXPERIMENT

The calculation of the opacity E@5), which is used in
modeling astrophysical and laboratory plasmas,

ics relevant to the problem.

Second, the populations of the various states of the sys-
tems, i.e., the level populations in all the ion stages, are
required. Thus the opacity calculations need the equation of
state(EOS or the ionization balance, which in the simplest
LTE constructions could be a Saha-Boltzmann type model

requiregl2]. In Eq. (5), therefore, the EOS would provide tie

three separate elements. First, there is the need to determine The third and final element of the calculation of an opac-
the atomic physics of the element of interest. Thus the leveity is the most difficult to isolate because a model is required
structure, the statistical weights, and the relevant matrix elethat will be used to construct the opacity. Here the many
ments need to be determined. We note that, in particular, thessumptions and approximations are brought together to pro-
dipole matrix elements are used to evaluate the absorptiovide the calculational scheme by which the fundamental in-
oscillator strength, but, equivalently, use can be made of théormation, obtained from the atomic physics and the EOS,
Einstein spontaneous radiative decay rate or other measurage turned into an opacity. There are several categories of
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FIG. 10. Comparison of the absorption data with calculation shown as transmission versus energy in eV for the Al spectrum. The
calculations are shown as solid lines, while the measurements are overlaid as gray lines. The aluminum spectrum was found to match the

OPAL opacity code best at a temperature of 48 eV.
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approximations. The most obvious place where an approxi- TABLE I. Comparison of global parameters for the four opacity
mation scheme is required is the method by which thecalculations of an Al-Nb mixture wittp=2.6x10"2 g/cnT and a
plasma effects are incorporated into the model. Thus, fofemperature of 47 eV.

example, the line profiles, which can be Stark broadened N
and the continuum lowering, which limits the number of lev- Code Z* for A-Nb KR (10) xp (10)

els to be included, must be defined. Next, there are th@ope 10.16 4.23 8.50
simple calculational approximations required by the limita-gnrico 10.30 4.60 9.09
tions of both human and computer time. For example, thera 10.39 4.66 9.31
number of levels that can be included in detail and the hightyermos 11.11 5.59 9.61

est principal quantum numbéPQN) included are usually
restricted in some way. In addition, the manner in which the

frequency dependence of the transition cross sections is ilen sphere model, yielding continuum lowering and the
cluded is one of the fundamental aspects of the opacity cakhemical potential, which together with Boltzmann statistics
culations. Of course, the line profiles may be Stark broadprovides the level populations. The profiles of individual
ened; but, there is also the possibility, especially for complestines are calculated as Voigt functions, with Doppler broad-
configurations, that the transitions are best represented by @ming providing the Gaussian width and electron collisional
unresolved transition arra§J TA) formalism, or as sums of broadening providing the Lorentzian width. This method is
UTAs as in thesTA model discussed briefly below. In this capable of making the transition between detailed line ac-
manner, one implements a formulational model that providesounting methods and the detailed configuration accounting
the prescription for creating the opacity. (UTA) method.

These three elements would, in a completely unified Finally, the THERMOS calculation uses a self-consistent
theory of opacity, be self-consistently determined. Howeverfield model with the Dirac equation for the orbitals with the
such a theoretical construct does not currently exist and i®QN less than or equal to 3, with the Pauli approximation to
nowhere in sight. Therefore, we describe four different opacthe Dirac equation for the PQN greater than 3. The atomic
ity calculations, each with a distinct theoretical basis, whichphysics is achieved in an average atom approximation and
will be compared to the experimental results. The comparithen perturbation theory is used to calculate the energy levels
son with the experimental data will demonstrate quite clearlyof the different configurations. The populations are provided
that one does indeed require experimental results of the préy a Gibbs-type formula. In those cases where there is a
cision reported here to differentiate between the theoreticdarge number of configurations the UTA method is applied,
models. while for the individual transitions line shapes, Voigt func-

The four calculations of opacity aneope [13], ENRICO  tions are used with the Lorentzian widths given by the sum
[14], sTA[15], andTHERMOS[16]. TheHoPE calculation per-  of the electron and natural broadening, while the Gaussian
forms the atomic physics using a self-consistent Dirac-Fockwidth is given by the Doppler effect.
like average atonfAA) model for the bound and continuum Using these opacity codes, calculations have been per-
wave functions. Then the populations are formed by the asformed for the conditions determined in the experiment dis-
sumption that Boltzmann statistics are valid. Next, since on€ussed in Sec. IV, i.eg=2.6x10"2 g/cn? andT,=47 eV. A
has an average atom, the need to find the discrete ionizatigtomparison of the various results can be discussed using
stage transition is achieved by using the AA wave functionsvarious global aspects of the calculated opacities. First, the
and first-order perturbation theory to determine the correcinean charge statg*, defined as=n;Z;/=n;, provides a
energy from different configurations. measure of the ionization balance and therefore a measure of

The ENRICO code developed by Albritton, Liberman, and the calculations of the populations. Second, the Rosseland
Wilson computes the opacity in an extremely inventive man-mean opacitykg [17], a harmonic mean, defined by
ner by tracking a configuration history of a test ion in an
ambient plasma. An arbitrary-J coupled configuration is 1 _f q 148B, Jd B,
chosen and then the rates for each radiative decay process by K_R v K_V JT YT
which the configuration can change are calculated. A con-
figuration is chosen randomly, with the selection process biis both useful in the calculation of the radiation energy flow
ased by the magnitude of the rates. It can be shown that thia various plasma simulatiorjd8] and provides insight into
configuration space is properly sampled by including onlythe nature of the low opacity contributions, i.e., the so-called
one process, e.g., radiative ionization, and its inverse prowindows, in the spectral rangbrv~3.8T. Finally, the
cess. The energies of the states are calculated by the soluti®fanck mean opacity, , a standard mean defined by
of the Dirac equation in a self-consistent field using a local-
density approximation for the exchange-correlation func-
tional. The bound-bound absorption cross section is treated KP:f dv KV/ f dv,
in an UTA approximation with only dipole radiative oscilla-
tor strengths considered. favors large oscillator strength transitions and can be an im-

The sTA calculation employs an accurate fully relativistic portant test of the conservation of the oscillator strength.
and quantum-mechanical theory using the parametric poterable | represents the various values derived from the four
tial approach including configuration interaction betweencalculations.
neighboringld-J configurations. Plasma effects are taken into  In Table | the ionization balance for the mixtur& can
account using a consistent average potential calculated in tHee seen to be similar in the first three cases with the result
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FIG. 11. Calculated opacity in citym or the Al-Nb mixture versus energy in eV for the three cagtesg, ENRICO, andsTa. The results
of STA are presented as a thick line, thoseHoPE are a thin line, and thenrico results are given by a dotted line. The experiment covers
both the AlK-shell spectrum in the 1500—1600 eV regi@ee Fig. 1Dand the Nb spectrum from 2100 to 2800 €ée Fig. 13

from THERMOS being distinct. We note that a change of unity experimental observation of the Nb emphasize the spectral
in theZ* implies that a shift in the spectrum by an entire ionregion from 2.1 to 2.8 keV, where the transmission is mea-
stage would be observable. To simplify further comparisonssured; see Eqs2) and (8).
therefore, we point out that eithamHERMOS or the other For the measured plasma conditions and spectral range we
codes are correct for this case and, as it turns out, the latter ghow the transmission versus energy predicted bytbre,
true. We will see from the analysis below thaiPE ENRICO, ENRICO, and STA calculations in Fig. 12. The transmission
andsTA have the broadly correct spectral character. Thus wéas been convolved with an instrument function that is 1 eV
can removerHERMOS from the spectral comparisons. wide to show the observable transmission. Note that this
The kg values, which strongly weight the windows, i.e., changes the theoretical spectra little as there are few features
the low opacity values, in the spectral regions around 180 eWith small intrinsic widths. Figure 12 clearly shows that
have similar values foHOPE ENRICO, andSTA. In addition, = comparison of spectra with this level of detail, given the
there is a large value for theiERMOS code due to its imple- deviations seen in the figure, will be complex. To simplify
mentation of the UTA model to broaden the transition arrayswe represent theTA result, which we determine belowgee
thus filling in the low opacity contributions. Finally, the fact Fig. 14 to provide the best agreement to data, as the thick
that thexp values are quite similar indicates that the variousline. TheHoPEresult is shown as a thin line and tB®RICO
codes have about the same total oscillator strength. Theesult is shown as a dotted line. The figure is also labeled
lower value for thedoPEcode is due to the cutoff on the high with the configurations that contribute to the opacity in the

PQN implemented. various spectral regions. It is obvious, however, that the po-
In Fig. 11 we show the opacities of the three relevantsition and shape of the spectra are quite distinct.
cases, eliminatingHERMOS which has a poor ionization bal- There are two possible reasons for the relative shift of

ance, to make the figure more illustrative. The figure represimilar features in the three calculations. First, the difficulties
sents the opacities, for the three cases versus the energy inof calculating precise transition energies can lead to relative
eV, showing that the dominant features are in three spectrahifting of the spectrum. In this way, taking as an example
regions. In the low-energy rang@—0.5 ke\ the features are the 3D;,,-2P5, features at~2180 eV, one can see that an
due to a combination of Al and Nb, in the mid-energy rangeaccuracy of better than 0.25% in the energy would be re-
(1.5-2.0 keV the features are due to the Kl shell, and in  quired to discount the atomic physics as a source of the shift
the high-energy rang€.1-2.8 keV they are due to the Nb of this feature. In individual calculations of particular transi-

L shell. The high-energy spectral range covers the regiotion energies, this level of accuracy can be attained; how-
measured in the experiment. Figure 11 shows that generallgver, in opacity calculations where upward of t@nsitions

the three opacity calculations reproduce the same gross struare needed, compromises are often necessary. For a more
tures. However, to differentiate between the various calculageneral discussion of accuracies in the calculation of atomic
tions in order to ascertain which approach provides accuratenergy levels see Cowan’s commefi§].

opacities requires a more detailed view. The results of the Second, the spectral features are not made up of single
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FIG. 12. Details of the calculations represented as transmission versus energy in eV for the three calculations represented in Fig. 11. The
various configurations are also labeled. The complexity of the spectrum is apparent from the figure.

transitions, but are an amalgam of similar transitions fromenergy due to the addition of an electron in trek shell and

numerous ionization stages. In fact, the number of transitionfound that the effect is observable. However, the effects of

in a feature can be so large that statistical treatments providbe screening of the added electron will differ depending on

a method of determining the spectral feature characteristicshe final-stage shell of the transition, assuming that we are

For example, see the discussions of unresolved transition aalways looking at p absorptions, and also which shell re-

rays by Bauchet al. [20]. ceives the extra electron. In Table Il we show the values for
We can now discuss the present calculations more specifthe shift in transitions energies due to the addition oharB8

cally. First, the calculations of the energy levels in the speceor 4 electron.

tral range of interest here is even more demanding than one In Table Il we see that the shift of thep23d of 18 eV

might at first suspect as the energy range of interest is muctiue to am=3 electron is in fact the source of the two peaks

larger than the thermal energy. This indicates that the imporin the 2p-3d absorption feature. We also note that the

tance of the atomic physics calculations will be enhancedico opacity has broadly the same ionization balance, as

and in the present case great care is needed to obtain tidtnessed both by Fig. 13 and by the relative absorption of

transition energies including orbital relaxation, as in e

calculation. Thus the wave functions for the excited as well s e e

as the ground states of each transition must be calculated in

detail. Second, we note that the ionization balance will play —oTA

a role; we show in Fig. 13 the ionization fraction versus  °‘[  TEvaco . il

niobium charge state for the three opacity calculations. Here AN

we see that ionization balance of all the calculations is

peaked near charge state 12; however, the mean Nb charg

state is 11.37, 11.75, and 12.15 for thePg STA, andEN-

RICO calculations, respectively. Further, the effect of the ion-

ization balance can be seen clearly in thg2d transition / \

arrays where one can easily distinguish between transitions / \

that arise from Nb ions with 17 electrons in the=3 shell / N

and end with 18 electrons and those that start with 16 and J Y

end with 17. Thus theiopPEe calculations show, in the®23d 00 T

arrays at energies 0f2180 and~2280, the ionization bal-

ance differences. This is in keeping with the results in Fig.

13. We also note that the transition from the lower ionization F|G. 13. lonization fraction versus the charge state for Nb at a

stages should be shifted to lower energy and here we see th@amperature of 47 eV and a density of 0.26 gidior the three

the HOPE calculations are to the low-energy side of those ofopacity calculationssta, thick solid line;Hopg, thin solid line; and

eitherENRICO or STA. ENRICO, dashed line. The ion fractions are represented as continuous
Above, we examined the effect on th@-Bd transition curves for clarity.

ion
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02| / A =

Population Ripcti
~
-

Niobium Charge State



5628 T. S. PERRYet al. 54

TABLE II. Shift in energy in eV of various transitions caused volved we compare three separate experiments that attempt

by adding one electron to either the=3 or 4 level of Nbxil. to extract information from an absorption experiment.
: : The three examples use different techniques to achieve
Shift (eV) Shift (eV) similar goals. The first is the point projection backlighting
Transition  for addedn=3 electron for addedn=4 electron technique(PPS described in detail in Balmeet al. [22],
2p-3d 18 0-1 used by Pernet al. [1] for the measurement of the x-ray

transmission of an aluminum sample and extended in the

2p-4d 35 5-7 . .
ZS-Sd 45 8-10 present work. The second is the measurement by Da Silva
2p-6d 50 12-13 et al.[3] of the iron transmission using a large area backlight

source and a streak camera coupled to a grating to obtain
data in the soft-x-ray range. For convenience we refer to this
the 2p-3d features, but the transitions lie towards lower en-as the soft-x-ray streak camef&XSCO method. Finally,
ergy. This implies that the calculations of the atomic physicsBruneauet al.[4] used a large area backlight to measure the
gives rise to the differences between tiea and ENRICO  absorption spectrum in the x-ray region to study a germa-
opacities. . ) ) nium sample. For convenience we refer to this method as the
~This analysis allows us to isolate the remainder of thepacklight and static spectromet@LSS) method. In each of
disagreement to the atomic physics calculations. It is at thigye experiments the method to obtain the required quantities

juncture that the need for experimental data becomes abus gifferent and their application provides a way to define the
dantly clear. Thus, to resolve this issue we show in Fig. 14, nds of the experimental technique.

the niobium transmission calculated using 8w method We touch on the following aspects of the experiments:
[12], compared to the experimental transmission data. Hergxtraneous sources of signal: film fog, fluorescence, and

we have again introduced an instrumental profile width of ];D -
; ackground emissiofSec. VI A) measurement of the back-
eV for comparison. In general, the agreement between theo i’ght (Sec. VIB: measurement of the absorpticiSec.

and experiment is excellent. However, there are some r ) . . .
gions of the spectrum where there are some differences, mo 1 C); and the analysis of the data, that is, the reduction of

notably the shape of thels, - 2P, features. Further, given 1€ raw fim data to the desired physical quanti§ec.
the comparison of the different opacity results in Fig. 12, one’! D). For each of these areas we will contrast the experi-
can easily understand that tsea model provides the only mental approaches. More importantly, we will show at each
reasonable fit to the data. This, in turn, indicates that it isStep in the analysis where problems arise.

essential to include both a good model for the EOS and the
orbital relaxation in the atomic physics calculations to obtain
good agreement.

Thus the purpose here, i.e., to examine techniques for In the three methods the information on the extraneous
extracting quantitative data, has been shown to be successfgignals was obtained differently. In the PPS method the
noting that the principles laid out in Sec. Il are satisfied inbackground signals are all available on the film record. The
the experiment presented here. The use of the simulationsmission can be extracted from signals on the outside of the
was critical in achieving an understanding of the criteria forframe that is formed by the projected image of the point
designing the target, but were not invoked to derive datagoyrce backlight. Film fog and fluorescence is also available
These data then permit us to differentiate among the variougy, the borders of the film that are blocked from the source of
competing theories, finding a correct calculation from thejight |n this way the various contributions can be deter-
four possibilities. mined. In the PPS method the primary difficulty is that the

emission is un-imaged and therefore one must assume that
the emission contribution that falls in the frame can be inter-
polated from information taken from the edges. Further,

Various applications of the techniques presented in Sec. \vhen temporal resolution is provided by the duration of the
are discussed in this section. To illustrate the difficulties in-backlight then the emission is time integrated. This latter

A. Extraneous signals

VI. DISCUSSION OF ABSORPTION EXPERIMENTS
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FIG. 14. Comparison of the absorption data with calculation shown as transmission versus energy in eV for the Nb spectrum. The
calculations are shown as solid lines, while the measurements are overlaid as gray linesa oslel was used to calculate the niobium
opacity at the temperature and density determined by the experiment.
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; ; ; ; Eq. (6) can be obtained. There remains the need to prove that
| A=175 A fo e the emission from the CH tamper does not contribute and
this can be performed on a separate experiment. Note that the
emissivity is low in the PPS case due to the fact that the
region we are probing is greater than 1500 eV, while the
1 e 4 sample temperature is50 eV. On the other hand, for mea-
/ surements in the soft-x-ray region emission contributions to
the film record must be minimized. In the case of Springer
et al. [23], where spectra in the region of 100 eV was mea-
sured, gating of the spectrometer achieved the desired result
, , , , by minimizing the exposure of the film to the duration of the
0 05 1.0 15 20 backllght

Time (ns) A further problem that arises with PPS is that, although
FIG. 15. Four results taken from the experiments of Da Silvathe method is two dimensional, in the dispersion dimension

et al. The four recorded intensities are shown as a function of time.the spatial information is convolved with spectral informa-

The wavelength at which the time histories are taken is 175 A. ThdiON- Thus, if gradients occur along the dispersion direction,
four signals correspond to the four measurements necessary to solV/8-, ther direction in Fig. 2, different parts of the spectrum
Eq. (9) for the transmission. In the experiment the heating pulsenay arise from regions with somewhat different optical
starts at=0 and ends at=1.1 ns. The backlight is delayed by 0.5 paths.
ns. Note the slight increase in signallgt'* ™%~ ci+re at late times. For SXSC the solution is to perform separate measure-
ments and, as with sources of emission, this is dependent on
the reproducibility of the backlight source. The problem of
problem can be obviated by using a gated x-ray carf28h  spatial uniformity is addressed in this approach by using a
Alternatively, it is possible to show in some cases that theslit in the direction perpendicular to the direction of the
emission is negligibl¢24]. streak motion. This, however, does not allow one to obtain
The SXSC method used a space-integrating instrumergpatial information in the direction along the slit. Thus the
and therefore the experiment was performed in four separat@on-uniformity of the sample in size, temperature, and den-
steps, with each one obtaining one piece of the data as indsity cannot be removed. To offset any gross non-uniformity
cated in Eq(9). The observation of the various componentsthe SXSC method should employ a number of imaging diag-
of the signal for the Da Silvat al. experiment are shown in nostics to measure the uniformity of emission. These instru-
Fig. 15. To obtain the soft-x-ray spectrum around 175 A in aments would providéndirect information on sample unifor-
relatively low-temperature plasma, a single Au burnthroughmity.
foil lasting 1 ns was the x-ray-heat source, and therefore the In BLSS the backlight spectrum was measured with a
backlight, also a Au burnthrough foil but delayed in time andseparate spectrometer. The spectrum was then used to deter-
distance, would cause some observable heating of thminel, and subsequently was used in the determination of
sample. In Fig. 15 the late-time behavior of the samplethe transmission. This is an improvement over the separate
shows emission when backlight alone is employed. The relaexperiment method of SXSC since it allows the measure-
tive amplitude of this backlight is weak, being a factor of ment of the backlight on the same experiment as the absorp-
15% below that of the absorption source; however, withoution measurement. However, the need to compare data from
temporal resolution it would be difficult to extract this emis- two spectrometers on an absolute basis is less ideal than the
sion from the film record. PPS method. In addition, any lack of spatial uniformity
In the BLSS method two spectrometers are used: one tewould be hidden by the space integration of the spectrom-
measure the absorption spectrum and a second to measwaters.
the backlight spectrum. There is no independent measure- The need for two spectrometers can be avoided by using a
ment of either the emission or the fluorescence, makingample that is split, in a manner similar to that used by Bauer
guantitative analysis difficult. For example, large opticalet al.[24] There the spectrometer, by use of a slit, has spatial
depths, which translate into low signal levels, can be esperesolution in one direction. Thus the spectrum due to the
cially troublesome: a 0.1 optical density difference in thebacklight and the backlight attenuated by the sample can be
base-line correction of the film can lead to errors of 25% inmeasured.
the results for optical film densities on SB2 film in the range
0.2-2.0[25]. If the reference spectrum is not from the same C. Measurement of the transmission spectrum
laser shot, then laser energy fluctuations, target variations, Th di f the t . ¢ indi d
and target focusing will increase the error of the measure- e recording of the transmission spectrum as indicate

ment. Of course, to ensure that the data are in a region of tHE Eq. (9) is, of course, the goal of the experiments. How-

film density versus exposure curve that has a small gradielﬁevlgi’eisomd'ﬁit?d |n| E(Eg) ’ thenzﬁitanrecr:)lrded dc; n?t SE'rEpIr)]/ ¢
eases this problem considerably. a singie plasma co on uniess care IS taken 1o

ensure the sample is uniform in both temperature and den-
sity, as discussed in Sec. lll. To ensure that the transmission
measurement can be reduced to a study of the absorption
In PPS the absorption and backlight spectra are recordegbefficient[see Eqs(3)—(5)] tests on the samples of interest
simultaneously. In this way the measurement of Itfjg of ~ should be performed. In some cases, where the behavior of

Intensity

CH
enissior

B. Measurement of the backlight
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the tamping material itself was of interds24,26 or only ficulties entailed in using the derived optical depth in lieu of
gross absorption features are of concg8h one can relax the transmission data is presented by Petrsl. [27]
the need for sample uniformity in the direction along the line  The two-dimensional analysis above indicates that at
of sight. worst, mean areal density drops by a factor of 20% at 3 ns if
The differences in the density along the line of sight havethe entire sample is probed; but this is not consistent with the
been addressed in only one experiment and then only indnalysis of the BLSS data. On the one hand, if the sample
rectly. Perryet al.[27] measured the absorption of the samehad radial gradients the low areal density regions would
target but with two different thicknesses, one three times th&ansmit the backlight source and cause a filling in of the
other. This provides indirect information on the transverseabsorption features. This would act as an extraneous signal
gradient, since the transmission through the two thicknessed film and would compromise the absorption measurement.

would amplify any density gradients, but no measurable dif-On the other hand, if there were no, or small, radial gradients
ferences were found. involved in the measurement, due to restricting the field of

One difficulty for all techniques is the instrument re- View to the central region of the sample, there could be little

sponse function that broadens the spectrum. In the case of #tification for the assumption of the mass loss.

emission spectrum the strong signal regions are smoothed That there was a consistency found between the opacity
but remain strong. In absorption, however, the instrumentamodel employed and the optical depth obtained by data re-
smoothing could give false absorption information. For ex-duction is attributable to the analysis method, which had

ample, for transmission data that are accurate to 3%, it i§nough adjustable parameters to ensure this. That is, the it-
impossible to distinguish between an optical depth of 3.5 oerative system is unconstrained by the physical parameters
any greater value. Further, small extraneous signals that filthat are to be determined in the iterative_process. Thus the

in these regions of high absorption could also seriously affecéietermination of the average ionization stztand from this
the interpretation. the temperature, which is dependent on the validity of the
opacity model and the assumed loss of mass, are suspect.

D. Reduction of the data

In the PPS method the reduction of the data using(&qg.
is straightforward insofar as all the information including the
extraneous signals is available. Thus, if the material is uni- The PPS absorption technique discussed here provides a
form with a known path length we can reduce the data to thenethod to characterize quantitatively the state of a hot, dense
transmission of the sample. plasma. When this is coupled to experimental designs that

In the SXSC case the goal was to verify the existence of grovide plasma samples with minimized temperature and
gross spectral feature predicted by a new theoretical modeflensity gradients the technique becomes very powerful. Ab-
In this case we therefore must ensure that all the measursorption measurements can provide a diagnostic of the ion-
ments are sufficient to provide qualitatively accurate data. Aszation state and the ion and the electron densities, as well as
shown in Fig. 11, the signals from the four components othe temperature. In the experiment reported here, sample
the experiment were obtained on separate experiments maxdensity and temperature were obtained simultaneously with
mizing errors from shot to shot variations in laser perfor-the transmission measurement. The independent density
mance, target reproducibility, and procedural problems, sucimeasurement together with the inferred temperature provide
as target alignment. However, the reproducibility wassufficient characterization of the sample to allow for a quan-
deemed sufficient for the purpose of the experiment. titative comparison between experiment and theoretical mod-

In the BLSS case the data reduction was intended to okels of the niobium transmission spectrum. Given the diffi-
tain the ionization state distribution and from this the tem-culty in obtaining quantitative data for hot, dense matter, this
perature. This is a far more difficult experiment to analyze,js a much needed technique for data generation.
since there is no independent verification of the primary The requirements to obtain meaningful quantitative data
plasma conditions and no independent verification of theusing this technique were discussed in detail. We have
theoretical optical depth model. We note that a similar temshown in simulations that the tamped targets act to hydrody-
perature and density regime was studied for Ge and a reaamically constrain the enclosed sample material. The
sonable representation for the transmission was provided bsamples then have small density and temperature gradients
the sTA model [21,27]. However, thesTA model predicts along the line of sight for regions near the center of irradia-
large opacity for the temperature, density, and sample cortion symmetry. However, the two-dimensional simulations
ditions provided by Bruneaat al.[4] indicate that spatially unresolved measurements of the ab-

In the analysis of the BLSS data the areal density is usedorption spectrum can suffer severely from lateral transport.
as a free parameter to bring the measured optical depth into fact, the case is clear that complete tamping and restriction
agreement with the theoretical opacity model. Use of theof the observation to the region near the symmetry axis is
initial areal density gives an optical depth larger than 4 in theadvisable. A review of two previous experiments that uti-
single broad spectral feature used in the subsequent analysiized absorption spectroscop,4| was given as examples of
Thus the extracted data, i.e., the transmission and eventualxperiments with similar goals, but indicated that serious
the optical depth, would have large associated errors due foroblems can arise in the data analysis when compromises
the relative weakness of the signal. A discussion of the difare made in the experimental design.

VIl. SUMMARY
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