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Dielectric investigations of the dynamic glass transition in nanopores
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Broadband dielectric spectroscopy (£0Hz-1@ Hz) is employed to study the dynamic glass transition of
low-molecular-weight glass-forming liquids being confined to nanoporous sol-gel glasses with pore sizes of
2.5, 5.0, and 7.5 nm. As glass-forming liquids, sdlohe hydroxy group pentylene glycoltwo hydroxy
groups, and glycerol(three hydroxy groupswere chosen. We interpret the dielectric spectra in terms of a
two-state model with dynamic exchange between a bulklike phase in the pore volume and an interfacial phase
close to the pore wall. This enables one to analyze in detail the interplay between the molecular dynamics in
the two subsysteméulklike and interfacigl its dynamic exchange, and hence their growth and decline in
dependence on temperature and strength of the molecular interactions. For glycerol it is shown that a bulklike
dynamic glass transition takes place in subvolumes as small as about[$1P63-651X96)08711-9

PACS numbgs): 61.25.Em, 77.22.Gm, 64.70.Pf

I. INTRODUCTION namic glass transition in confined volumgs,26,42. Sev-

eral theories of the dynamic glass transition predict an in-

The physics of micro- and nanoconfined systems has agrease in collectivity of molecular dynamics when the glass
tracted much interest in scientific research in the past. Varitransition temperature is approach¢d3]. This process

ous types of adsorbate systems with high porosity have bee?rouId manifest in the growth of cooperatively reorienting
investigated. In particular, the high surface to volume ratio” usters of .mollecuIeE;44]. Itis 'gherefore quite naturgl to 'tes_t
i uch theories in porous media. When glass-forming liquids

allows a convenient investigation of gaseous and quuios dsorbed t Lael al ith di ter of a f
phases near solid substrates—5]. Interaction energies, are adsorbed o sol-geél glasses with a pore diameter of a Iew

aligning properties of the surface material on the adsorbe{fanometers, one should expect_ll_mmng mfluence_s of the
molecules[6—8], and exchange effecti@] can be deter- cage on the increase of cooperativity and the slowing down

mined. The geometrical restrictions can produce interestingf dy”"?‘m'c processe[glf5]. When the cluster S|zes.reach the
changes of the molecular diffusion propertid®—12. On ore diameters, deviations from the bulk dynamic behavior
the other hand, the limiting pore sizes may also influence th hould be observed. The temperature characteristics of mo-

thermodynamic properties of the confined phase. For ex_ecula_r dy’.‘amics can provide an estimate .Of the cluster di-
ifnensions in the vicinity of the glass transitip46,47).

We have chosen broadband dielectric spectroscopy as a
onvenient tool to probe the dynamics of several glass-
orming organic liquids. The materials chosen include salol
fsa typical van der Waals glass, hydrogen bonded pentylene
glycol (Pe@, and glycerol.

phases[13,14], the shift of phase transition temperatures
[15,16, as well as the change of the very character of phas
transitions as a consequence of confineni&ii{1§.

The class of investigated adsorbates ranges from sm
inorganic molecules, such as hydrogen or wa00,19—
23], organic aliphatic materials such as methahk, 24,23, Il SAMPLE PREPARATION
or simple glass-forming liquid§16,26,27 to complex aro- AND EXPERIMENTAL SETUP
matic  systems including liquid-crystal mesogens
[13,14,28,29 and polymerqg12,30. Frequently used adsor- Reagent grade pentylene glycol and salol were obtained
bents are, for example, zeolitg®4,11], silica gels and aero- from Aldrich Chemical Company and glycerol samples from
sil [18,28,31, aluminum oxides, hydroxides or alumino- Fluka BioChemika Company. Controlled porous glass from
silicates[32], and porous polymer membranes. In particular,Geltech Inc. with specific pore sizes of 2.5, 5.0, and 7.5 nm
nanoporous sol-gel glassg33,34] have been demonstrated and a narrow pore size distribution was used. The material is
to be an ideal host system for studying modified liquid be-provided in cylindrical form (diameter 10 mm, height
havior and effects of confinement on liquids in small poresl0 mm. By means of a diamond string saw, the cylinders are
due to their chemical and mechanical stability, transparencysut into 0.2-mm-thick disk slices. Their outer surface is neg-
and huge inner surfaces. Pore sizes of these systems ranggble compared to the huge inner surfad20-610
from a few angstroms to a few tenths of a micrometer.m?/g).

Among the experimental methods, NMRansverse and lon- After evacuating the porous glasses to 2anbar at 570
gitudinal relaxation, Overhauser effect, or line-shape analyK for 24 h in order to remove water and other volatile im-
sis) [6,10,11,24,35,3p picosecond birefringence methods purities, the pores were filled by capillary wetting during 48
[37-39, differential scanning calorimetryDSC) [15,40, h at a temperature of about 10 K above the melting point of
neutron scattering [23,26], dynamic light scattering the liquids. For that purpose the glass-forming liquid was
[12,28,30,4], Raman scatterinpl3,25, and dielectric spec- injected in the(closed vacuum chamber by means of a sy-
troscopy[16,22,27 have proved particularly successful. ringe. Both sides of the sample disks were covered with alu-

A challenging subject of interest is the study of the dy-minum foil (thickness 800 ninto ensure a homogenous elec-
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FIG. 1. Dielectric loss” of salol in 7.5-nm pores versus frequendy; 245 K; [, 265 K; O, 285 K; and< , 305 K. The error of the
measured data is smaller than the symbols. The inset illustrates the deconvolution of the Tat28r K.

tric field distribution and were mounted between gold-plated ll. EXPERIMENTAL RESULTS
brass electrodes of the capacitor.
Dielectric measurements in the frequency range %0 We start with the description of the salol dielectric spec-

10° Hz were performed using a Solartron-Schlumberger fretra, which show the most obvious differences between bulk
guency response analyzer FRA 1260 with a Novocontrol acand confined phase. Figure 1 shows the imaginary ¢Jaof

tive sample cell BDC-S (10°—3x10° Hz) and a Hewlett the dielectric function of the quasi van der Waals liquid salol
Packard impedance analyzer 4191A 400 Hz). The (carrying one hydroxy groypadsorbed in 7.5-nm pores for
sample temperatures were controlled in a nitrogen gas jafifferent temperatures. The inset illustrates the deconvolu-
with a stability better thant0.05 K. Details of the experi- tion of the data: dotted lines indicate Havriliak-NegaidN)
mental setup may be found in R¢A8]. DSC measurements functions, the dashed line denotes the conductivity term, and
were carried out with a Perkin-Elmer series 7 thermal analythe solid line gives the superposition of all contributions. In
Sis system. addition to the high-frequency dynamic procéBs two fur-

In order to describe the dielectric spectra quantitatively, gnher loss processes can be seen. The second process has
superposition of model functions according to Havriliak andgje|ectric strength of approximately the same order of mag-
Negami[49] and a conductivity contribution have been fitted iy, de as the first, whereas the third loss process in the con-
to the isothermal dielectric loss da¢d: ductivity wing is much stronger. Qualitatively, these features

can be observed for salol in all pores of the different sizes. In

3 Fig. 2, the relaxation ratgFig. 2(a)] and the volume cor-
n_90 i _ Im Aey } 1) rected dielectric strengtfFig. 2(b)] of all processes of salol
€ 0 &1 |[1+(iwT)*]P] confined in porous glasses are plotted versus the inverse tem-

perature. The bulk salol data are included for comparison.

The fastest process observed in the confined system obvi-
In this notation, e, is the vacuum permittivityoy the dc  ously coincides with the relaxation curve of bulk salol at
conductivity, Ae the dielectric strength, and the mean re- least at high temperatures, and it is therefore reasonable to
laxation time. The indeX refers to the different processes attribute this process to the relaxation of bulklike salol mol-
that contribute to the dielectric responsg.and B, describe ecules in the pore volume. The relaxation rate of the second
the symmetric and asymmetric broadening of the relaxatiomprocess Il is slower than that of the bulklike salol by approxi-
time distribution. The first term on the right-hand side of Eq.mately two orders of magnitude.
(1) is caused by translational motion of mobile charge carri- We assign this process to a relaxation in an interfacial
ers. For Ohmic behaviog=1; deviations §<1) are caused layer of surface bound salol. This result is in agreement with
by electrode polarization. time-resolved birefringence measurements of Warnock and
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TABLE I. Parameters of the VFT equations and the dielectric
and calorimetric glass transition temperatufés', T¢ for salol in
porous glasses.

Pore size(nm) Afs) D To(K) Tgiel (K) T;a' (K)

bulk 100 4.8 194 222 222
7.5 1.8 8.0 177 215 214
5.0 170 5.3 185 214 215

free charge carriers inside the pof&g].

The relaxation rate of process | of salol in 7.5-nm and
5.0-nm pores at high temperatures is the same as in bulk
salol, but with decreasing temperature the dynamics becomes
faster than for bulk salol at comparable temperatures. For
salol in 2.5-nm glass, the dielectric process characteristic for
the dynamic glass transition is observed only at temperatures
above 255 K. The temperature dependence of the dynamic
glass transition can be rationalized by a VFT equaftesi

l_A DT, 2
| T ORI, @
01 +—r——r——T———T———————1— with prefactorA, fragility parameteiD, and Vogel tempera-
26 28 30 32 34 36 38 40 42 44 46 ture To. From a VFT fit the dielectric glass transition tem-
1000/ T [K1] peratureTg'eI can be estimated by calculating the temperature

corresponding to 17/=0.01 Hz. Table | shows the VFT pa-
rametersTg'e' and calorimetrically determine(DSCO) glass
transition temperaturéga' Between the calorimetric and the

the inverse temperature 1000/Pore sizes: 2.5 nm, solid symbols; dielectrically determin(.ad. glass tran_sition temperatures,
5.0 nm, cross-centered symbols; and 7.5 nm, open symbols. Diffe@greement is found \_N'th'r,‘ the experlr’_n_ental accuracy. In
ent processes: dynamic glass transition, circles; interfacial rela><2'5'nm pores n'o Calo,”memc glass transition ?an be detected.
ation process, boxes; and Maxwell-Wagner polarization, diamonds, Characteristic deviations from bulk behavior are also re-
Bulk salol, *. flected in the temperature characteristics of dielectric
strength in the confined samples. The dielectric stredgth
Awshalom[50], who found an interfacial layer with a three of all low-molecular-weight bulk liquids slightlyincrease
times longer relaxation time for nitrobenzene, and NMRwith decreasing temperature. In contrast, for salol in the con-
measurements of Liet al.[7], who estimated the relaxation fined geometry the apparent dielectric strength of process |
rate of the interfacial layer of pyridine to be about 30 timesdecreasesvith decreasing temperatureee the circles in Fig.
smaller than for bulk relaxation. For salol in porous glasse®(b)], while the dielectric strength of the interfacial relax-
the interfacial process was also observed with dynamic lighation[process Il, boxes in Fig.(B)] increases. This effect is
scattering[51]. Various theoretical studies have been per-more pronounced in smaller pore sizes; see the disappear-
formed to investigate the effect of interfaces on the relax-ance of the fast relaxation process in 2.5-nm pores at tem-
ation of dipoles: Urbakh and Klaft¢62,53 applied nonlocal peratures below 255 K.
screening theory to study the rotational relaxation of an in- For comparison we describe now the qualitatively differ-
terfacial dipole; major changes were found for structuralent pentylene glycol spectra. In the H-bonded liquid PeG
changes of the liquid near a solid boundary. Benjamin(with two hydroxy groupys only two loss processes are ob-
[54,55,21,56 observed a significantly slower relaxation rate served: a Maxwell-Wagner loss process and the dynamic
at a liquid-liquid interface by means of molecular-dynamicsglass transition. An interfacial layer cannot be directly de-
methods. Although the quantitative effects of the slowed dy+tected with dielectric spectroscopy here. We cannot exclude
namics in the interfacial layer with respect to the free mol-that it is concealed by the strong conductivity contribution,
ecules is obviously strongly dependent upon the very systernut it is at least several orders of magnitude slowmot
under investigation and the surface interactions of the molnecessarily weakgrthan the bulk process. The remaining
ecules, it is well established by experimental and theoreticdiast process is that of the bulklike PeG molecules in the pore
work that such interfacial layers of retardated dynamics existolume. Again, the Maxwell-Wagner process is slow and its
in confined wetting liquids. Our experiments are therefore inmagnitude exceeds that of the intrinsic relaxation of the PeG
good agreement with these results. Because of the muaholecules by far. Figure 3 shows the relaxation rate and the
higher relaxation strength of the third, very slow process asolume corrected dielectric strength of the dynamic glass
compared to the bulk, this process has to be assigned toansition for bulk and confined PeG. For PeG in 7.5-nm and
Maxwell-Wagner polarization, i.e., the hindered motion of 5.0-nm porous glasses deviations in the relaxation rate from

FIG. 2. (a) Decimal logarithm of the relaxation rate7l,, and
(b) volume corrected dielectric strengite of salol in pores versus
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FIG. 3. (a) Decimal logarithm of the relaxation rate7l{,, and
(b) volume corrected dielectric strengthe of the dynamic glass FIG. 4. (a) Decimal logarithm of the relaxation rater}f,, and
transition of pentylene glycol in pores versus the inverse temperad) volume corrected dielectric strengthe of the dynamic glass
ture 1000T. Pore sizes: 2.5 nm, solid symbols; 5.0 nm, cross-transition of glycerol in pores versus the inverse temperature
centered symbols; and 7.5 nm, open symbols. Bulk pentylene glyl000T. Pore sizes: 2.5 nm, solid symbols; 5.0 nm, cross-centered
col, *. The inset shows the broadening parametg¢see Eq. 1 with  symbols; and 7.5 nm, open symbols. Bulk glycerol, *. The inset
B~0.9 in the whole temperature rariges the inverse temperature. shows the broadening parametefsee Eq(1) with 8~0.9 in the

whole temperature rangjes the inverse temperature.
the bulk behavior are very weak and the relaxation strength

decreases at low temperatures.

In 2.5-nm pores the process connected with the dynamic
glass transition is slower than the bulk relaxation at compa- In all samples investigated here, the high-frequency pro-
rable temperatures over the whole temperature range. It isess coincides with the bulk relaxation dynamics at high
also broadened consideraljlpwer «; compare Eq(1)]. In  temperatures. It is natural to assume that it originates from
the vicinity of the glass transition temperature a relative deunbound molecules in the pore volumes. Their mobility is
viation of the relaxation rate curves towards faster times igelatively uninfluenced by the confinemédph the time scale
indicated, connected with a decay of dielectric strength. Thef the dielectric experimeiat least at high temperatures.
influences on the dielectric strength and relaxation rates are, The existence of a well-separated second dynamic process
however, much less dramatic than for salol. in the spectra of salol suggests the existence of an interfacial

Finally, for the H-bonded liquid glycerdwith three hy- layer with different dynamics. It is well known from the
droxy group$ in pores two loss processes, as in PeG, arestudy of liquid-solid interfaces that adsorbate molecules di-
observed: the dynamic glass transition and a Maxwell+ectly attached to the substrate are strongly influenced in
Wagner process. The relaxation rates and the volume cotheir reorientational dynamics, which leads to partial local
rected dielectric strength of the dynamic glass transition foiordering as well as to the slowing down of dynamic pro-
glycerol in pores and in the bulk phase are plotted in Fig. 4cesses. In microconfined systems, the large surface-to-
The observed relaxation rate of glycerol is the same as in theolume ratio leads to a considerable contribution of mol-
bulk for all pore sizes, even at low temperatures. The temecules in the interfacial layer to the dielectric spectr@md
perature dependence of the dielectric strength is comparabtd course to other physical properties Yoo
to bulk glycerol as well. No significant effects of molecular  The dielectric strength of the additional dielectric process
confinement on the relaxation rates and strength can be dé-in salol is characterized by a temperature behavior comple-
tected in the dielectric spectra of glycerol. However, as in thenmentary to that of the fast process I. The relaxation strength
other samples investigated, the dielectric process is consiaf both processes sum up to a value that follows the tempera-
erably broadened with respect to the bulk relaxation, whichure curve of the bulk relaxation strength, slightly increasing
is reflected in a lower value of the HN parameter with lower temperatures. The total number of di-

IV. THEORY
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electrically active salol molecules in the pores is constant;
this explains why the sum of the dielectric strength of pro-
cesses | and Il is roughly proportional to the bulk curve. If
one assumes that molecular exchange between the surface
bound and unbound state is slow on the time scale of the
dielectric experiment at high temperatures, the relative di-
electric strength of the surface and volume processes can be
taken as a diredialthough not very precigeneasure for the
volume portions of bulklike and surface bound phases and
thus for the thickness of the interfacial layer.

A comprehensive theoretical interpretation of the dielec-
tric experiments has to explain why the interfacial process Il
is observed only in salol, but not in the other glass-forming
liquids investigated here, and it should describe the charac-
teristic behavior of the dielectric relaxation rates and relax-
ation strength in the systems with confining geometry. Sev-
eral possible dynamic and geometrical effects can influence
the (.:iielectri'c spectra in such SyStemSI Fi'rst., the thickness of FIG. 5. Schematic view of a pore filled with glass-forming lig-
the interfacial layer can change. While it is reasonable tchid. The pore walls are covered by a surface bound layer of mol-
assume that at high temp_eratures only a monomolecular CO%tules and the remaining volume is filled with bulklike molecules.
erage of the pore walls with surface bound molecules exists,
the thickness of this layer of interfacial molecules might in-the cross section with equal probability in the time between
crease due to cooperativity in molecular motions with low-exchange jumps. Within our model, we do not attempt to
ering temperatures. The interfacial layer grows at the cost ofxplain the physical relaxation mechanisms of interfacial
the remaining bulklike phase in the pores. This manifests irmolecules, i.e., we do not distinguish between molecular re-
a redistribution of the relative strength of the processes in therientation of bound molecules and fast desorption-
dielectric spectra. readsorption processes of molecules without leaving the in-

Information on molecular dynamics is provided from the terfacial layer. Both effects may contribute to dielectric
analysis of the relaxation frequencies. The dynamics of theelaxation in state II.
interfacial and volume parts may obey different temperature We will show that most features of the experimental data
characteristics. As long as the systems do not couple by excan be described qualitatively by means of this simple
change, the relaxation rates in the spectra directly reflect manodel, which makes the straightforward assumptions that
lecular dynamics in the bulklike and interfacial parts. Thethere is no effect of the confining geometry on the mobility
dielectric relaxation process in the volume does not necesf the bulklike molecules in the pore volumes; a layer of
sarily need to be homogeneous; in larger pores or towardsurface bound molecules with slower dynamics covers the
the pore centers, faster relaxation can be expected. The rpere walls and the thickness of the interfacial layer may in-
laxation processes may be broadened due to a distribution afease with lowering temperatures; molecular exchange be-
relaxation rates. tween interfacial and bulk molecules takes place at a time

Finally, one has to take into account molecular exchangacale of milliseconds and slower, with an exchange rate that
between the volume and interfacial subsystems on a timbas a weaker temperature dependence than the dynamic glass
scale comparable to the characteristic time of the dielectritransition; and with increasing number of H bonds formed by
experiment. At low temperatures, in the vicinity of the glassmolecules attached to the surface, i.e., with increasing num-
transition, the relaxation times of both processes lower intder of hydroxy groups per molecule, both the dynamics of
the range of milliseconds and seconds. From this one has the interfacial layer and the molecular exchange between in-
consider that molecules can leave their original position anderfacial layer and volume slow down considerably. Al-
exchange between the subsystems at jump rates comparali®ugh these assumptions are rather crude, they turn out to
to the relaxation rates. Such exchange processes affect the suited for a consistent qualitative interpretation of the
apparent relaxation rates as well as the relaxation strength adlielectric spectra described above. With some reasonable ad-
the subsystems in a theoretically predictable way. ditional assumptions, we are able even to give a quantitative

On the basis of a quantitative analysis of all effects de-estimate of exchange rates and interfacial layer thicknesses.
scribed above, we will construct a consistent picture of the An analysis of geometry and dynamics of the model
dynamics of the adsorbed glass-forming liquids. We intro-shows that the relative dielectric strength of processes | and
duce a relatively simple shell model as depicted in Fig. 51l are determined by the interfacial layer thickness as well as
We treat the pores as randomly distributed elongated cylinby the molecular exchange. An increase fflowers the
ders with axial extensions large compared to their diameterstrength of process | while increasing that of process II. Fast
The model is characterized by two basic quantities: the inmolecular exchange leads to an apparent transfer of relax-
terfacial layer thicknesg and the exchange ratebetween ation strength in the same manner. The relaxation frequen-
interfacial layer and bulk. We assume for simplicity that all cies can be influenced by a change of the internal dynamics
molecules within the free volume can be treated equivaef states | and Il, for example, a change of the glass transi-
lently, i.e., that free diffusion within the pore volume is fast tion temperature with respect to the bulk, and dynamic ex-
and a molecule inside the free pore volume visits all sites irthange may lead to apparently increased relaxation rates too.
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In order to separate these effects, we present an analyticeends upon the interactions contributing to the linewidth of
description of the two-state dynamic exchange model in thehe rigid lattice spectrum and can be adjusted by proper
next section. choice of the nucleus and spin interactiomspole-dipole,
chemical shift, etg. It is usually in the range of 101 s.

We will derive now the dielectric relaxation functions of a
sample with dynamic molecular exchange. Let the sample

The influence of molecular exchange in a two-state modetonsist of two subsystems. The dielectric relaxation in each
(bulklike and interfacial moleculeé®n dielectric spectra has subsystem is characterized by single processes with relax-
been discussed briefly [®]. It is worthwhile to mention that ation ratess;=1/7; and s,=1/7,, respectively. In the ab-
the mathematical treatment given here is of course of muckence of molecular exchange between these subsystems the
more general validity than for the particular system investi-dielectric spectrum consists of two peaks with intensities
gated in our experiment. For a universal discussion, it isproportional to the number of molecules in the respective
convenient to refer to the well-developed theory of NMR sypsystems. When fast molecular exchange takes place dur-
relaxation where dynamic exchange effects have been angq the characteristic time of the experiment, one will ob-

lyzed in great detaile.g.,[59-63). Although the underlying  serve only one averaged process that comprises the total re-
physical principles of dielectric and nuclear magnetic relax{5yation strength of the sample.

ation are completely different, it turns out that the predicted For a description of the critical influence of dynamical

dynamip exchange effgcts are basically §imilar and that.thgxchange during the transition from the two-process to the
respective NMR equatior$i0] can be easily adapted to di- one-process character of the dielectric spectrum, we assume

electric spectra. The limits of slow and fast exchange ar vo Debve processes for simplicitve. (1) — ot d
plainly understood. In a two-state system, one observes twi ye p . Impl |y21(_ )—exp(. sif) an
ﬁz(t)zexp(—szt) describe the relaxation functions of the

distinct relaxation processes if molecular exchange betwee AN . .
the subsystems is slow compared to the characteristic time dFelecular polarization in states 1 and 2, respectively, in the
the experiment. When the exchange rate between two statdd'e domain when no exchange occurs. They have been nor-
of different relaxation characteristics crosses the sensitivd'@lized toa;(0)=1 and can be related to the complex di-
time window of the experiment, critical influences on both €l€ctric functionse (w) by multiplication by a factorao,
relaxation rates are observed. If the exchange is fast conWhich accounts for the respective dielectric strengtbcu-
pared to the characteristic time of the experiment, only ondation number of statg and Fourier transform of their time
averaged relaxation rate is sensed. This fast exchange relaft€rivatives into the frequency domain. _

ation rate should be given by the averaged rates of the two We are interested in the total relaxation functie(t) of

original processes weighted with the relative intensities ofh€ sample polarization under exchange influence. The exact
the original processes. form of the exchange process is of minor significance for the

It is important also to note the differences between theffects on the dielectric spectrum; we choose a random Pois-
NMR and dielectric relaxation mechanisms, in particular theSON jump process. The important parameters are the ex-
different time windows of the experiments. Dielectric polar- change rates, which determine the inverse average live times
ization being the observable in dielectric spectroscopy is diof particles in each subsystem without jump, and the relax-
rectly attached to the molecular orientation and the molecu@tion ratess; and occupation numbers; in the uncoupled
lar dynamics immediately affects relaxation of the dielectricSubsystems. Two alternative, equivalent mathematical treat-
polarization. The relaxation rates are direct measures of th&€nts can be chosen to obtaift).
molecular reorientation dynamics. The characteristic time The first, the integral equation method calculates the re-
scale of the experiment is of the order of the molecular relaxation functionsy,(t),a,(t) of particles starting in states 1
orientation dynamics. The time window for the observationand 2, respectiveljfnormalized toay; 2(0)=1]. Let the
of exchange effects is in the range between the relaxatiomp rates beci,,c,;, thenc;;ét is the probability that a
times of the slower and the faster process in the dielectriarticle changes from stateto statej during the infinitesi-
spectrum. The characteristic time scale can be of the order ¢fal time intervalst. The jump rate€,,,c5; are, in general,
10"° s or shorter for liquids at room temperature, whereadlifferent and fulfill the conservation conditiore,,n,
near the glass transition the relaxation rates slow down tG= C2iNno.
less than 1 s1. Therefore, the glass transition is well suited A particle in state 1 at timg=0 will obey the relaxation
to scan the time domain in a dielectric experiment, if one isfunction a4 (t) if it performs no jumps during a time interval
interested in the study of surface-volume exchange prot. The probabilities of a particle remaining in its original
cesses. state 1 or 2 are exp(cist) or exp(—cyqt), respectively. If it

In contrast, the NMR nuclear magnetization is not as dijumps first at time 8<t’<t, it will be in the relaxation state
rectly coupled to the molecular dynamics and reorientationy;(t’) at timet’ and then relax witha,(t—t’) after the
of molecules does not immediately lead to a reorientation ofump (this includes the possibility of further jumpsA first
the nuclear spins. Therefore, the characteristic time for thiump at time t’ occurs with a probability density
NMR relaxation experiment is not given by the molecularc,exp(—cst’) and c,.exp(—cyt’), respectively, for par-
reorientation times but by the NMR relaxation tim€g or ticles starting in states 1 and 2. The average relaxation func-
T,. The longitudinal relaxation tim&, in most systems con- tion a(t) for particles starting in state 1 &0 is a sum of
sidered here is in the range of milliseconds and seconds ariie undisturbed relaxation function multiplied by the prob-
therefore it is usually slower than molecular exchange ratesability that the particle remains in state &, (t)exp(—cyt),

The time window of the transverse relaxation tiffig de-  and of the relaxatiom(t")a,(t—1t’) for particles that jump

V. TWO-STATE EXCHANGE MODEL
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first at time t’
C1eXp(=cit’) and

ost'<t:

integrated over all jump

t
a(t)=aq(t)e Cd+ f ap(t')cpe 12 T, (t—t)dt’.
0
(€

The functiona, is calculated analogously with permutation

of indices 1,2,

t !~
Ez(t)=a2(t)e_°21t+f az(t')C21e_021t al(t—t')dt’.
0
(4)

We substitutex; = exp(—st) and obtain a set of two coupled

integral equations

t
El(t):e*(sfrciz)t_f_clzf e*(31+°12)t'a',2(t_t')dt’,
0

t
ay(t)=e (S2tc2)ty caf e (2 ety (t—t/)dt’.
0

multiplied by the jump probability

5383

=(n,—ny)/(n,+n,). After inverse transformation into the

times time domain, one finds the resulting normalized relaxation

functionsa;(t),

1 c—As 1 c—As
Py = = —(r=Qt |~ _ —(r+Q)t
C(l(t) (2+ 2Q )e + 2 2Q )e y
(7)
1 c+As 1 c+As
a == —(r=Qty [ Z _ —(r+Qt
ay(t) (2+ 20 )e + 5 20 e .
(8

Neither of these quantities can, however, be measured
separately in the dielectric experiment, which is sensitive
only to the total dielectric response of the sample. Therefore,
a relevant experimental quantity is

M (+ —2
n1+n2a1() n1+n2a2()

a(t)=

_C—Ac~ c+Ac_
= %e alﬂVFsz(t),

which describes the sum of dielectric relaxation processes in

Its solution can be readily found by means of a Carsontpe sample, normalized #®(0)= 1 (we assume that the total

Heaviside transformation

pf:exrl(— pof()dt=L{f(t)}=(p),
with properties

+ t
Ll{e 3 (1)} = %aa), L',[ fof(t’)dt'] = @.

The transformed functiong;(p) = L{a;(t)} are related to
each other by

p C12
p + C12+ Sl

®2(p), 5)

e1(p)= D+Cit S, 2

_ p N C21
pPp+Cy1+S, pP+Cyuts,

¢2(p) ¢1(p) (6)

and form a system of linear equations. We introduce

$1+s, $1—S,
s= , As= ,
2 2
o CiptCo c— C12—Co1
2 2
2n,
Q?=c?+As?’+2AsAc=(c+As)°—2cAs——,
n;+n,
r=s+c,

dielectric strength of the sample is a constant that can be
accounted for by a common factor, and only the relative
strength of the subprocesses are of concern)n@ée insert
Egs.(7) and(8) and find

~ 1+ c +ACAS (-0
“M=3"20" 2qc¢
1_ ¢ ACAS) iion )
2 2Q 2Qc

In the particular case of two equally populated sub-
systems,n;=n,, Ac=0, ¢;,=C,=¢C, and g°=c?+As? .
Then, Eq.(9) reduces to

1 c

E(t)z(—+ —) e (rmaty !

c
- E) e FOt (10

2 2q 2

A competitive mathematical approach to find this relax-
ation function is the solution of the rate equation. As some
readers might be more acquainted with the latter approach,
we will demonstrate now how the same results as above can
be obtained with the solution of rate equations, and we com-
pare both approaches. The equations describing the change
of polarizationea; in subsystenm form a set of coupled linear
first-order differential equations i;(t) are purely exponen-
tial and the jump rate is time independent

de; N
=Cia;.

F_ ij&j (11)

Note that&{llz} refers to the ensemble of particles being tem-

wheres and c are average relaxation and exchange ratesporarily in states 1 and 2, whereas tﬁ@lyz} used above
respectively, and\c/c can be expressed in terms of the oc- describes the ensembles of particles starting in states 1 and 2,

cupation numbersn; , of the subsystems byAc/c

respectively.
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The polarization in subsystem 1 changes by internal re-

laxation with the functiornx4(t) and by transfer to and from
state 2 as a consequence of jumps,

day
TR Cioa;tCoap;

the polarization in state 2 is described analogously

T Co1a2+Cppay

(the number of jumps per unit time &;N; , whereN; is the
number of particles in systeim the transferred polarization
for a single particle isx; /N;). Both equations are collected
to construct the relaxation matrix

[ 7S17Ca2 Ca
SUR —s,—cC
12 2~ Co1
—s—c—As—Ac c—Ac
B c+Ac —s—c+As+Ac)’

with eigenvalues

u;=—-r+Q (slow procesg

u,=—r—Q (fast process
We diagonalize Eq(1l) to

(e wla)

with Bi= Dij&j and the diagonalization matrix

1
Dij:ZQC(C—AC)(

12

—As—Ac+Q
As+Ac+Q

c—Ac
—c+Ac

c—Ac c—Ac
Dﬁlz As+Ac+Q As+Ac—Q]-
The solution of Eq(12) is
Bi=e"'B;(0) with B;(0)=Dj;;(0).

Insertingay; 2(0)= 3+ 3Ac/c (the relative population num-
berg, one finds

(,31) _ 1
B2) 4cq
and after transformation back i@ = Dﬁl,BJ- we obtain the
relaxation functions for states 1 and 2,

&1<t>=%[<Q+c—As>e—“-Q>‘

+(Q—c+As)e 7Y

(Q+c—As)e” (-t

(Q—c+As)e (Tt (A3
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FIG. 6. Two dielectric relaxation processes under exchange pre-
sented in the time domain. The individual curves correspond to the
(experimentally indistinguishablecontributions from both sub-
systems. The relative dielectric strengths @e2:1 and(b) 1:2 for
two processes with relaxation ratess,=1:10; the average jump
rates arec=0 (dotted ling, c=s,; (dashed ling andc=s, (solid
line).

Ac)

(c o
W[(Q-}— c+As)e (r=Qt

a,(t)=
+(Q—c—As)e M1, (15)

Their sum is the total relaxation function of the system

- ~ 1 ¢ AsAc) _ .o,
a(t)=a(t)=(§+ﬁ+ ZCQ)e (r-Q

1 ¢ AsAc| _ ..

R UL

which is of course equal to the result obtained foft)
above. Moreover, one can verify that

n;

R

a(t).
This means that it is equivalent whether one analyzes the
relaxation of the particles starting in stater of all particles
being temporarily in stateat timet. Again, thea;(t) alone,
as well as they;(t) given above, is not an observable in the
dielectric experiment, but only their sum is a relevant quan-
tity.

The graphs of Eqg14) and(15) are depicted in Fig. 6. In
the limit ¢;,=c,;=0 (no exchangg the curvesx;(t) coin-
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gide with the original relaxation exponential functions 100
a;(0)exp(st). With increasing exchange rate, relaxation of F
the initially slow species speeds up while the faster one
slows down. At no time, however, is the slope of either re-
laxation function under exchange steeper than that of the fast
undisturbed process or slower than the undisturbed slow pro- . 0.10
cess. At times long compared to the jump rate, the slopes of i
the fast and slow process under exchange influence coincide,
reaching the averaged relaxation rate—c+ Q, which es- !
tablishes an equilibrium between relaxation and polarization I

transfer between both subsystems. In Fig) 8ve have cho- 0.01 Ll -
sen a ration; /n,=2 of the relative intensities of both pro- 0.1 1.0 0.0 100.0 10000
cessegfaster process more intensén Fig. 6b), n,/n,=3 @/

(the slower process is stronger

In order to discuss the relation to dielectric spectra, we
have to analyze the total relaxation functiait). As it is
seen from Eqgs(10) and (16), the resulting relaxation func-
tions can always be expressed as the sum of two exponen-
tials. This means that any dielectric spectrum of two sub-

1.00F

W 0105

systems with intrinsic Debye relaxation coupled by dynamic
exchange has the form of a superposition of two virtual De-
bye processes. Their apparent relaxation rates are
—s—c*=Q, whereas the corresponding apparent relative di- :
electric strengtinormalized to sum Jlare 0.01L. ‘ s
0.1 1.0 10.0 100.0  1000.0

w/s,

20 " 2¢Q

1_( c ASAC)
~+ .
2 FIG. 7. Dielectric spectrum of two Debye processes under ex-
changee” in the frequency domain. The relative dielectric strength
Both apparent processes become faster under the influence@g (@ 2:1 and (b) 1:2, respectively, the relaxation rates are
dynamical exchange, and the slower process thereby gairfs'S2=1:100, and the exchange rates are-0 (dotted ling,
intensity from the faster. However, none of these virtual®=10 (dashed ling and c=100 (solid lin¢) in units of s,. Thin
single exponential processes can be attributed to the relagurves depict the corresponding decomposition in single Debye
ation of a physical subsystem, as it is clearly seen from Eq$UVes:
(7), (8), (14), and(15). As soon as the relaxation processes of
both subsystems couple by exchange, only their sum remaidgyer portion from the dielectric strength and to separate a
physically relevant. Therefore it is not surprising that bothtrue change of the intrinsic relaxation rates from exchange
virtual processes apparently become faster. Such dynamgffects.
exchange effects are of course well known, for example, A possible approach to separate dynamic exchange and
from the behavior of NMR longitudinal and transverse relax-intrinsic dielectric relaxation is of course the study of the
ation times[60], where corresponding equations can be estemperature dependence of dielectric processes. If exchange
tablished. and relaxation rates obey different temperature characteris-
Dielectric spectroscopy is often performed in the fre-tics, they lead to a drastic change of the spectral shape with
quency domain rather than in the time domain, therefore wéemperature. We will demonstrate here two possible sce-
have calculated the frequency dependence of the dielectrizarios. The first one is that of a VFT activated exchange rate
loss €* corresponding to the relaxation function of Eg6)  c(T)xT./(T—T,) and of two VFT activated dielectric pro-
in Figs. @) and 7b) for different ratios of the undisturbed cessesr;=0.017,=T/(T—T,) with a commonT, but dif-
slow and fast process relaxation strengths. In spite of the faderent T.# T such that the temperature curve of the relax-
that the two individual exponential processes in Etg)  ation rates is steeper. It is depicted in Fig. 8. The horizontal
have no physical meaninger se it is still convenient to axis gives a measure of the inverse temperature in arbitrary
analyze dielectric spectra as shown in this figure in terms ofinits. For comparison with the experiment, we present the
such simple basic functions as Debye processes even undapparent relaxation strength and relaxation frequencies that
dynamic exchange. It is evident that with a simple dielectricare influenced by the ratio's of exchange to relaxation rate.
experiment one cannot distinguish between exchange and r&he dotted lines give the temperature curves of the un-
laxation effects from the spectral shape. The spectra showepupled relaxation processes. The dashed line is the ex-
in Fig. 7 have the same appearance as two overlayed uhange rate. Again, we consider the two casgs,=2 and
coupled Debye processes with corresponding apparemt;/n,=1/2 and we assume that the relative occupation num-
strength and relaxation ratéshich are indicated by the thin bers of both subsysten{their geometrical ratigsare tem-
lines). In view of the geometry considered in our interfacial perature independent.
layer model, it is particularly difficult to distinguish between At high temperatures where the exchange rate is low com-
fast dynamic exchange and an increase of the interfaciglared to both relaxation rates, one recognizes the uncoupled
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1.00F

< 0.10

s . s s . 0.01 \ . \ ‘ s s
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FIG. 8. Theoretical curves of th@) and(c) apparent relaxation rates71and (b) and(d) dielectric strength\ e (b,d) with given model
exchange and relaxation rates of the subsystems, where the relative volume portions are considereday@matént 2:1 and(c) and (d)
1:2 between the fast and slow subsystems. The lines show the original fast and slow rates without ddctimudene, mean exchange rate
c (dashed ling and apparent relaxation rates and strerigtiid line). Rates are given in units &f.

original processes. With lowering temperatures, the exis, however, very complicated and cannot be straightfor-
change becomes effective in the dielectric spectruro bs-  wardly performed analytically. However, in an approxima-
comes comparable to the lower relaxation gteBoth indi-  tion one can treat such empirical functions as superpositions
vidual processes are shifted to faster apparent relaxatioof Debye processes with a distribution of relaxation times.
rates. With decreasing temperature, the faster process graddis long as these relaxation time distributions are not too
ally loses intensity, which is, in turn, gained by the slow broad(say, within one decadeit should still be justified to
process. When the exchange rate has passed the frequeragyply the above algorithm to such processes as well and to
window and is faster than the two undisturbed relaxatiorequate their relaxation strength and frequencies to the corre-
rates, only one apparent single process remains that haponding parameters of adequate Debye processes. We can
reached the average relaxation ratthen. therefore assume that dynamic exchange influences these
Figure 9 shows the relaxation in a system where one prorates and frequencies in the same manner as predicted for
cess does not relax intrinsicallg = 0). The exchange rate pure Debye relaxation. One can further conjecture that the
is considered constant and the relaxation gtdrops expo- processes become more Debye-like during exchange, in par-
nentially. Here we have chosen two equally populated subticular, in the fast exchange limit, because the jump pro-
systems. Polarization in state 2 relaxes only by exchangeesses naturally tend to average different relaxation rates of
with state 1, hence the rate of the apparent slow process &1 inhomogeneous system. This is, however, beyond the
approximatelyc as long ass;>c. When the rate of the fast scope of this paper and we will not try to analyze influences
process finally reaches the exchange rate, its apparent relast dynamic exchange on the Havriliak-Negami parameters
ation strength decays, while its apparent relaxation frequencyy, Bk in Eq. (1).
increases with respect to the acts(T). The remaining

slow process will no longer follow the exchan_ge ratbut VI. DISCUSSION
gradually adopt a rate=s;/2 and finally comprise the total
dielectric strength of the two original processes. After demonstrating the mathematical treatment of the ex-

Strictly speaking, the experimental spectra mentionedhange coupled two-state system, we apply the theoretical
above are not composed of exact Debye processes. In tlw®nsiderations to the experimental spectra that were pre-
analysis of the experimental data, we have used the convesented above. First, we discuss the salol data. The close simi-
tional Havriliak-Negami functions. This leads to a slight larity of Figs. 2 and 8 suggests that the effects in the experi-
modification of the spectral appearance. A calculation of exmental spectra can be described by the two-state dynamic
change effects for such nonexponential relaxation processexchange model and that with a proper assignment of
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respectively. These ratios are relatively well reflected in the
high-temperature ratios of the dielectric strength of processes
I and Il for the 7.5- and 2.5-nm samples, the 5.0-nm sample
100k i makes an exception.
We have shown above that dynamic exchange processes
[ can redistribute the relative strength of the apparent single
1.0 5 processes that are used to describe dielectric relaxation. As
long as the fast relaxation rate roughly follows the bulk
a) curve, we may assume that exchange is slower than relax-

: : ation in the free volume and that the relative relaxation

0.001 0.1 10 strength measured will reflect basically the volume portions
c/s of interfacial layer and free pore volume.

At low temperatures, as the samples approach the glass
: transition temperature, dielectric relaxation rates lower to the
slow ] milliseconds range. There, a pronounced deviation of process
| from the bulk relaxation rate is found for the 5.0-nm and
7.5-nm samples, and we attribute this deviation to effects of
molecular exchange between interfacial and free volume.
< 0.10¢ fost E Therefore, the change of the relative strength at lower tem-
peratures is no longer an unambiguous measure for the oc-
cupation numbers of the subsyste(ns., the interfacial layer
" b) thickness$. Note that also in this case the sum of the dielec-
0.01 , , , , ‘ tric strength of process | and Il equals approximately the

0.001 0.1 10 bulk dielectric strength. It turns out that molecular exchange
c/s alone with the assumption of an interfacial layer of constant
thickness can only describe the shift of relaxation rates; the

FIG. 9. Same presentation as Fig&)&nd &b), but one state is exchange rat(_a can be equated in apprOXi,mation to the mea-
considered rigidno dielectric relaxation the exchange rate is as- Suréd relaxation rate of process Il, but it cannot describe
sumed constart=1, and only the rate of the fast procdgisty is  Satisfactorily the change in dielectric strength. Growth of the
lowered from left to right. We have chosen equally populated subinterfacial layer and dynamic exchange both influence the
systemsn; =n,. apparent relaxation strength here. We do not attempt a quan-

titative analysis, but it seems, however, that for salol in
the dielectric processes, one can extract relaxation and e%-5-nm pores at 1000/ K ~1~3.9 and roughly at 1000/
change rates as well as relative volume portions of the sloik ~*~4.3 for salol in the 5.0-nm pores the pore is com-
interfacial layer from the available experimental data. pletely filled by the interfacial layer so its thickness approxi-

The fast process that coincides with the bulk curve at highnately reaches half the size of the pores, causing the fast
temperatures gradually loses dielectric strength to the lowemprocess to disappear in the respective samples.
frequency process, which is obviously the interfacial layer The PeG spectra are characterized by a single fast process
dielectric relaxation. Their relaxation time ratio measured afdynamic glass transitionat high temperatures this process
high temperatures is approximately 1:140. If one consider§ehaves in 7.5-nm and 5.0-nm pores exactly like the bulk
Eg. (16) and the graphs of Figs. 8 and 9, one has to concludeelaxation. In 2.5-nm pores it is shifted to lower frequencies
that the relaxation of interfacial salol is at least two orders ofin the whole temperature range. We do not see an additional
magnitude slower than the bulk relaxation, but that the speddielectric loss process of an interfacial layer relaxation.
tra are also compatible with a rigidly interfacial layer that Therefore, we can analyze the temperature-dependent dy-
relaxes only via exchange with the free volume, state |. Innamic glass transition only. A significant deviation of the
that case, the apparent rate of process Il would be that of thdielectric relaxation rate from the VFT curve towards faster
dynamic exchange. We cannot decide from the dielectri¢elaxation is observed only for PeG in 2.5-nm pores. How-
spectra whether relaxation occurs at the surface or via meever, the high-frequency shift of the relaxation rate as char-
lecular exchange between the surface layer and free pomgteristic of exchange effects is very weak. It is not suited for
volume. It is also possible that the major effect for relaxationa discussion of relaxation rates. One can guess the magnitude
of the interfacial molecules is exchange alone and that &f an exchange rate that would cause such an effect. The
direct dielectric relaxation via orientational dynamics at theapparent fast relaxation rate speeds up and the dielectric
surface may be neglected. However, such an assumption grength decreases when the exchange rate approaches the
irrelevant for the following considerations. relaxation rate. As this process sets in at atspyt=10° Hz,

At high temperatures, the relaxation strength of both prowe conclude that exchange rates are on the order of millisec-
cesses gives information on the number of molecules in thends or seconds, one or two orders of magnitude below
free volume and interfacial layer, respectively. If a monomo-Si,g.
lecular interfacial layer of 0.5 nm is assumed at the walls for In the vicinity of the glass transition temperature, we ob-
each pore size and the pores are assumed cylinderlike, tiserve a decrease of the dielectric strength in all pore sizes,
volume ratios are approximately 3:1, 2:1, and 1:2 betweenvhich is more pronounced the smaller the pore size is. The
the volume and interfacial parts for 7.5, 5.0, and 2.5 nmgcollapsing dielectric strength of the fast process at low tem-

100.0

/7

0.1
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peratures is caused by the increasing effective thickness ddiyer increases with decreasing temperature accompanied by
the interfacial layer, corresponding to a decreasing free volthe vanishing of the dielectric strength of the dynamic glass
ume portion. However, the fast process does not vanish contransition(bulklike moleculey at low temperatures. The two
pletely; only in 2.5-nm pores does it come close to that limit.hydroxy groups per molecule of PeG cause a more rigid
That is, the effective interfacial layer thickness remainscoupling of the PeG molecule to the surface. A relaxation
smaller than the radius of the 2.5-nm pores. process of the interfacial layer is not detected directly, but
It is characteristic, and consistent with our interpretation,effects of a dynamic exchange are observed in a significant
that for the 2.5-nm samples the loss of intensity sets in atlecline of the dielectric strength combined with a small de-
higher temperatures than for larger pore samples. The influsiation from the bulk relaxation rate at low temperatures.
ence of an increasing interfacial layer thickness must b&he increase of the thickness of the surface layer seems to be
more pronounced in small pores. This result agrees well witless pronounced compared to salol, but one has to take into
measurements on glycolsvo hydroxy groupswith differ-  account the much larger molecular volume of salol. Glycerol
ent molecular volume, in which the effects of dynamic ex-with three hydroxy groups per molecule should have the
change become observable at higher temperatures with iRtrongest coupling to the surface of the glass. Neither the
creasing size of the moleculé4]. These features also give dynamics of the interfacial layer is detected directly nor any
evidence for a growth of the interfacial layer thickness andeffects of dynamic exchange are observed. The interfacial

for exchange effects between the bulklike molecules and thgyer thickness is constant in the whole temperature range.
interfacial layer with exchange rates in the range of millisec-

onds and seconds. The relaxation of the interfacial layer it-
self is not detected directly in the dielectric spectra.
As in PeG we observe one dielectric relaxation process

for glycerol that can be assigned to bulklike molecules ) i B
within the cavities(dynamic glass transition Its dielectric We presented broadband dielectric spectra” ¢xa.(°

relaxation rate follows strictly the temperature curve of theHz) measured on glass-forming liquids with a different num-
bulk liquid down to relaxation rates of 1°¢; no particular ~ ber of hydroxy groups per molecule confined to nanoporous
systematic shift to lower frequencies is observed for glyceroplasses with pore sizes of 2.5, 5.0, and 7.5 nm. For a liquid
in 2.5-nm pores. The significantly lowered dielectric strengthwith one hydroxy grougsalo) two separated loss processes
compared to bulk glycerol gives evidence for the existenceére detected in all pore sizes that are assigned to the relax
of an interfacial layer. But in contrast to PeG, the dielectrication of an interfacial layer and the relaxation of bulklike
strength does not decrease with decreasing temperaturemlecules in the center of the por&dynamic glass transi-
even at temperatures in the vincinity of the glass transitiortion). Liquids with two (pentylene glycolor three(glycerol
temperature. hydroxy groups exhibit only the relaxation process con-
The relaxation of the interfacial layer is not detected di-nected to the dynamic glass transition. In all samples an ad-
rectly (as an additional peak in the spegfraor do we ob- ditional loss process caused by a Maxwell-Wagner polariza-
serve any effect of a dynamic exchange of bulklike gly-tion is observed at low frequencies. The observed spectra can
cerol with the interfacial layer. We conclude that the interfa-pe consistently interpreted within a shell model of a bulklike
cial layer, which is presumably present, is tightly bound topnase and an interfacial layer including molecular exchange
the pore walls by hydrogen bond$iree hydroxy groups per patween both subsystems.
moleculg. The interfacial molecules have very slow dynam- ¢ he dielectric spectra the exchange rate between the

Iact?oﬁnig \\//eerglssli)?/\\;va?\)((jcniindgeen r&tlﬁ’eslgv\tff?'erqi';li?gr:slljiél'nterfacial layer and the bulklike molecules can be directly
tivity and Maxwell-Wagner contributions. The thickness of deduced. For saldbne hydroxy groupthe exchange can be

the interfacial layer can be estimated from the ratio of dielec® bserved already at a temperature of 70 K above the calori-

tric strength in the bulk and in pores. An effective pore Sizemetric glass transition temperature, with an exchange rate as

of 0.7 nm is found for the 2.5-nm pores. This means that thé"gh as 16 Hz. For pentylene g'yco(haY'”g tWO, hydroxy
relaxation of the bulklike molecules in the pores takes plac&OUPS exchange occurs at 30 K aboVg in the millisecond
in such a small subvolume on the same time scale like in thé&nge. For glycerolhaving three hydroxy groupshe ex-
bulk. change must be slower than 1 Hz even at temperatures of 5 K
The measurements of molecules with one, two, or thre@boveTg.
hydroxy groups show a systematic dependence of the dy- In parallel, the thickness of the interfacial layer increases
namic behavior monitored by dielectric spectroscopy fromstrongly with increasing strength of the molecular interaction
the number of hydroxy groups. Salol molecules with only(number of hydroxy groups For salol and pentylene glyol
one hydrogen bond per molecule stick to the pore walls relathe thickness of the interfacial layer is roughly monomolecu-
tively loose. A relaxation of the interfacial layer can be di- lar at high temperatures and grows with decreasing tempera-
rectly observed in the dielectric spectra as an additional peakuyre, but for pentylene glycol the growth of the layer thick-
so effects of dynamic exchange can be studied in the temmess is less pronounced. The interfacial layer of glycerol, as
perature dependence of the relaxation rate and the dieletrestimated from the dilelectric strength in 2.5-nm pores, has a
strength in detail[ This explanation is backed by the experi- thickness of about 0.9 nm. It is temperatures independent in
mental result that a separate interfacial layer relaxation prothe whole temperature range. We do not detect exchange in
cess is found also in iso-propan@lith one OH groupcon-  this temperature regime.
fined to porous glasgs5].] The thickness of the interfacial The relaxation rate of the dynamic glass transition of con-

VII. SUMMARY AND CONCLUSIONS
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fined glycerol does not show a pore size dependédieen-  fact that there is a difference of at least two decades between
eter=2.5 nm and it is, within the experimental accuracy, the observed volume and surface proces@= Fig. 2
indentical to the bulk. The temperature dependence of itenakes the simplifications of our model quite reasonable, and
dielectric strength is comparable to the bulk. Considering theiny extension to more complex models will certainly im-
fact that the interfacial layer has a thickness of about 0.9 nnprove the quantitative description but not invalidate any of
in the smallest pores, one has to conclude that the dynamlﬁe conclusions described above. Accompanying NMR ex-

glass transition takes place in a subvolume with a diameteseriments are being performed in our laboratory to confirm
of roughly 0.7 nm on a time scale as in the bulk. This is inthese results.

pronounced contrast to theories of the dynamic glass transi-
tion that are based on the existence of so-called coopera-
tively rearranging regions, of 3—5 nm size close to the calo-

rimetric glass transition temperature.

A more elaborate model of the systems investigated has to The authors are indebted to E. Hempel for the DSC mea-
consider that molecular mobility increases gradually with thesurements on salol and to the DFG for financial support
distance from the pore walls and the model of an effectivewithin the Sonderforschungsbereich SFB 294. One of us
interfacial layer is only a first approximation. However, the (W.G.) gratefully acknowledges support from the DAAD.
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